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METHODS AND APPARATUS FOR ANGIOGRAPHIC IMAGE SELECTION

TECHNICAL FIELD

The present invention, in some embodiments thereof, relates to the field of medical
imaging and more particularly, to methods of determining medical imaging parameters for

angiographic image selection.

BACKGROUND

Arterial stenosis is one of the most serious forms of arterial disease. In clinical practice,
stenosis severity is estimated by using either simple geometrical parameters, such as
determining the percent diameter of a stenosis, or by measuring hemodynamically based
parameters, such as the pressure-based myocardial Fractional Flow Reserve (FFR). FFR is a
measurement of the functional significance of coronary stenoses. An FFR measurement
represents a ratio between a maximal blood flow in an area of stenosis and a maximal blood
flow in the same area with the stenosis virtually removed. Earlier studies show that FFR<0.75
is an accurate predictor of ischemia and deferral of percutaneous coronary intervention for
lesions with FFR>0.75 appears to be safe.

In some instances, FFR is modeled using a plurality of two-dimensional (2-D)
angiographic images that are recorded at different angles with respect to coronary arteries or
vasculature of a subject. The angiographic images are analyzed to determine 2-D dimensions,
curvatures, and other features along vascular extents, which are used to create a three-
dimensional (3-D) coordinate system (or/or model). Oftentimes, a clinician may desire to view
one or more angiographic images that correspond to a certain location on the 3-D model.
Currently, a clinician has to manually review the angiographic images to find the desired view.
As one can appreciate, this manual review can be time consuming and inefficient, especially if
the patient is still undergoing treatment.

After FFR analysis, a clinician may perform a treatment by placing a stent into a portion
of the patient’s vasculature at a location of a stenosis or lesion. To confirm the placement is
correct, one or more additional angiographic images are recorded and reviewed by the clinician.
Typically, a clinician has to manually determine one or more angles with respect to the
vasculature to acquire images that clearly show the stent, with minimal foreshortening, vessel
overlap, or obstruction. In some instances, a clinician may have to record a second set of

angiographic images if the first set does not adequately show the stent. Such a manual
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procedure is inefficient, time consuming, and potentially problematic for a patient undergoing

treatment.

SUMMARY

The example system, method, and apparatus disclosed herein relate to an automatic
calculation and/or selection of a viewing angle for an angiographic image. A viewing angle
can impact on how clearly a certain target region of interest, such as a portion of a patient’s
coronary arteries, appears in an image. For example, foreshortening and/or overlap with other
imaged features can interfere with measurement and/or verification (e.g., to check if a stent is
fully deployed).

An aspect of some embodiments of the disclosure relates to selection of an available
(pre-existing) image from among a plurality of available images, based on the evaluation of its
viewing angle according to criteria. For example, selection of an image is made to minimize
foreshortening and/or overlap in the image as a whole. Additionally or alternatively, an image
may be selected for viewing one or more particular targets. In the field of vascular
measurements, “foreshortening” generally refers to the apparent shortening of a longitudinal
measurement of a blood vessel in an image due to the blood vessel being rotated so that the
longitudinal extent of the blood vessel lies along a direction which is non-perpendicular to a
viewing angle from which the blood vessel is imaged.

It is noted that the substantially radial symmetry of blood vessels means that depth
foreshortening in the general sense that occurs with the imaging of any 3-D object is typically
of little concern for the radial cross-section of blood vessels. A blood vessel with a round cross-
section appears to have substantially the same radius from any direction, since a viewing angle
that distorts one dimension of the cross-section will generally place another into perpendicular
alignment with the viewing angle.

Features besides blood vessels may have a longitudinal or other axis of interest for
measurement; and the term “foreshortening” is optionally applied to shortening in the apparent
length of such an axis. Aggregate measures of foreshortening (e.g., for a set of blood vessel
portions extending longitudinally in many different directions) may be created by averaging or
otherwise weighting together metrics of foreshortening generated for blood vessel segments
individually, or otherwise calculated.

An aspect of some embodiments of the disclosure relates to the use of a shell surface in

choosing a viewing angle of minimal foreshortening of a target.
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There is provided, in accordance with some embodiments of the present disclosure, a
method of selecting an existing angiographic image. The method includes receiving a plurality
of angiographic images, receiving a vascular model of a vasculature, and receiving a selection
of a target region of the vascular model. The method also includes determining a viewing angle
cost function that defines cost function values for a plurality of viewing angles with respect to
the target region. The cost function values include a first set of cost function values that are
located on a first, lower-cost side of the cost function threshold and a second set of cost function
values that are located on a second, higher-cost side of the cost function threshold. The method
further includes selecting an angiographic image from among the plurality of angiographic
images, using the viewing angle cost function applied to the vascular model, by identifying an
angiographic image that corresponds to a viewing angle having a cost function value that is
located on the first, lower-cost side of the cost function threshold. Moreover, the method
includes displaying the selected image.

In some embodiments, a set of viewing angles have cost function values that are less
distant from the cost function threshold than the cost function value of the viewing angle of the
selected image, and on the second, higher-cost side of the cost function threshold, is at least as
large as a set of viewing angles on the first, lower-cost side of the cost function threshold.

In some embodiments, a set of angles have cost function values that are less distant
from the cost function threshold than the cost function value of the viewing angle of the selected
image, and on the second, higher-cost side of the cost function threshold, is twice as large as a
set of angles on the first, lower-cost side of the cost function threshold.

In some embodiments, the viewing angle of the selected image is at a respective local
minimum of the viewing angle cost function on the first, lower cost side of the cost function
threshold.

In some embodiments, the viewing angle cost function value of the viewing angle of
the selected image is within a same value distance from a respective local minimum of the
viewing angle cost function, while remaining on the first, lower-cost side of the cost function
threshold.

In some embodiments, the viewing angle of the selected image is within a same angular
distance from a respective viewing angle having a local minimum of the viewing angle cost
function, while remaining on the first, lower-cost side of the cost function threshold.

In some embodiments, the method further includes selecting a viewing angle
corresponding to a viewing angle of the selected image, and obtaining a new image using the

selected viewing angle.
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In some embodiments, the method further includes selecting an imaging viewing angle
near the viewing angle of the selected image, but with an offset from the viewing angle of the
selected image. In these embodiments, the imaging viewing angle is selected according to a
modified cost function that modifies the viewing angle cost function with a cost that increases
according to a magnitude of the offset.

In some embodiments, the selecting is also based on a characteristic of a feature shown
in the image.

In some embodiments, the feature is a degree of contrast filling of the vasculature
modeled by the vascular model.

In some embodiments, the selecting is also based on the availability of further
angiographic images that are recorded at a same heartbeat phase as the selected image.

In some embodiments, the selecting is also based on the availability of further images
recorded within a certain time period of the selected image.

In some embodiments, the selected image and the further images together comprise a
cineangiogram.

In some embodiments, the viewing angle cost function penalizes foreshortening due to
offsets along a first angular axis defining rotations within a first plane less severely than it
penalizes foreshortening due to offsets along a second angular axis defining rotations within a
second plane, perpendicular to the first plane.

In some embodiments, the target region comprises a vascular segment defining a
longitudinal axis, and the first plane is perpendicular to the vascular segment.

In some embodiments, a region of the cost function along the first angular axis has
values within the range of values of a region of the cost function along the second angular axis.

In some embodiments, the viewing angle cost function is determined based on a
direction perpendicular to the target region minimizing foreshortening of the target region, and
angles offset from the perpendicular direction increasing foreshortening.

In some embodiments, the viewing angle cost function is calculated with increased cost
for increasing view overlap of the target region with other regions of the vascular model.

In some embodiments, the viewing angle cost function is calculated with decreased cost
for viewing angles that show areas of the vascular model with decreased vascular function
more clearly.

In some embodiments, decreased vascular function is determined based on a calculated

FFR value for regions of the vascular model.
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In some embodiments, showing the areas more clearly comprises one or more of
reducing their overlap with structures of the vascular model, and reducing their foreshortening.

In some embodiments, the target region comprises a vascular lesion.

In some embodiments, the vascular lesion is distributed among a plurality of vascular
segments separated by a vascular branching point.

In some embodiments, the target region comprises a plurality of vascular branches
identified by the position of the vascular lesion.

In some embodiments, the vascular model models an arterial vasculature, and the
vascular branches are downstream branches of the vascular lesion.

In some embodiments, the target region comprises a primary target and a secondary
target.

In some embodiments, the target region comprises a vascular stent.

In some embodiments, the determining the viewing angle cost function comprises
calculating a shell representing a surface across which the vasculature extends.

In some embodiments, the shell comprises a substantially ovate surface.

In some embodiments, the ovate surface is defined between portions of the vascular
model separated by at least 135° from one another relative to a geometric center of the ovate
surface.

In some embodiments, the vasculature modeled by the vascular model comprises a
portion of a cardiac arterial vasculature.

There is provided, in accordance with some embodiments of the present disclosure, a
processor and memory configured to carry out the method described above.

There is provided, in accordance with some embodiments of the present disclosure, a
method of choosing a viewing angle for an image, including receiving a vascular model of a
vasculature, receiving a selection of a target region of the vascular model, and determining a
viewing angle for viewing the target region. The method further includes providing the viewing
angle for use in imaging the target region. In the disclosed method, determining the viewing
angle includes calculating a shell representing a surface across which the vasculature extends,
and determining a direction perpendicular to the shell on a portion of the surface across which
the target region extends.

In some embodiments, the shell comprises a substantially ovate surface.

In some embodiments, the ovate surface is defined between portions of the vascular
model separated by at least 135° from one another relative to a geometric center of the ovate

surface.
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There is provided, in accordance with some embodiments of the present disclosure, a
method of choosing a viewing angle for an image, including receiving a vascular model of a
vasculature, selecting a target region of the vascular model, and determining a viewing angle
for viewing the target region. The method also includes providing the viewing angle for use in
imaging the target region. In the disclosed method, determining the viewing angle includes
evaluating a cost function that weights foreshortening of the target region differently on two
perpendicular angular axes. The provided viewing angle foreshortens the target region on at
least one of the two perpendicular axes.

In some embodiments, the foreshortening comprises viewing angle-dependent
shortening of an imaged length of the target region, wherein the imaged length extends along
a longitudinal axis of the target region, and wherein the imaged length is shortened relative to
an actual length of the target region along the longitudinal axis.

There is provided, in accordance with some embodiments of the present disclosure, a
method of choosing a viewing angle for an image, including receiving a vascular model of a
vasculature, receiving a selection of a target region of the vascular model, and determining a
viewing angle for viewing the target region. The method also includes providing the viewing
angle for use in imaging the target region. In the disclosed method, determining the viewing
angle includes determining a direction perpendicular to the target on a portion of the surface
across which the target region extends, finding a plane containing an angular axis, containing
the perpendicular direction, and around which foreshortening of a longitudinal axis of the target
region is minimized when viewed from within the plane. The provided viewing angle is offset
from the perpendicular direction within the plane, to a viewing angle from which overlap of
the target region with other regions of the vascular model is removed.

In some embodiments, the provided viewing angle is offset to a minimum distance from
the perpendicular direction to achieve a viewing angle from which overlap of the target region

with other regions of the vascular model is removed.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

Some embodiments of the present disclosure are herein described, by way of example
only, with reference to the accompanying drawings. With specific reference now to the
drawings in detail, it is stressed that the particulars shown are by way of example, and for
purposes of illustrative discussion of embodiments of the present disclosure. In this regard, the
description taken with the drawings makes apparent to those skilled in the art how

embodiments of the present disclosure may be practiced.
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In the drawings:

FIG. 1A is a schematic flowchart of a method of selecting an image, from among a
plurality of images, obtained from an optimal available viewing angle of a target, according to
some embodiments of the present disclosure;

FIG. 1B is a schematic flowchart of a method of selecting an optimal available viewing
angle of a target for use in imaging, according to some embodiments of the present disclosure;

FIG. 1C is a schematic flowchart of a method of considering cost functions in selecting
an optimal available image angle and/or angle for use in imaging, according to some
embodiments of the present disclosure;

FIGs. 2A-2B schematically illustrate 3-D extents of a vasculature, according to some
embodiments of the present disclosure;

FIG. 3 schematically illustrates a 3-D shell extending along at least some of the extents
of vasculature, according to some embodiments of the present disclosure;

FIGs. 4A-4B schematically illustrate examples of planes extending approximately
parallel to a plane that is tangential to a shell in the vicinity of a vascular target region,
according to some embodiments of the present disclosure;

FIG. 5A schematically illustrates an overlap condition for an image viewpoint located
along a ray, according to some embodiments of the present disclosure;

FIGs. 5B-5D schematically illustrate a method of mitigating an overlap condition for
an image viewpoint, according to some embodiments of the present disclosure;

FIG. 5E is a schematic flowchart of the method of Figures 5B-5D, according to some
embodiments of the present disclosure;

FIG. 5F is a flowchart schematically describing a method of detecting overlaps within
a 2-D projection of a 3-D model, according to some embodiments of the present disclosure;

FIG. 6A schematically illustrates non-linear effects of angle changes on foreshortening
effects, according to some embodiments of the present disclosure;

FIGs. 6B—6C schematically illustrate non-linear cost functions as a function of angle,
according to some embodiments of the present disclosure;

FIG. 7 schematically illustrates a continuously defined cost function for determining a
viewing angle, according to some embodiments of the present disclosure;

FIG. 8 schematically illustrates a cost function for an angular axis, which includes a
cost peak corresponding to positions of overlap that tend to obscure a view of a target region,

according to some embodiments of the present disclosure;
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FIG. 9A schematically illustrates effects on a two-angular axis cost function due to
overlap of a target region by an interfering region, and selection of an image according to its
viewing angle and the overlap-adjusted cost function, according to some embodiments of the
present disclosure;

FIG. 9B schematically illustrates effects on a two-angular axis cost function due to
overlap of a target region by an interfering region, and selection of an image according to its
viewing angle and the overlap-adjusted cost function, according to some embodiments of the
present disclosure;

FIGs. 10A-10B schematically illustrate examples of target regions, which include
regions outside a single blood vessel segment region, according to some embodiments of the
present disclosure;

FIGs. 11A-11C schematically illustrates joint use of separately calculated cost
functions, according to some embodiments of the present disclosure;

FIGs. 12A—12B schematically illustrate a vasculature model and corresponding 3-D
angiogram, according to some embodiments of the present disclosure;

FIGs. 12C-12D schematically illustrate a vasculature model and corresponding 3-D
angiogram, according to some embodiments of the present disclosure;

FIGs. 12E-12F schematically illustrate a vasculature model and corresponding 3-D
angiogram, according to some embodiments of the present disclosure;

FIGs. 13A-13H show examples of 3-D angiographic images obtained with and without
contrast agent, according to some embodiments of the present disclosure; and

FIG. 14 schematically illustrates a system configured to implement viewing angle

selection, according to some embodiments of the present disclosure.

DESCRIPTION OF SPECIFIC EMBODIMENTS OF THE INVENTION

The present invention, in some embodiments thereof, relates to the field of medical

imaging and more particularly, to methods of determining medical imaging parameters.

Unless otherwise defined, technical and/or scientific terms used herein have the same
meaning as commonly understood by one of ordinary skill in the art to which the present
disclosure pertains. Although methods and materials similar or equivalent to those described
herein can be used in the practice or testing of embodiments of the present disclosure,

exemplary methods and/or materials are described below. In case of conflict, the patent
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specification, including definitions, will control. In addition, the materials, methods, and
examples are illustrative only and are not intended to be necessarily limiting.

As will be appreciated by one skilled in the art, aspects of the present disclosure may
be embodied as a system, a method, an apparatus, and/or a computer program product.
Accordingly, aspects of the present disclosure may take the form of an entirely hardware
embodiment, an entirely software embodiment (including firmware, resident software,
microcode, efc.) or an embodiment combining software and hardware aspects that may all

" <k

generally be referred to herein as a “circuit,” “module” or “system” (e.g., a method may be
implemented using “computer circuitry”). Furthermore, some embodiments of the present
disclosure may take the form of a computer program product embodied in one or more
computer readable medium(s) having computer readable program code embodied thereon.
Implementation of the method and/or system of some embodiments of the present disclosure
can involve performing and/or completing selected tasks manually, automatically, or a
combination thereof. Moreover, according to actual instrumentation and equipment of some
embodiments of the method and/or system of the present disclosure, several selected tasks
could be implemented by hardware, software or firmware, and/or a combination thereof, e.g.,
using an operating system.

For example, hardware for performing selected tasks according to some embodiments
of the present disclosure could be implemented as a chip or a circuit. As software, selected
tasks according to some embodiments of the present disclosure could be implemented as a
plurality of software instructions being executed by a computer using any suitable operating
system. In some embodiments of the present disclosure, one or more tasks performed in a
method and/or by a system are performed by a data processor (also referred to herein as a
“digital processor”), such as a computing platform for executing a plurality of instructions.
Optionally, the data processor includes a volatile memory for storing instructions and/or data
and/or a non-volatile storage, for example, a magnetic hard-disk and/or removable media, for
storing instructions and/or data. Optionally, a network connection is provided as well. A display
and/or a user input device, such as a keyboard or mouse, are optionally provided. Any of these
implementations are referred to herein more generally as instances of computer circuitry.

Any combination of one or more computer readable medium(s) may be utilized for
some embodiments of the present disclosure. The computer readable medium may be a
computer readable signal medium or a computer readable storage medium. A computer
readable storage medium may be, for example, but not limited to, an electronic, magnetic,

optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any
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suitable combination of the foregoing. More specific examples (a non-exhaustive list) of the
computer readable storage medium would include the following: an electrical connection
having one or more wires, a portable computer diskette, a hard disk, a random access memory
(RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM
or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any suitable combination of the foregoing.
In the context of this disclosure, a computer readable storage medium may be any tangible
medium that can contain or store a program for use by or in connection with an instruction
execution system, apparatus, or device. A computer readable storage medium may also contain
or store information for use by such a program, for example, data structured in the way it is
recorded by the computer readable storage medium so that a computer program can access it
as, for example, one or more tables, lists, arrays, data trees, and/or another data structure.
Herein a computer readable storage medium which records data in a form retrievable as groups
of digital bits is also referred to as a digital memory. It should be understood that a computer
readable storage medium, in some embodiments, is optionally also used as a computer writable
storage medium, in the case of a computer readable storage medium which is not read-only in
nature, and/or in a read-only state.

As provided herein, a data processor is said to be "configured" to perform certain data
processing actions insofar as it is coupled to a computer readable memory to receive
instructions and/or data therefrom, process them, and/or store processing results in the same or
another computer readable storage memory. The processing performed (optionally on the data)
is specified by the instructions. The act of processing may be referred to additionally or
alternatively by one or more other terms; for example: comparing, estimating, determining,
calculating, identifying, associating, storing, analyzing, selecting, and/or transforming. For
example, in some embodiments, a digital processor receives instructions and data from a digital
memory, processes the data according to the instructions, and/or stores processing results in the
digital memory. In some embodiments, "providing" processing results comprises one or more
of transmitting, storing, and/or presenting processing results. Presenting optionally comprises
showing on a display, indicating by sound, printing on a printout, or otherwise providing results
in a form accessible to human sensory capabilities.

A computer readable signal medium may include a propagated data signal with
computer readable program code embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a variety of forms, including, but not

limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable
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signal medium may be any computer readable medium that is not a computer readable storage
medium and that can communicate, propagate, or transport a program for use by or in
connection with an instruction execution system, apparatus, or device.

Program code embodied on a computer readable medium and/or data used thereby may
be transmitted using any appropriate medium, including but not limited to wireless, wireline,
optical fiber cable, RF, efc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for some embodiments of the
present disclosure may be written in any combination of one or more programming languages,
including an object-oriented programming language such as Java, Smalltalk, C++ or the like
and conventional procedural programming languages, such as the “C” programming language
or similar programming languages. The program code may execute entirely on the user's
computer, partly on the user's computer, as a stand-alone software package, partly on the user's
computer and partly on a remote computer or entirely on the remote computer or server. In the
latter scenario, the remote computer may be connected to the user's computer through any type
of network, including a local area network (LAN) or a wide area network (WAN), or the
connection may be made to an external computer (for example, through the Internet using an
Internet Service Provider).

Some embodiments of the present disclosure may be described below with reference to
flowchart illustrations and/or block diagrams of methods, apparatus (systems), and/or computer
program products according to embodiments of the present disclosure. It will be understood
that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks
in the flowchart illustrations and/or block diagrams, can be implemented by computer program
instructions. These computer program instructions may be provided to a processor of a general-
purpose computer, special purpose computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which execute via the processor of the
computer or other programmable data processing apparatus, create means for implementing
the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable
medium that can direct a computer, other programmable data processing apparatus, or other
devices to function in a particular manner, such that the instructions stored in the computer
readable medium produce an article of manufacture including instructions which implement
the function/act specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other

programmable data processing apparatus, or other devices to cause a series of operational steps
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to be performed on the computer, other programmable apparatus or other devices to produce a
computer implemented process such that the instructions which execute on the computer or
other programmable apparatus provide processes for implementing the functions/acts specified

in the flowchart and/or block diagram block or blocks.

Overview

An aspect of some embodiments of the disclosure relates to the automatic calculation
and/or selection of a viewing angle for an angiographic image.

A viewing angle can affect how clearly a certain target region of interest appears in an
image. For example, foreshortening and/or overlap with other imaged features can interfere
with measurement and/or verification (e.g., to check if a stent is fully deployed). Target regions
can also be associated with regions of primary interest (e.g., the location of a lesion, suspected
lesion, and/or implanted stent), and regions of secondary interest (e.g., branches of the arterial
vasculature downstream of the lesion, suspected lesion, and/or implanted stent). There may be
a plurality of target regions, for example, lesions in two separate vascular branches.

Furthermore, costs, risks, and use of resources are potentially affected by the choice of
a viewing angle for an angiographic image. For example one or more of the following may
apply:

* Radiation exposure to a patient should be minimized, which counter-indicates a trial-
and-error approach to discovering a good viewing angle for imaging.

* Procedure time for procedures to which angiography may be adjunct is preferably
minimized, again discouraging use of trial-and-error.

» Activities related to angiography such contrast injection may be practically limited in
how many times they can be repeated during a procedure; imaging from an optimal
angle initially may save repetitions.

* Procedures involving angiography may be complex, so that manual choice of a viewing
angle (even avoiding multiple attempts) represents an additional load on attention
and/or staffing requirements.

* Of aplurality of images already taken during a procedure, there may be some that show
features of interest from an optimal or near-optimal viewing angle; but devoting
attention during a procedure to the identification and selection of the image is

potentially consuming of human time and resources.
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» For anew image, there may be a reason to match its viewing angle to an existing image,
for example to assist in locating/orienting features in the new image with respect to
features in the older image. Identifying and selecting which of a potential plurality of
older images is well- and/or best-suited for serving as a viewing angle template is
potentially consuming of human time and resources.

In some embodiments, an optimal imaging angle and/or a range of acceptable imaging
angles for viewing one or more targets within a single image is calculated. The targets
optionally comprise blood vessels, which may be distinguished, for example, by a disease state
(e.g., stenotic lesion, chronic total occlusion) and/or the presence of a treatment implant such
as a stent. Criteria optimization may be used for automatic image selection and, in some
embodiments, include minimizing foreshortening and/or overlap in the view with other
features.

In some embodiments, a cost function (or, potentially equivalently, a value function
which varies inversely with the cost function) is used to determine the optimal image angle
and/or range of angles.

Optionally, a viewing angle for selecting an existing image is presented to a user
explicitly in terms of direct device settings (e.g., position angles). Optionally or additionally,
an existing image is itself presented. Optionally or additionally, a plurality of images are
presented for selection by a user (for example, from a list of names/properties, and/or from
presentations of the images themselves), together with an indication of their preferability (e.g.,
equivalently preferable, or one or more preferable in one or more respects).

Optionally, settings for a new image are presented to a user explicitly in terms of direct
device settings (e.g., position angles). Optionally or additionally, settings for the new image
are presented to the user as choices related to the existing image (e.g., “image from the angle
of this image”, where this image may be displayed and/or indicated by name and/or properties).
Optionally, settings for a new image are chosen and used to control an imaging device directly
and automatically, optionally with an opportunity for a user to override and/or indicate

acceptance.

An aspect of some embodiments of the disclosure relates to selection of an available
(pre-existing) image from among a plurality of available images, based on the evaluation of its
viewing angle according to criteria, for example, of minimizing foreshortening and/or overlap

in the image as a whole, and/or of one or more particular targets in the image.
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In some embodiments, the viewing angle of the selected image is not an optimal image
with respect to minimizing either foreshortening avoidance, or overlap reduction, or both
jointly, due to limitations in which images are available. For example, the selected image’s
viewing angle may be at least 5°, 10°, 15°, or another angle away from a viewing angle that is
determined to be optimal, apart from limitations imposed by available choices.

Additionally or alternatively, in some embodiments, a set of preferred viewing angles
have cost function values on one side of a threshold. For example, if the cost function evaluates
to a scalar, the threshold is a scalar, and cost function values, e.g., below the threshold are
preferred viewing angles. There may be a single preferred viewing angle, in which case the
threshold is optionally defined as a value nearest to the preferred viewing angle. There may be
a discrete number of preferred viewing angles on the same side of the threshold, e.g., local cost
function minima. Optionally, preferred viewing angles are within a same cost function value
distance to their nearest local minimum (i.e. consistent with also remaining on the same side
of the threshold). Additionally or alternatively, preferred viewing angles are within a maximum
angle difference from the viewing angle of their nearest local minimum.

In some embodiments, the viewing angle of a selected angle, selected using the cost
function, is on an opposite side of the threshold from the set of preferred viewing angles. In
some embodiments, there are at least as many viewing angles "as bad or better" than the
viewing angle of the selected image (e.g., at or closer to the cost function threshold) as preferred
viewing angles.

In some embodiments, images evaluated for viewing angle are jointly evaluated for
another criterion, for example, contrast agent filling, presence in a time series, matching of a
certain heartbeat phase, or another non-angle criterion.

In some embodiments, an existing image chosen for having an optimal viewing angle
(optionally optimal jointly with other criteria) is used for selecting a viewing angle for a new
image to be taken. In some embodiments, the viewing angle of the existing image is used for
the new image. In some embodiments, the viewing angle of the new image is selected jointly
for criteria of matching the existing image within some tolerance (e.g., as evaluated by a cost
function), and for showing a certain target such as a stent and/or blood vessel lesion with

minimal foreshortening and/or overlap with other features in the image.

An aspect of some embodiments of the disclosure relates to the use of a shell surface in
selecting a viewing angle of minimal foreshortening of a target. In some embodiments, a target

for viewing includes a blood vessel, which is part of a vascular network extending around a
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portion of an organ’s surface (e.g., surface of a heart). In some embodiments, a model (shell)
approximating a shape of the organ surface is calculated using the global structure of a blood
vessel model, where the model includes vessels anatomically known to extend across the
organ’s surface.

In some embodiments, the shell is used to determine the orientation of a plane that is
tangent to the organ at a given location. In particular, the given location in some embodiments
is a viewing target, and a ray perpendicular to the shell tangent plane optionally represents a
preferred viewing angle (and/or its reflection) with respect to the criterion of foreshortening: it
represents the viewing angle from which vascular structures at the position of the viewing target
are least foreshortened.

Herein, angles from a reference point and falling within a single plane containing that
reference point are also referred to as comprising a first "angular axis" (optionally referred to
as the azimuth axis). Viewing angles pointing foward a reference point and rays pointing away
from the reference point may be considered inverse equivalents of each other). To obtain other
angles in a three-dimensional space, a second angular axis (optionally referred to as the
elevation axis) may be defined as the angular offset from the plane of the first angular axis, for
a ray extending from the reference point to a position outside the plane of the first angular axis
(or if the ray remains within that plane, the offset is 0°). Angles of a line or ray not passing
through the reference point can be expressed using the first and second angular axes, by
assigning angular values according to a ray that is parallel to the line or a ray that does include
the reference point. Herein, the first and second angular axes (azimuth and elevation axes) are
also referred to as perpendicular angular axes.

In some embodiments, an image target comprises a substantially cylindrical shape
defining: a longitudinal axis, and a plane lying perpendicular to the longitudinal axis. The
perpendicular plane, in some embodiments, is understood to define the first angular axis
(azimuth axis). Optionally, a cost function for evaluating foreshortening effects of a viewing
angle onto the image target penalizes offsets to sub-optimal image angles in the azimuth axis
less then sub-optimal image angles of similar magnitude along an angular axis within a plane
containing the longitudinal axis (elevation axis). In some embodiments, angular offsets along
either or both angular axes are weighted so that they lead to potential viewing angle selections
in combination with other criteria, such as feature overlap.

In some embodiments, the other criteria comprise image criteria related to features other

than viewing angle, for example, degree of contrast filling and/or heartbeat phase, and the
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criteria are weighted together to generate a joint compromise, for example, a compromise
between optimal image contrast and/or heartbeat phase, and optimal viewing angle.

Before explaining at least one embodiment of the present disclosure in detail, it is to be
understood that the present disclosure is not necessarily limited in its application to the details
of construction and the arrangement of the components and/or methods set forth in the
following description and/or illustrated in the drawings. Features described in the current
disclosure, including features of the invention, are capable of other embodiments or of being

practiced or carried out in various ways.

Methods of Selecting and/or Generating Viewing Angles

Reference is now made to Figure 1A, which is a schematic flowchart of a method of
selecting an image, from among a plurality of images, obtained from an optimal available
viewing angle of a target, according to some embodiments of the present disclosure.

At block 110, in some embodiments, a target to be imaged is determined. The target, in
some embodiments, comprises a single contiguous region. Optionally the single contiguous
region is defined by the extents of a blood vessel segment and/or device implanted in or near a
blood vessel segment. In some embodiments, the blood vessel is modeled substantially as a
cylinder having a longitudinal axis. Optionally, the single contiguous region is defined as an
area or volume extending from a center or other reference. Optionally, the single contiguous
region comprises blood vessels within a certain area or volume extending from a center or other
reference.

In some embodiments, the target comprises a plurality of separately, defined regions,
optionally contiguous, non-contiguous, and/or overlapping.

Typical target regions include lesioned blood vessels (e.g., stenotic lesions) and/or
stented blood vessels. Target regions may also include bifurcations, trifurcations, and/or
curvatures in blood vessels, such as coronary arteries.

At block 112, in some embodiments, one or more cost functions for an image viewing
angle (optionally including costs for different centers of the image view) are determined. The
image viewing angle cost function is optionally constructed according to any of the methods
described herein. For example, the image viewing angle cost function is calculated using
elements of the embodiments described in relation to Figures 1C-13D. In some embodiments,
the image viewing angle cost function is configured to minimize one or both jointly of

foreshortening of the target and overlap of the target with other features in the image. In some
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embodiments, additional cost criteria are evaluated and applied, for example as described in
relation to the figures herein.

At block 114, in some embodiments, the cost function(s) of block 112 are evaluated
with respect to the viewing angles of a plurality of available images.

At block 116, in some embodiments, the image(s) which are optimal with respect to the
evaluated cost function(s) are selected. Optionally, a selected image is presented for display.
Optionally, the viewing angle of a selected image is used for further operations. For example,
the viewing angle of a selected image is used to set the viewing angle of a new image, and/or
used as a part of the criteria for selection of a new image’s viewing angle, e.g., in conjunction

with use of the method of Figure 1B.

Reference is now made to Figure IB, which is a schematic flowchart of a method of
selecting an optimal available viewing angle of a target for use in imaging, according to some
embodiments of the present disclosure.

At block 120, in some embodiments, targets are determined, for example as described
in relation to block 110 of Figure 1A.

At block 122, in some embodiments, an image viewing angle cost function (optionally
including costs for different centers of the image view) is determined, for example, as explained
in relation to block 112 of Figure 1A (e.g., minimizing foreshortening and/or overlap with other
image features). Optionally, a viewing angle’s optimality relies jointly on further criteria such
as similarity of the viewing angle to an existing image’s viewing angle, context of the image
within a procedure (e.g., obtained at a particular heartbeat phase, obtained as part of a
cineangiogram comprising a plurality of similar images, and/or obtained during a period of
good contrast filling of blood vessels). A cineangiogram, as the term is used herein, refers to a
set of angiographic images which are sufficiently similar that they can, for example, be
displayed in sequence as a short “movie clip”. A cineangiogram provides information about
one or more dynamic features of the imaged target, and/or features of the imaged target that
are revealed by changes in imaging settings such as viewing angle, irradiation wavelength,
filtering, or another parameter. A typical image frame acquisition rate for a cineangiogram is
about 15-30 Hz, but other frequencies may be used. Optionally, a cineangiogram is compiled
from images taken at wider intervals. For example, images obtained at times synchronized to
a certain phase of a heartbeat cycle may be combined from several heartbeat cycles. Some

cineangiograms comprise (and/or can be readily modified to create) images similar enough to
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one another that they can be analyzed by image comparison techniques such as digital
subtraction.

At block 124, in some embodiments, the cost function is evaluated, and the optimal
image settings provided.

Reference is now made to Figure 1C, which is a schematic flowchart of a method of
considering cost functions in selecting an optimal available image angle and/or angle for use
in imaging, according to some embodiments of the present disclosure. This is an example, for
some embodiments, regarding the construction of a cost function, e.g., at block 112 or 122 of
Figures 1A—1B.

At block 130, in some embodiments, a preferred-plane cost function is chosen. This
comprises a cost function that selects a plane which runs generally parallel to a plane defined
by a region targeted for imaging (for example, as described in relation to Figures 4A—4B). The
cost function can comprise, for example, a distance minimizing method of matching a plane to
a set of features at, surrounding, and/or connected to a particular target of interest. In some
embodiments, the cost function comprises estimating a surface (e.g., of a shell or portion
thereof) which blood vessel targets occupy, with the preferred plane being the plane which is
tangent to the surface in the region targeted for imaging (e.g., at the region’s center and/or at a
selected point). In some embodiments, a plurality of planes is “optimal”, in the sense that they
each are associated with an equivalent balance of criterion costs.

In some embodiments, the preferred plane is associated with a viewing angle (and
optionally its reflection) oriented perpendicular to the preferred plane. In some embodiments,
the notion of a preferred-plane (or range of such planes) is equivalently augmented or replaced
with a preferred viewing angle (or range of such angles) perpendicular to the preferred plane.
For purposes of explanation, figures herein show rays drawn from targets to potential viewing
points. It should be understood that viewing angles are back along these rays (e.g., from a
position on the ray) to the target. For each ray there is also a reflected version of the ray which
is potentially equivalent in defining a viewing angle, except that the view is mirror-imaged
from the side of the reflected ray. For the purposes of the examples given, except as otherwise
noted to point out specifics, the viewing angle is from the center of a sensing plane of the
imaging device (e.g., the center of the imaging sensor) and chosen so that the target is centered
in the image. Nevertheless, this does not preclude determining imaging directions for images
which include slew parameters, e.g., which place a target “off center” in the image. This can
be meaningful, for example, when a certain primary target is used to find an optimal, primary

target-centered imaging angle, and then a slew is introduced (for example, to ensure that one
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or more secondary targets are within view) which places the primary target off-center, although
still viewed from very nearly the same direction.

In some embodiments, even the concept of a “preferred” perpendicular viewing angle
is unused, and a cost function is instead established for a range of viewing angles (optionally
all viewing angles, optionally any subset of viewing angles) without singling out of and/or
regard for a specific “perpendicular” angle. However, for purposes of explanation,
embodiments herein are described as though an angle that is perpendicular to the local
orientation of blood vessels and/or a shell along which the blood vessels lay sets a frame of
reference around which angular cost functions can be constructed.

At block 132, in some embodiments, a second cost function part is determined.
Penalties apply to angles from which the target (e.g., any primary or secondary target, or portion
thereof) overlaps with other features of the image. Overlap may be determined in different
ways, for example as described in relation to Figures SA-5E.

Optionally, further cost functions are generated for use in the evaluation of other image

and/or viewing angle-related criteria.

Viewing Angle Evaluation

Reference is now made to Figures 2A-2B, which schematically illustrate 3-D extents
of a vasculature 2, according to some embodiments of the present disclosure.

Vasculature 2, in some embodiments, comprises a portion of a coronary arterial
vasculature. Vasculature 2 is not necessarily drawn in the figures to represent details of a
particular anatomical vasculature such as a cardiac vasculature, but rather is provided as a
simplified example.

In some embodiments, a target region 3 is a portion of the vasculature 2. Additionally
or alternative, in some embodiments, the target region 3 comprises a structure 8 (for example,
a vascular stent), which may be of particular interest for analysis using a 2-D image of the
structure 8. The analysis quality may be partially dependent on how the structure 8 is shown in
the 2-D image; e.g., how much of the structure 8 is foreshortened by the imaging angle, and
how well-separated the structure 8 is from other structures in the image.

In some embodiments, the target region 3 is located within a vascular neighborhood 4,
comprising blood vessels of the vasculature 2 that are nearby (e.g., adjacently connected to)

the target region 3.
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In some embodiments, one criterion for a preferred viewing angle (e.g., from a
viewpoint located along ray 7) of the vascular target region 3 is how closely the viewing angle
aligns with a plane 5 (Figure 2B) passing orthogonally through an axis of the vascular target
region 3 and passing longitudinally along the local orientation of the vascular lumen.

It is noted, however, that the vascular target region 3 is not necessarily composed of a
single vascular segment having a well-defined longitudinal axis. For example, the target region
3 optionally comprises a diffuse lesion around a vascular branch, with different portions of the
lesion (and/or of a stent inserted to that lesion portion) having different orientations. For
example, the target region 3 may include a plurality of vascular segments separated by a
vascular branching point. This can affect how foreshortening due to a viewing angle affects
each particular lesion portion. Determination of viewing angles for compound feature targets
is also discussed, for example, in relation to Figures 10A-11C.

In some embodiments, nearby vascular portion 6 comprises additional blood vessels of
the vasculature 2. In some embodiments, the nearby vascular portion 6 comprises blood
vessels, when viewed from some viewing angles, that potentially interfere with the imaging of
the vascular target region 3. Herein, the vascular portion 6 is used as an example of a feature
which potentially interferes with the imaging of the vascular target region 3 (e.g., the vascular
portion 6 partially obscures the vascular target region 3 at certain imaging angles). However, it
is to be understood that other features could also interfere with imaging, such as implants and/or
osseous structures.

Reference is now made to Figure 3, which schematically illustrates a 3-D shell 9
extending along at least some of the extents of the vasculature 2 shown in Figures 2A and 2B,
according to some embodiments of the present disclosure. Reference is also made to
Figures 4A—4B, which schematically illustrate examples of planes 13 extending approximately
parallel to a plane that is tangential to the shell 9 in the vicinity of the vascular target region 3.

In certain imaging methods, for example X-ray imaging of the heart after contrast agent
injection to its vasculature, blood vessels may be the primary high-contrast features visible in
the image. In some imaged organs, for example the heart, the same blood vessels may be
arranged generally along the extents of a 3-D surface approximating a substantially globular
and/or ovate shell (e.g., shell 9), or portion thereof (e.g., surface 11). Optionally, the shell is
defined for all angles around a geometrical center of the shell. Optionally, the shell extends
between blood vessels (vascular segments) separated by at least 90°, at least 135°, at least 150°,
or another angular distance relative to a geometrical center of an ovate shape that at least

corresponds to the shell.
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In some embodiments, a criterion for a preferred viewing angle (e.g., from a viewpoint
located along ray 15) is how closely the viewing angle aligns with an angle that is perpendicular
to a plane 13 tangent to surface 11 at about the position of target region 3, where the target
region 3 comprises a position generally lying on surface 11. Ray 15 shows one perpendicular
direction pointing generally outward from the shell 9. However, it should be understood that
it may be equivalent for imaging purposes to image from near to the other perpendicular angle,
180° rotated from the ray 15.

Viewing angles that are close to the perpendicular angle are potentially more likely to
show both the target structure 8 in the target region 3 and its immediate neighborhood (e.g., the
vascular neighborhood 4) with minimal foreshortening.

Plane 13 can be estimated in different ways. However, the results of different methods
may not always be equivalent.

In some embodiments (Figure 4A), plane 13 is estimated from the locations of portions
of vascular neighborhood 4 surrounding target region 3. In some embodiments, for example,
the vascular neighborhood 4 is defined as comprising the vascular positions within a certain
distance of a center of the target region 3. The distance may be Euclidean, for example (i.e.,
within a circle or sphere of some radius). Optionally, another distance metric is used, for
example, distance traveled along connected blood vessel portions. An orientation of the plane
13 can then be estimated, for example, as the plane having the best least mean squares fit to the
positions of blood vessel portions within the vascular neighborhood 4.

Optionally, the best-fit plane is determined, for example, by finding the plane P

(corresponding to plane 13) that minimizes the cost function shown below in Equation (1):
2. 4GP (0

Where d(j,P) is a distance function calculated between some candidate plane P and
each of a plurality of the portions of vascular neighborhood 4 (iterated over by j). The factor
K; is an optional weighting coefficient allowing some portions to contribute more than others
to the fitted plane. Optionally portion contributions to the sum are weighted (e.g., by adjusting
the value of Kj) by their size, position relative to the target region 3, and/or another parameter
of significance. For example, a sub-region comprising a stent and/or a blood vessel extent
adjoining a stent may be assigned extra weight in the cost function.

For purposes of calculation, the portions of the vascular neighborhood 4 may be divided

to any suitable size, optionally the same size (e.g., same lengths of a blood vessel if the target
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region is defined by blood vessel extents, or same area if defined by areas that are demarcated
by the positions of blood vessels).

Potentially, however, the target region 3 is in a region which lacks enough branching
structure of the vascular neighborhood 4 to obtain a well-defined tangent plane. For example,
an unbranched blood vessel extending straight along a surface may provide insufficient
information to constrain a plane to a single well-defined orientation. When the vasculature 2
does branch, it may be at a location which results in insufficient and/or misleading information
as to the orientation nearer to the target region 3.

Alternatively, in some embodiments, the surface 11 of shell 9 relative to vasculature 2
is estimated by calculation (Figure 4B). This may be, e.g., from knowledge of the 3-D extents
of the vasculature 2; and/or by a method which jointly estimates the shell and the 3-D extents
of the vasculature 2, for example as described in International Patent Publication
No. 2018/165478 entitled "Shell-constrained localization of vasculature".

From the calculation of the surface 11, plane 13 is calculated in some embodiments,
e.g., as a tangent plane. For example, plane 13 is a tangent plane that is calculated from the
estimate of the orientation of the surface 11 at target region 3.

Reference is now made to Figure 5A, which schematically illustrates an overlap
condition for an image viewpoint that is located along aray 15, according to some embodiments
of the present disclosure.

The example ray 15 is oriented generally perpendicular to where it intersects surface
11. In the example shown, a region 19 of nearby vascular portion 6 happens to appear to
underlie target region 3 as seen from positions along ray 15 since the region 19 is located on
an opposite side of the shell 9 from the target region 3. From viewpoints outside of shell 9 but
closer to the region 19 than the target region 3, the region 19 appears to overlie the target region
3, and the effect of obscuring visibility of the target region 3 would be similar. Herein, any
condition where a target region 3 is partially obscured in an image due to proximity to another
feature such as region 19 is referred to as “viewing overlap” (emphasizing that the overlap is
from a particular viewing angle), or equivalently “overlap” or “overlapping”.

In some embodiments, overlapping is mitigated and/or prevented by adjusting an
imaging angle and/or a preferred imaging angle for a selected image.

Potential overlapping of a certain imaging angle (e.g., imaging of the target region 3
from a position along the ray 15) is detected, in some embodiments, by analyzing a simulated
2-D image of a 3-D model of the vasculature 2 that is recorded from that imaging angle; and/or

analyzing the simulated imaging conditions. The simulated image and/or conditions is analyzed
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for proximity of the target region 3 with any region of the vasculature 2 to create an interfering
region 19. Optionally, other structures (e.g., implants and/or osseous structures) are accounted
for by adding them to the 3-D model; and/or by including them in a separately analyzed 3-D
model, relative to which the position of the target region 3 can be estimated. Examples of
simulated 2-D images of 3-D models of vasculature are shown, for example, in Figures 12A,
12C, and [2E, herein.

Reference is now made to Figures 5B—5D, which schematically illustrate a method of
mitigating an overlap condition for an image viewpoint, according to some embodiments of
the present disclosure. Reference is also made to Figures 5E, which is schematic flowchart of
the method of Figures 5B—5D, according to some embodiments of the present disclosure.

In some embodiments, a detected overlap is mitigated by adjusting an imaging angle so
that instead of imaging from a position directly along ray 15, the position is offset within plane
5 enough to separate region 19 from the target region 3 in the image. Optionally, the plane 5
(Figure 5C) is estimated as a plane perpendicular to an axis of the target region 3 that extends
longitudinally along the lumen of a blood vessel segment 10 (Figure 5B) passing through the
target region 3. This axis may be obtained, for example, from the 3-D reconstruction of the
vasculature 2.

Figure 5D shows an example illustrating the result. In this example, a new imaging
angle 15B is selected (instead of angle 15A, which also corresponds to angle 15), which results
in potentially overlapping region 19A being shifted away from the target region 3 in a
potentially recorded image.

The result may be understood as implementing an algorithm like that of Figure SE,
wherein at block 502, in some embodiments, a candidate viewing angle (e.g., from a position
looking back along a ray 15A) is chosen. In some embodiments, the candidate viewing angle
is a viewing angle normal to a surface 11 at a target region 3. Optionally, another method is
used to select the candidate viewing angle, for example, as described in relation to ray 15 and
Figure 4A.

Atblock 504, in some embodiments, the candidate viewing angle is checked for overlap
interfering with the viewing of the target region 3 and/or another structure. In some
embodiments, the viewing interference is checked by using a simulated 2-D projection of a 3-
D model of the vasculature 2 as seen from a position along the candidate viewing angle
indicated by ray 15A. In some embodiments, overlap and/or near-overlap is calculated as

described in relation to Figure 5F. It should be noted that overlap need not be exact for it to be
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a potential source of interference; e.g., nearby parallel blood vessels potentially create mutual
distraction during inspection and/or analysis, even if they do not actually obscure each other.

At block 506, in some embodiments, the flowchart branches depending on whether
viewing interference is detected in block 504.

If there is viewing interference, then at block 508, the view is offset, for example, by
adjusting the viewing angle. In some embodiments, the adjustment comprises offsetting the
candidate viewing angle along a plane orthogonal to a longitudinal axis of a blood vessel that
extends through the target region 3, for example, as described in relation to Figures 5B—5D. In
some embodiments, adjustment of the viewing angle in practice comprises a translation. For
example, the center of the optical (imaging) axis is translated, which potentially has the effect
of changing the viewing angle with respect to the target region 3 without adjusting the angle of
the imaging device itself.

The angular offset distance may be chosen in different ways. For example:

* As asingle angular offset (e.g., of about 10°).

* Stepwise (e.g., in steps of about 1°), with evaluation after each step to check if the
viewing interference is removed, and optionally that no new viewing interference is
created).

* According to the results of a range-calculated cost function, for example as described
in relation to Figures 6A-8.

Next, or if there is no interference, the candidate viewing angle is provided (at block
510) as the selected viewing angle. Blocks 502—-508 are optionally an implementation of block
112 of Figure 1A, and/or block 122 of Figure IB.

In some embodiments, the selected viewing angle is used to set a new imaging angle
from which an image is to be taken, e.g., corresponding to block 124 of Figure 1B.

In some embodiments, the selected viewing angle is used to select an image taken from
among a plurality of images, with the viewing angle from which the selected image is taken
being used in the selection criterion, e.g., corresponding to blocks 114-116 of Figure 1A.

Reference is now made to Figure 5F, which is a flowchart that schematically describes
a method of detecting overlaps within a 2-D projection of a 3-D model, according to some
embodiments of the present disclosure.

At block 520, in some embodiments, a 3-D model is optionally labeled by region. The
labeling can be quantized (e.g., by tagging of different blood vessel segments), or simply

comprise the existing three-dimensional coordinates of elements of the 3-D model.
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At block 522, a 2-D projection image of the 3-D model is produced, using a certain
angle to be analyzed for structure overlap. Optionally, as elements of the 3-D model are mapped
to the 2-D projection image, their 2-D projections remain associated with the region
information established in block 520.

At block 524, in some embodiments, the 2-D projection image is evaluated for overlap.
In some embodiments, the evaluation is performed specifically in the region which corresponds
to the 2-D projection of a target region 3. Optionally, more regions, e.g., the whole 2-D
projection image, are checked.

Evaluation for overlap, in some embodiments, comprises checking to see if a same
region of the 2-D image contains contributions from two or more different regions of the 3-D
model. “Same region” is optionally a pixel, in which case only direct overlap will be detected.
The range of direct overlap can be extended, e.g., by expanding the widths of the blood vessels
in the 3-D model to be at least as large as the range at which overlap/near overlap is to be
detected. One method of detecting overlap in such an embodiment (which does not necessarily
require the explicit tracking of 3-D model regions as described in block 520) is to sum for each
pixel the number of times that a ray extending through it from the viewing point also intersects
the 3-D model. When the value is two or more, overlap is detected.

Additionally or alternatively, a “same region” can be expanded to any suitable size, e.g.,
by use of a neighborhood convolution of an image, Euclidean distance calculation, or another
method. Regions can be overlapping within the image, e.g., defined to a certain distance with
respect to each pixel position within the 2-D image.

In some embodiments, if a same region contains portions of two different blood vessel
segments which are not directly connected to each other, then it is likely that they represent an
overlap and/or near-approach condition which could potentially interfere with viewing of one
or more of them. This condition is optionally counted as indicating an overlap.

In another example, in some embodiments, the region labeling instead uses the original
3-D model positions. In a coronary vasculature, for example, overlaps among vascular
positions being viewed from a viewing angle nearly orthogonal to those vascular positions
(e.g., perpendicular to shell 9) are potentially most likely to occur between relatively distant 3-
D model positions (compared to the size of the “same region”). Thus, the occurrence within a
certain 2-D region of 3-D model positions that are separated by significantly more than a
diameter of the 2-D region (e.g., more than 20%) are likely to represent overlap or near-overlap,
as two distinct portions of the vascular tree happen to cross through the same 2-D projection

region.
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After block 524, the overlap calculation is provided for use, e.g., at block 504 in the
method of Figure 5E, and/or in the generation of a cost function, for example as described in
relation to Figures 9A-9B.

It is noted in particular that overlap detection need not be scored equally for all parts of
the 3-D model and/or the 2-D projection. When a singular target region 3 is selected, it may be
advantageous to set a large distance for overlap/near overlap detection, but only check the part
of the 2-D projection corresponding to target region 3 itself for overlap. In some embodiments,
overlap in any region is optionally considered as more-or less “costly”, depending on where it

occurs. Cost functions are described further in relation, for example, to Figures 7—11C.

Complex Criteria for Viewing Angle Evaluation

Reference is now made to Figure 6A, which schematically illustrates non-linear effects
of angle changes on foreshortening effects, according to some embodiments of the present
disclosure. Reference is also made to Figures 6B—6C, which schematically illustrate non-linear
cost functions as a function of angle, according to some embodiments of the present disclosure.

As the example of Figures SA-5D illustrates, competing conditions may impose
conflicting criteria on the choice of an image angle for a target region 3. Furthermore, there
may be more than one target region 3 (methods of managing this are discussed, for example,
in relation to Figures 11A—11C). Even if a target region 3 is the only primary target, there may
be secondary criteria for evaluating an image viewing angle such as whether there are vascular
crossings in the image even at positions away from target region 3. A procedure allowing joint
evaluation of all these criteria may be described as implementing a cost function for each
evaluated angle. Herein, a cost function is discussed in terms of a “higher score” resulting in a
reduced fitness of a potential viewing angle. However, the converse formulation of a value
function may also be used in some embodiments of the invention.

One consideration in a cost function is that not every angular offset from a nominally
preferred (“candidate™) viewing angle is necessarily equally costly in terms of impact on the
image results. Furthermore, angular increments at small angles have potentially less impact on
the image results than angular increments at large angles.

In illustration of the second point, Figure 6A represents a smaller angle 403 and a larger
angle 401, which is twice as large as angle 403. However, the perceived foreshortening 401A
for the larger angle 401, as seen from a viewing angle 402, can be considerably more than twice

as large as the perceived foreshortening 403A for the smaller angle 403. This variation (which
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follows the value of the cosine function, with the direction of ray 15 being considered as the 0°
angle) can become a significant consideration when considering competing viewing angle
options, each of which may improve a result with respect to some criteria (reduce their cost),
while increasing cost with respect to other criteria.

For example, foreshortening as a fraction of total target length is relatively unimportant
for imaging angles which are a small amount off-perpendicular (e.g., a 5° difference potentially
yields < 0.5% foreshortening), increasing non-linearly as the imaging angle falls increasingly
off the perpendicular direction (e.g., about 3.5% for a 15° difference, and about 13% for a 30°
difference).

In some embodiments, foreshortening cost of an imaging angle is given by Equation
2):

1—cos(0—®) (2)

Where @ corresponds to a potentially non-perpendicular viewing angle of a target
region 3, and @ is the angle perpendicular to the target region 3. With a plurality of target
regions (for example as described in relation to Figures 10A-11C), the foreshortening

weighting can be per target region j, optionally weighted by Kj, as shown below in Equation

3)s
z]_ K; (1-cos(6;—#;)) (3)

Optionally, @; is treated as a constant for all target regions j, i.e., as if the imaging is
performed from infinity, although it may be allowed to vary according to position in the image
and the size of the field of view.

Another example of foreshortening cost is a threshold, where angular offsets from
perpendicular of less than some cutoff value (e.g., causing < 1% foreshortening) are considered

to impose no cost.

The cost function can deviate from a sinusoid, and may be different for different angular
axes.

In Figure 5D, only rotations of the viewing angle along plane 5 perpendicular to the
target region 3 were considered. However, small changes of viewing angle outside of that plane
are potentially relatively inexpensive. In some cases, a larger change along the plane 5 (e.g., to
avoid an overlap condition) can be replaced without significant degradation of the result (and

potentially with an improved result) by making a smaller change along the plane 5 and a small
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change offsetting the viewing angle from the plane 5, or potentially just a small change
offsetting the viewing angle from the plane 5.

Figures 6B and 6C illustrate different cost functions for different viewing angle axes,
defined relative to the structure of target region 3. Each is similar to a distorted sinusoid in the

examples shown. Figure 6B illustrates a relatively permissive cost function for viewing angles

within axially perpendicular plane 5. It becomes maximally expensive close to i% (x90°), but

for the majority of angles it is closer to the minimal cost. The cost, in this case, optionally
represents foreshortening of vasculature that is near the target region 3 (e.g., adjacent vascular
branches), which is potentially more acceptable than foreshortening of the target region 3 itself.

Figure 6C illustrates a less permissive cost function for an axis of viewing angle
change, which is in a plane perpendicular to the plane 5 (e.g., in a plane which contains the

longitudinal axis of a blood vessel extending through the target region 3). This becomes

maximally expensive close to ig (x90°), but the cost rises quickly within a fairly small angle

change away from 0°, as the amount of foreshortening introduced changes from negligible at
small off-angle directions to essentially unusable at medium and greater off-angles.

Reference is now made to Figure 7, which schematically illustrates a continuously
defined cost function 25 for determining a viewing angle, according to some embodiments of
the present disclosure.

An example of a cost function 25 which treats two different angular axes differently is
schematically indicated in Figure 7. For purposes of illustration, isocontours 25A, 25B, 25C,
25D represent different cost levels of the cost function 25 and are drawn on the surface of a
sphere. Areas inside the isocontour 25A (shown as a bolded line) are “cheapest”, and areas at
or outside isocontour 25D (shown as thin lines) are the most expensive. Distortion of the
isocontours 25A-25D from the shape of a circle is due to viewing angle displacement from
surface-perpendicular candidate ray 15 being “cheaper” along an angular axis defined by plane
5, and more expensive on an angular axis perpendicular to the plane 5. The cost functions used
for the two angular axes may be like those of Figures 6B—6C; or other cost functions may be
used for example, ramps, thresholds, and/or other curves.

Absent further constraints, a viewing position looking back along original candidate
ray 15 (or, equivalently, along its reflection) provides the uniquely optimal viewing angle.

Values of the cost function at angles with non-minimal cost come into play when further
constraints are added, examples of which are next described in conjunction with Figure 7 and

Figures 8-11C.
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In some embodiments, a limited set of possible viewing angles are available, for
example, viewing angles from positions back along ray 21 and ray 23. This may be, for
example, because a selection is to be made from already existing images, which were not
necessarily taken from angles optimal for the currently selected target region 3.

The example cost function 25 enables viewing angles back along rays 21, 23 to be
readily distinguished from one another in cost, even though they may be both equally close to
candidate ray 15 in absolute angular difference. Ray 23 is within isocontour 25C, making it
“cheaper” in terms of cost function 25 than ray 21, which falls beyond isocontour 25C.

The schematic cost function 35 (as well as other cost functions such as cost functions
33, 35, 37 of Figures 11A—11C) are shown herein as if calculated for a relatively restricted
range of angles around a center ray; e.g., as if the cost of viewing angles outside this range is
effectively maximum. However, cost functions optionally extend to any suitable range of angle
space, including a spherical 360°. For 3D imaging methods like X-ray imaging, the cost
functions may generally be symmetrical about a plane dividing the cost function space into
hemispheres (whether or not the cost function is calculated for the whole hemisphere), since
the view from either hemisphere is substantially the same, apart from reflection.

For purposes of selecting from an already obtained image, it should be noted that cost
function 25, and any of the other cost functions herein described, is optionally combined with
costs associated with image cost factors other than viewing angle. For example, there may be
a plurality of images available of a contrast injection event, from different angles. An associated
“contrast” cost function is optionally provided which is highest before contrast agent injection,
decreases during the seconds following the contrast agent injection, and increases again as
contrast agent washes out. Given two of the plurality of images, each taken at a different
viewing angles, a relative weighting of the contrast cost function and the foreshortening cost
function may be set so that a slight difference in preferred viewing angle does not overwhelm
the choice of an image from a period of good contrast agent distribution.

In some embodiments, information of interest (e.g., locations that receive dye filling)
is distributed over a plurality of frames. The frames, which can be readily combined (e.g.,
superimposed and/or viewed sequentially in a cineangiogram), may be taken from the same
angle or acceptably similar angles; and/or with the same heartbeat phase or acceptably similar
heartbeat phases. In some embodiments, how an image relates to other images in terms of these
parameters is optionally used as a part of the weighting, to help a cost function for an image.
An image which is part of a more complete cineangiogram, for example, may be weighted as

incurring lest cost.



10

15

20

25

30

WO 2020/201942 PCT/1IB2020/052879
30

Optionally, cost function evaluation is performed jointly for a set of images that are to
be viewed in some combination. For example, inter-image differences in phase and/or angle
are weighted in evaluating which images are combined in a cineangiogram producing an
optimal available view, e.g., of an event such as a dye injection. For example, a cost function
for phase may rank phase angle differences as more costly during high-motion portions of the
heartbeat cycle, and less costly (for the same phase angle difference) during low-motion
portions of the heartbeat cycle. Optionally, viewing angle differences are also weighted (e.g.,
non-linearly, for example, with a non-linear sinusoidal increase with increasing angular
difference) as part of an evaluation of which images potentially "go together" in a single
cineangiogram or other image combination. Optionally, the cineangiogram is optimized for a
stable viewing angle. Optionally, the cineangiogram is allowed to show some "rotation" of the
viewing angle over the course of the cineangiogram. In some embodiments, images with
parameter differences (e.g., in viewing angle and/or heartbeat phase) are post-processed to
make the images approximately more similar to one another, e.g., subjected to linear and/or
non-linear transformations in their shape. Potentially, small angular differences are more
amenable to repair by such approaches than large angular differences, e.g., because features
moving in different planes as a result of viewing angle rotation experience more similar
distortions in the 2-D image when the distortions are smaller.

Additionally or alternatively, the selection of an image may comprise selection of a
cineangiogram. A cineangiogram, in some embodiments, is a time sequence of angiographic
frames taken at about, for example, 10-15 Hz or another frequency that can, for example, be
examined frame-by-frame, and/or displayed as a brief “movie”. A cineangiogram potentially
allows, for example, selection of a frame from within the cineangiogram showing a stent in a
particular state of expansion and/or flexion. A cineangiogram may also enable viewing of
dynamics of contrast flow-in, or another time-dependent feature. Use of a cineangiogram for
non-contrast imaging is discussed, for example, in relation to Figures 13A—13H, herein.

For selecting a cineangiogram, the selection is preferably of an image that is part of a
sequence of images (e.g., at least 4, 6, 8, 10 or more images) obtained from substantially the
same viewing angle. The “best viewing angle” image available might be part of a shorter
sequence of images obtained at a slightly worse viewing angle. In some embodiments, a
criterion relating to how many images are in the cineangiogram sequence that a certain image
is a part of is weighed together, with one or more viewing angle criteria such as foreshortening
and/or overlap avoidance (and optionally also other criteria such as the contrast cost function

just described), to obtain an image that jointly satisfies a plurality of viewing angle and
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optionally non-viewing angle criteria without any single criterion necessarily dominating the

others.

Reference is now made to Figure 8, which schematically illustrates a cost function for
an angular axis that includes a cost peak 27 corresponding to positions of overlap tending to
obscure a view of a target region 3, according to some embodiments of the present disclosure.
The example cost peak 27 indicates, for example, a viewing angle producing overlap, for
example as described in relation to Figures SA-5F.

Reference is now made to Figure 9A, which schematically illustrate effects on a two-
angular axis cost function 29 due to overlap of a target region 3 by an interfering region 19,
and selection of an image according to its viewing angle and the overlap-adjusted cost function
29, according to some embodiments of the present disclosure.

The example cost function 29 may be understood as a (schematic) 2-angular axis cost
function incorporating a portion of the single-axis cost function of Figure 8, including cost
peak 27. Isocontour 29A (thickest contour) represents the cost function minima, with angles
closer to the angle of ray 15 having increased cost due to overlap of the target region 3 with the
interfering vascular region 19). Additionally, angles (e.g., isocontours 29B, 29C) that are
further from the angle of ray 15 have an increased cost due to increased angular distance from
the ray 15, which would be preferred (apart from overlap) because it is estimated to be
orthogonal to the features at (and surrounding) the target region 3. It is noted that in an actual
(non-schematic) cost function, the “hole” in the cost function 29 would most likely extend to
the edges of the calculated region shown, reflecting the fuller extent of the blood vessel
comprising region 19, and the angular region that it potentially “contaminates”.

Rays 21 and 24 represent rays back along a path that correspond to respective viewing
angles of two existing images. Although in this instance, ray 24 is angularly closer to candidate
ray 15, the ray 21 corresponds to the preferred viewing angle, because it occupies a region
away from overlap. This is the case even though it introduces a slight foreshortening of the
target region 3 and the structure 8 (which may be a stent selected for measurement). In effect,
the cost function is constructed to enable selecting between the non-optimal conditions of an
image showing a foreshortened target region 3, and an image showing an obscured target region
3.

Reference is now made to Figure 9B, which schematically illustrate effects on a two-

angular axis cost function 29 due to overlap of a target region 3 by an interfering region 19,
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and selection of an image according to its viewing angle and the overlap-adjusted cost function
29, according to some embodiments of the present disclosure.

When preparing to record an angiographic image, generally almost any angle can be
selected, without limitation to a small number of discrete choices. In that case, the optimum
angle can be chosen as substantially any viewing angle falling on isocontour 29A; for example,
a viewing angle looking back along ray 31.

It is noted in particular that isocontour 29A is optionally constructed with respect to
optimizing the viewing of a target region 3 and/or a structure 8 within it. Foreshortening costs
may be calculated, for example, with respect to the particular extended-cylinder shape and
orientation of the target region 3. This prevents, e.g., the case where a global optimization of
foreshortening results in a sub-optimal representation of the focus of a procedure and/or
measurement.

Similarly, overlaps in the image are optionally prevented specifically in the
neighborhood off the target region 3. A global optimization minimizing overlap (or another
optimization that does not give special weight to the outcome near the target region 3) could
result in a case where the overlap that remains after optimization is still in the wrong place.

Reference is now made to Figures 10A-10B, which schematically illustrate examples
of target regions that include regions outside a single blood vessel segment region, according
to some embodiments of the present disclosure.

In some embodiments, an image to be recorded of a target region 3 is jointly optimized
for analysis and/or examination of selected further structures, for example, downstream
vascular branches 8A, 8B (Figure 10A), or other discrete structures such as regions comprising
another stenosis 8C and/or stent 8D (Figure 10B). In some embodiments, the further structures
(e.g., downstream vascular branches) are selected by the position of a lesion; e.g., they are
targeted because the lesion is positioned to affect specifically those downstream branches.

In some embodiments, a target region may be associated generally with the whole
extent of the plurality of features targeted, e.g., resulting in a surface perpendicular direction
15 arrived at as a weighted sum of the orientations of all blood vessels within the region
(Figure 10A) and/or all individual targets of interest (Figure 10B). Optionally, some blood
vessels and/or features are weighted more than others. For example, the target region 3 may
be assigned extra weight to help keep foreshortening of this vascular portion in particular
potentially minimized.

In some embodiments, criteria weighting is varied for different regions according to the

criterion. For example, minimization of foreshortening is optionally of primary concern for a
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target region 3, so that the “foreshortening” contribution cost function is calculated based just
on the target region 3, or with the target region 3 being weighted higher than other contributing
regions (e.g., vascular branches 8A, 8B, stenosis 8C, and/or stent 8D). For the overlap
contribution to the cost function, overlaps are optionally weighted more equally for each of
(for example) the target region 3, the vascular branches 8A, 8B, the stenosis 8C, and/or the
stent 8D.

In some embodiments (e.g., at a standard magnification suited to fitting a whole target
organ in the view in one image), the center of imaging is chosen so that all of the vasculature
2 is in-frame. The center of imaging is not necessarily centered on the target region 3, nor it is
necessarily adjusted for an expanded range of features. It is noted, however, that by selecting a
viewing angle which is near to perpendicular to the surface of shell 9 in the vicinity of the target
region 3, centering an organ which generally conforms to the shape of shell 9 in the view
typically results in approximately centering the target region 3 in the view.

Nevertheless, it should be noted that the center point of the imaging is optionally shifted
to different positions as well. For example, the center point may be shifted in cases where
magnification prevents obtaining the whole of a vasculature 2 in a frame. The center point may
also be shifted to compensate for shifts in the image position of a target feature 3 due to changes
in viewing angle away from perpendicular to the shell 9 and/or the general arrangement of
vascular features in the vicinity of target region 3.

Optionally, cost functions are generated for magnification and/or centering, as
applicable. These cost functions may also be subject to differences depending on the role of a
particular feature in the image to be obtained. For example, imaging parameters may be
penalized for imaging one or more regions j away {rom the center of an image Accper» as sShown

below in Equation (4)
> K A ()
j

The weighting function may be defined as K; > 0 just for a subset of all features j, and
otherwise as K; = 0.

Additionally or alternatively, features (potentially less important features) may be

associated with a penalty for being out-of-frame (feature j outside of image A), as shown below

0: if j in A
§ 1 if j notin A
]

in Equation (5):
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Reference is now made to Figures 11A—11C, which schematically illustrate joint use of
separately calculated cost functions 33, 35, according to some embodiments of the present
disclosure.

In some embodiments, a plurality of viewing angle cost functions (e.g., cost functions
33, 35) are constructed for a plurality of different regions and evaluated jointly. For example,
cost function 33 penalizes rotations along one angular axis differently than a perpendicular
axis, while cost function 35 imposes similarly differential penalties—but for two different
angular axes, chosen with respect to the local vascular orientation at secondary target region
8E. It should be noted that (for example, in the presence of a plurality of generally cylindrical
target regions 3, 8E) the cost function for changes of the angular axis within the plane of no
foreshortening perpendicular to the longitudinal axis of each cylinder, the foreshortening
penalty can optionally be set fully to 0. The presence of other features, with different
orientations, potentially provides a natural constraint on this angular axis that helps maintain
the overall area in which features of interest lie oriented to face the viewing angle.

In some embodiments, geometric features of the 3-D model are used in selecting the
extent and/or importance (relative weighting) of features included in the cost function
calculation. For example, the extent of a lesion used in generating a cost function optionally
depends on the length of a region of lesioning (e.g., stenosis), and/or diffusion of the lesion
among a plurality of branches, with stenotic areas identified sufficiently near one another being
optionally joined into a single lesion, depending on whether their nearness remains under a
threshold criterion for maximum distance, or another criterion.

In some embodiments, lesions are assigned weights for their importance in selecting an
image viewing angle minimized for minimum foreshortening and/or overlap based on one or
more of their overall extent, severity (e.g., percent constriction), or another feature. In some
embodiments, a functional and/or anatomical measure is used as a weighting criterion to
determine which vascular portions are more relatively important to display with reduced
foreshortening and/or overlap. Use of a calculated fractional flow reserve (FFR) value to select
vascular features of interest is described, for example, in conjunction with Figures 12A—12F.

Figure 11B schematically illustrates combining a plurality of cost functions 33, 35. The
resulting cost function 37 represents the (optionally weighted) sum of the cost functions, e.g.,
with ray 37A indicating the angle of minimum mutual cost, potentially different than either of
rays 33A, 35A. In the particular example, the cost functions are optionally added with equal
weighting. However, the cost functions can be combined with different weightings, and/or an

operator different than simple addition. For example, the cost functions may be combined
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based on a Euclidean distance operator, where each cost function penalty is treated as a
component of a vector in a “penalty space” of two or more dimensions.

Figure 11C shows ray 37A with respect to vascular neighborhood 4. This is optionally
the ray back along which the optimal viewing angle points. Optionally, the effective center of
the image frame is also changed, e.g., as a result of the rotation of the viewing angle. Optionally,
translation centering is further adjusted (for example as described in relation to block 508),

e.g., to jointly optimize centering of features of interest in the frame.

Examples of Vascular Models and/or Images

Reference is now made to Figures I2A—12B, which schematically illustrate a
vasculature model 1212 and corresponding 2-D angiogram 1210, according to some
embodiments of the present disclosure. Reference is also made to Figures 12C—-12D, which
schematically illustrate a vasculature model 1202 and corresponding 2-D angiogram 1200,
according to some embodiments of the present disclosure. Further reference is made to
Figures 12E—12F, which schematically illustrate a vasculature model 1222 and corresponding
2-D angiogram 1220, according to some embodiments of the present disclosure.

The angiograms 1200, 1210, 1220 were obtained using X-ray imaging after contrast
injection to the coronary arteries. The blood vessels shown are arteries surrounding the
chambers of the heart of a human patient. Blood vessels corresponding to the blood vessels of
vasculature models 1202, 1212, 1222 are indicated by lines traced over the images.

Vascular models 1212 (Figure 12A), 1202 (Figure 12C), and 1222 (Figure 12F)
illustrate (each from a selected point of view) a 3-D vascular model which has been shaded to
represent relative blood flow function. Flow function is optionally calculated, for example, as
a fractional flow reserve (FFR) estimate, which may be based on vascular geometry, and/or
other criteria; for example as described in one or more of International Patent Publication
No. W02014/111930, International Patent Publication No. W02014/111927, and International
Patent Publication No. W02014/111929; the contents of which are hereby included herein by
reference in their entirety.

In the model figures, darker shading corresponds to more reduced blood flow function.
A similar convention using different shades is used in the lines drawn over angiogram 1210.
Blood vessels with blood flow include arteries 1215, 1205, 1223, and 1225, which are
respectively downstream of stenoses 1211, 1201, and 1221. In angiogram 1200, flow function
at stenosis 1201 is shown at an estimated 59% of normal flow for an unstenosed blood vessel.

In angiogram 1220, flow function at stenosis 1221 is shown at an estimated 73% of normal
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flow for an unstenosed blood vessel. Stenoses 1211, 1201, 1221 are likely targets for
revascularization treatment, such as by implantation of a stent.

The viewing angles of the models are potentially “optimal”, in the sense that the blood
vessel portions comprising the stenoses 1211, 1201, 1221 are oriented substantially
perpendicular to the viewing angle, apparent crossing of modeled blood vessels is minimized
(there are no crossings in models 1212 and 1202), and the other blood vessels also are spread
across a wide extent of the overall imaging area (consistent with a minimization of
foreshortening for many areas of the modeled vasculature). In particular, blood vessels which
are darker (lower FFR, and considered to be more diseased) are shown in orientations so that
they are among the blood vessels which receive the least foreshortening. This result is obtained,
in some embodiments, by using FFR value in constructing a cost function, so that
foreshortening and/or overlap of vascular regions with a low FFR value is penalized more than
other regions.

In a case where a new image is to be recorded, the viewing angle shown is optionally
among the viewing angles which are optimal (e.g., have the lowest cost functions/highest
quality score). The shown viewing angle (optionally together with its reflection) is potentially
the sole optimal angle.

In a case where an image is to be selected from among images that already have been
obtained, the precise viewing angles shown in the figures may be unavailable. In some
embodiments, an image that has the best angle quality score is used.

An application that uses, in some embodiments, selection of a single image (whether
new or previously obtained) comprises updating a model and/or updating a parameter
calculated from the model using that single image. Optionally two or more images are selected
and used in the updating. The single-image case is described as an example of the more general
case of at least one image, e.g., one, two, three, or more images.

For example, International Patent Publication No. W0O2015/059706, the contents of
which are hereby included herein by reference in their entirety, describes recalculation of a
functional parameter such as FFR, optionally from a single 2-D image region. FFR calculation
potentially depends on the different resistances to flow within a multi-segment crown of blood
vessels. The recalculation is simplified, in some embodiments, by a vascular segment resistance
that is re-calculated from a single 2-D image region having coarse homology to a region of the
model it replaces, augments, combines with, and/or is compared. Methods of the current
application are optionally used for selecting this single 2-D image (or images, or suitable

region(s) thereof). The selection is potentially used in streamlining (e.g., enhancing automation



10

15

20

25

30

WO 2020/201942 PCT/1IB2020/052879
37

of) the process of post-stent evaluation. In some embodiments, for example, FFR is
recalculated using a single image for a purpose such as verification of the implantation of a
stent and/or its effects on improving blood flow. This potentially bypasses a requirement to
regenerate a full 3-D reconstruction after change in alocal region of the vasculature. Optionally,
even a partial 3-D reconstruction of the changed region itself is avoided.

For example, the 2-D X-ray angiogram 1210 of Figure /2B and 2-D X-ray angiogram
1200 of Figure 12D are images of the same vasculature modeled respectively by vascular
models 1212, 1202. Optionally, the angiograms are among angiograms {from which the vascular
models 1212, 1202 were generated, for example using one or more of the methods described
in International Patent Publication No. W02014/111930, International Patent Publication
No. W02014/111927, International Patent Publication No. W02014/111929, and International
Patent Publication No. W0O2015/059706, the contents of which are included herein by
reference in their entirety. The viewing angle of angiograms 1210, 1200 are potentially less
optimal than that the viewing angle used in rendering models 1212, 1202, since each contains
ablood vessel crossing 1213, 1203. However, these crossings are each relatively far away from
(e.g., and in particular, not downstream of) stenoses 1211, 1201. Accordingly, the blood vessel
crossings 1213, 1203 would be accorded a relatively low penalty, and accordingly would have
an improved chance of being selected from among a set of images as one which most clearly
shows targets 1211 1201 and its downstream vessels (e.g., including artery 1215, 1205).

The 2-D X-ray angiogram 1220 of Figure 12F is an example of an image taken from
an angle which would potentially be rejected, in some embodiments of the disclosure. Arteries
1223 and 1225 overlap within the region of stenosis 1223, which is the likely target of
treatment. By appropriate adjustment of the viewing angle (for example to the orientation of
model 1222), the majority of this interfering effect can be removed, while also keeping
foreshortening minimal.

Reference is now made to Figures 13A—13H, which show examples of 2-D
angiographic images obtained with and without contrast agent, according to some
embodiments of the present disclosure.

In some embodiments, an angiographic image and/or cineangiogram is obtained
without contrast injection. Although the contrast of blood vessels is much lower without
contrast injection (“contrast-free” imaging), an implanted stent may be discernible within a
contrast-free angiographic image; for example, based on its inherent radiopacity and/or

radiopaque markers.
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The plurality of images in a contrast-free cineangiogram can also provide a potential
advantage by making the stent more obvious by its movements as the heartbeats. Optionally, a
cineangiogram provides images which cover enough of the range of the stent’s movements
during a heartbeat cycle that moments during the heartbeat cycle with the stent in its (for
example) most expanded diameter can be reliably selected. This potentially assists in making
accurate estimates of the degree of flow capacity restored by a stent.

For a human observer to readily distinguish the potentially faintly visible stent against
its background, it is a potential advantage to show the stent in a predictable location (optionally
centered, and/or in a location that can be indicated relative to landmarks from another image)
and/or orientation (e.g. with minimal foreshortening).

In some embodiments of the disclosure, the viewing angle of an existing image is
selected for selection of the viewing angle of a new image and/or cineangiogram. The existing
image optionally is a contrast image (e.g., taken pre-implantation of a stent), which shows the
location (or eventual location) of the stent clearly enough that it serves as a ready reference.
While in principle the new image can be taken from any viewing angle available to the
instrument (e.g., medical imaging device), it is a potential advantage for the viewing angle to
be identical or similar to the viewing angle used to take the reference image. Optionally, the
settings for the new image are presented to a user explicitly in terms of direct device settings
(e.g., position angles). Optionally or additionally, settings for the new image are presented to
the user as choices related to the existing image (e.g., “image from the angle of this image”,
where this image may be displayed and/or indicated by a name and/or properties). Optionally,
settings for a new image are selected and used to control an imaging device directly and
automatically, optionally with an opportunity for a user to override and/or indicate acceptance.

In some embodiments, the viewing angle of a selected existing image that best
minimizes the cost criteria of some viewing angle cost function (for example as described in
relation to any of the embodiments herein) is used as the imaging setting for the new image
and/or cineangiogram. For example, the method of Figure 1A is performed, and then the
viewing angle of the resulting image is also provided as an image setting.

Optionally, the viewing angle of the selected existing image (original viewing angle) is
not used exactly for the new image and/or cineangiogram. Instead, in some embodiments,
further processing is used to weight the relative costs of angular deviation from the original
viewing angle, and angular change that will bring a stent (or other structure 8 of a target region
3) into a more easily identified and/or measured position. For example, an angular cost function

based on foreshortening is weighted together with an angular cost function based on how useful
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a certain reference image is if deviated by, e.g., 5°, 10°, 20°, or another angle. This may be
understood as an embodiment that uses the result of block 116 of Figure 1A as an input into
block 122 of Figure IB.

It should be noted that within some angular limits, a non-isometric distortion of the
reference image can be used, in some embodiments, to approximate it more closely to the view
of the imaged structure 8. Conversely, the new image may be distorted to enable a target to be
located, or both images may be partially distorted to approximate a view from a viewing angle
intermediate to both of the images.

In some embodiments, the extent of a stent and/or region designated to receive a stent
defines a portion of target region 3. Figures 13A, 13C, 13E, and 13G each show an angiogram
of an area including a stent, and Figures 3B, 13D, I3F and 13H each show corresponding
angiograms of the same areas, respectively, during injection of contrast agent.

It is noted that slight bending in a stented blood vessel is normal, so that it has no single
cylindrical axis, except as optionally estimated by an approximation. The bending can be in
three dimensions (e.g., curving to follow a surface of the heart as well as curving along the
surface). In some embodiments, a corresponding cost function component for foreshortening
is optionally based on a single approximate feature-defined axis (e.g., longitudinal axis of a
cylindrical approximation of the stented blood vessel) or plane (e.g., best-fit plane). Optionally,
the cost function component is calculated for multiple segment orientations of the stented blood

vessel, considered jointly (e.g., in an optionally weighted sum).

System Implementing Viewing Angle Selection

Reference is now made to Figure /4, which schematically illustrates a system
configured to implement viewing angle selection, according to some embodiments of the
present disclosure.

Computer processing device 1408, in some embodiments, comprises one or more
computational devices configured by programming to implement embodiments of the current
disclosure; for example any one or more of the viewing angle selection embodiments described
in relation to any one or more of Figures 1A—13H.

The processing device 1408 is implemented, e.g., as a stand-alone computer, a
computer server, a computerized server-client system, or any other suitable constellation of
sub-devices providing, in aggregate, device connections and functionalities further described

in this figure.
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It should be understood a block of this diagram is optional for any particular set of
operations described insofar as that set of operations does not require use of its particular
functions. For example, for an operation in which the processing device 1408 automatically
sets a viewing angle by operation of the imaging device positioner 1410, user interface 1402 is
optional. Nonetheless, the user interface 1402 may be involved in this operation, for example,
to confirm an operation before it is automatically carried out, and/or to update the user with
new device position information.

User interface 1402, in some embodiments, is functionally connected to the processing
device 1408. In some embodiments, the user interface 1402 uses standard computer use
interface components comprising screen and input devices such as a pointer controller and/or

keyboard. User interface 1402 is configured to do one or more of, e.g.:

¢ Show images to the user, for example, images from viewing angles selected by the

processing device 1408.

® Present choices to the user (e.g., a options to confirm and/or select from among

one or more actions for processing and/or imaging).

® Accept choices from the user (e.g., indicating control options to the user and

accepting commands such as selections and/or confirmations).

Imaging device 1406, in some embodiments, comprises an imaging device used to
capture radiative energy for the formation of angiographic images. In some embodiments, the
imaging device 1406 is an X-ray camera. In some embodiments, images from image device
1406 are stored in image storage 1404. In some embodiments, the imaging device 1406 is
operable under the control of processing device 1408.

Image storage 1404, in some embodiments, comprises volatile or non-volatile memory
holding a data representation of images obtained by the imaging device 1406, obtained by
another imaging device during a previous imaging session, and/or generated in whole or in part
by image analysis operations performed by the processing device 1408. In some embodiments,
the viewing angles of images available in the image storage 1404 define a range of available
viewing angles from which a viewing angle is selected by operation of the processing device
1408.

Imaging device positioner 1410, in some embodiments, comprises actuators, armatures,
and/or other mechanical devices operable to set a position of the imaging device 1406 to obtain
images from a particular viewing angle. In some embodiments, the device positioner 1410

comprises a camera mount that accepts mounting of the imaging device 1406. The mounted
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imaging device 1406 can be moved (e.g., by swiveling, sliding, or other movements of the
imaging device positioner 1410) throughout a range of viewing angles. Optionally, movement
of the imaging device position is under the control and/or monitoring of the processing device
1408. In some embodiments, a viewing angle determined and/or selected by processing device
1408 is used to control the imaging device positioner 1410 so that the imaging device 1406 is
positioned at the determined and/or selected viewing angle.

As used herein with reference to quantity or value, the term “about” means “within
+10% of”.

The terms “comprises”, “comprising”, “includes”, “including”, “having” and their
conjugates mean: “including but not limited to”.

The term “consisting of” means: “including and limited to”.

The term “consisting essentially of” means that the composition, method or structure
may include additional ingredients, steps and/or parts, but only if the additional ingredients,
steps and/or parts do not materially alter the basic and novel characteristics of the claimed
composition, method or structure.

As used herein, the singular form “a”, “an” and “the” include plural references unless
the context clearly dictates otherwise. For example, the term “a compound” or “at least one
compound” may include a plurality of compounds, including mixtures thereof.

The words “example” and “exemplary” are used herein to mean “serving as an example,
instance or illustration”. Any embodiment described as an “example” or “exemplary” is not
necessarily to be construed as preferred or advantageous over other embodiments and/or to
exclude the incorporation of features from other embodiments.

The word “optionally” is used herein to mean “is provided in some embodiments and
not provided in other embodiments”. Any particular embodiment of the present disclosure may
include a plurality of “optional” features except insofar as such features conflict.

As used herein the term “method” refers to manners, means, techniques and procedures
for accomplishing a given task including, but not limited to, those manners, means, techniques
and procedures either known to, or readily developed from known manners, means, techniques
and procedures by practitioners of the chemical, pharmacological, biological, biochemical and
medical arts.

As used herein, the term “treating” includes abrogating, substantially inhibiting,
slowing or reversing the progression of a condition, substantially ameliorating clinical or
aesthetical symptoms of a condition or substantially preventing the appearance of clinical or

aesthetical symptoms of a condition.
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Throughout this application, embodiments may be presented with reference to a range
format. It should be understood that the description in range format is merely for convenience
and brevity and should not be construed as an inflexible limitation on the scope of descriptions
of the present disclosure. Accordingly, the description of a range should be considered to have
specifically disclosed all the possible subranges as well as individual numerical values within
that range. For example, description of a range such as “from 1 to 6” should be considered to
have specifically disclosed subranges such as “from 1 to 37, “from 1 to 4”, “from 1 to 57, “from
2 to 47, “from 2 to 67, “from 3 to 6”, efc.; as well as individual numbers within that range, for
example, 1, 2, 3, 4, 5, and 6. This applies regardless of the breadth of the range.

Whenever a numerical range is indicated herein (for example “10-157, “10 to 157, or
any pair of numbers linked by these another such range indication), it is meant to include any
number (fractional or integral) within the indicated range limits, including the range limits,
unless the context clearly dictates otherwise. The phrases “range/ranging/ranges between” a
first indicate number and a second indicate number and “range/ranging/ranges from” a first

Y Gk LR ENT3

indicate number “to”, “up to”, “until” or “through” (or another such range-indicating term) a
second indicate number are used herein interchangeably and are meant to include the first and
second indicated numbers and all the fractional and integral numbers therebetween.

Although descriptions of the present disclosure are provided in conjunction with
specific embodiments, it is evident that many alternatives, modifications and variations will be
apparent to those skilled in the art. Accordingly, it is intended to embrace all such alternatives,
modifications and variations that fall within the spirit and broad scope of the appended claims.

All publications, patents and patent applications mentioned in this specification are
herein incorporated in their entirety by reference into the specification, to the same extent as if
each individual publication, patent or patent application was specifically and individually
indicated to be incorporated herein by reference. In addition, citation or identification of any
reference in this application shall not be construed as an admission that such reference is
available as prior art to the present disclosure. To the extent that section headings are used, they
should not be construed as necessarily limiting. In addition, any priority document(s) of this
application is/are hereby incorporated herein by reference in its/their entirety.

It is appreciated that certain features which are, for clarity, described in the present
disclosure in the context of separate embodiments, may also be provided in combination in a
single embodiment. Conversely, various features, which are, for brevity, described in the
context of a single embodiment, may also be provided separately or in any suitable

subcombination or as suitable in any other described embodiment of the present disclosure.
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Certain features described in the context of various embodiments are not to be considered
essential features of those embodiments, unless the embodiment is inoperative without those

elements.
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WHAT IS CLAIMED IS:

1. A method of selecting an existing angiographic image comprising:

receiving a plurality of angiographic images;

receiving a vascular model of a vasculature;

receiving a selection of a target region of the vascular model;

determining a viewing angle cost function defining cost function values for a
plurality of viewing angles with respect to the target region, the cost function values including
a first set of cost function values that are located on a first, lower-cost side of the cost function
threshold and a second set of cost function values that are located on a second, higher-cost side
of the cost function threshold;

selecting an angiographic image from among the plurality of angiographic images,
using the viewing angle cost function applied to the vascular model, by identifying an
angiographic image that corresponds to a viewing angle having a cost function value that is
located on the first, lower-cost side of the cost function threshold; and

displaying the selected image.

2. The method of claim 1, wherein a set of viewing angles having cost function
values that are less distant from the cost function threshold than the cost function value of the
viewing angle of the selected image, and on the second, higher-cost side of the cost function
threshold, is at least as large as a set of viewing angles on the first, lower-cost side of the cost

function threshold.

3. The method of claim 1, wherein a set of angles having cost function values less
distant from the cost function threshold than the cost function value of the viewing angle of the
selected image, and on the second, higher-cost side of the cost function threshold, is twice as

large as a set of angles on the first, lower-cost side of the cost function threshold.

4. The method of any one of claims 1-3, wherein the viewing angle of the selected
image is at a respective local minimum of the viewing angle cost function on the first, lower

cost side of the cost function threshold.
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5. The method of any one of claims 1-3, wherein the viewing angle cost function
value of the viewing angle of the selected image is within a same value distance from a
respective local minimum of the viewing angle cost function, while remaining on the first,

lower-cost side of the cost function threshold.

6. The method of any one of claims 1-3, wherein the viewing angle of the selected
image is within a same angular distance from a respective viewing angle having a local
minimum of the viewing angle cost function, while remaining on the first, lower-cost side of

the cost function threshold.

7. The method of claim 1, further comprising selecting a viewing angle
corresponding to a viewing angle of the selected image, and obtaining a new image using the

selected viewing angle.

8. The method of claim 7, further comprising selecting an imaging viewing angle
near the viewing angle of the selected image, but with an offset from the viewing angle of the
selected image,

wherein the imaging viewing angle is selected according to a modified cost function
that modifies the viewing angle cost function with a cost that increases according to a

magnitude of the offset.

9. The method of claim 1, wherein the selecting is also based on a characteristic

of a feature shown in the image.

10. The method of claim 9, wherein the feature is a degree of contrast filling of the

vasculature modeled by the vascular model.

11. The method of any one of claims 1-10, wherein the selecting is also based on
the availability of further angiographic images that are recorded at a same heartbeat phase as

the selected image.

12. The method of any one of claims 1-11, wherein the selecting is also based on

the availability of further images recorded within a certain time period of the selected image.
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13. The method of claim 12, wherein the selected image and the further images
together comprise a cineangiogram.
14. The method of claim 1, wherein the viewing angle cost function penalizes

foreshortening due to offsets along a first angular axis defining rotations within a first plane
less severely than it penalizes foreshortening due to offsets along a second angular axis defining

rotations within a second plane, perpendicular to the first plane.

15. The method of claim 14, wherein the target region comprises a vascular segment

defining a longitudinal axis, and the first plane is perpendicular to the vascular segment.

16. The method of any one of claims 14-15, wherein a region of the cost function
along the first angular axis has values within the range of values of a region of the cost function

along the second angular axis.

17. The method of any one of claims 1-16, wherein the viewing angle cost function
is determined based on a direction perpendicular to the target region minimizing foreshortening
of the target region, and angles offset from the perpendicular direction increasing

foreshortening.

18. The method of claim 1, wherein the viewing angle cost function is calculated
with increased cost for increasing view overlap of the target region with other regions of the

vascular model.

19. The method of claim 1, wherein the viewing angle cost function is calculated
with decreased cost for viewing angles that show areas of the vascular model with decreased

vascular function more clearly.

20. The method of claim 19, wherein decreased vascular function is determined

based on a calculated FFR value for regions of the vascular model.

21. The method of claim 20, wherein showing the areas more clearly comprises one
or more of reducing their overlap with structures of the vascular model, and reducing their

foreshortening.
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22. The method of claim 1, wherein the target region comprises a vascular lesion.
23. The method of claim 22, wherein the vascular lesion is distributed among a

plurality of vascular segments separated by a vascular branching point.

24. The method of claim 22, wherein the target region comprises a plurality of

vascular branches identified by the position of the vascular lesion.

25. The method of claim 24, wherein the vascular model models an arterial

vasculature, and the vascular branches are downstream branches of the vascular lesion.

26. The method of claim 1, wherein the target region comprises a primary target

and a secondary target.

27. The method of claim 1, wherein the target region comprises a vascular stent.

28. The method of claim 1, wherein the determining the viewing angle cost function

comprises calculating a shell representing a surface across which the vasculature extends.

29. The method of claim 28, wherein the shell comprises a substantially ovate

surface.
30. The method of claim 29, wherein the ovate surface is defined between portions
of the vascular model separated by at least 135° from one another relative to a geometric center

of the ovate surface.

31. The method of claim 1, wherein the vasculature modeled by the vascular model

comprises a portion of a cardiac arterial vasculature.

32. The method of claim 31, further comprising using the selected image, together

with the vascular model, to calculate an FFR of the vasculature.

33. A processor and memory configured to carry out the method of claim 1.



WO 2020/201942 PCT/1IB2020/052879
48

34. The method of claim 1, wherein the viewing angle cost function includes a first
weight for foreshortening of the target region and a second weight for overlapping vasculature

features with respect to the target region.

35. A method of choosing a viewing angle for an image, comprising:
receiving a vascular model of a vasculature;
receiving a selection of a target region of the vascular model;
determining a viewing angle for viewing the target region; and
providing the viewing angle for use in imaging the target region;
wherein determining the viewing angle comprises:
calculating, using the vascular model, a shell representing a surface across
which the vasculature extends, and
determining a perpendicular direction to the shell on a portion of the surface

across which the target region extends.

36. The method of claim 35, wherein the shell comprises a substantially ovate

surface.

37. The method of claim 36, wherein the ovate surface is defined between portions
of the vascular model separated by at least 135° from one another relative to a geometric center

of the ovate surface.

38. A method of choosing a viewing angle for an image, comprising:

receiving a vascular model of a vasculature;

receiving a selection of a target region of the vascular model;

determining a viewing angle for viewing the target region; and

providing the viewing angle for use in imaging the target region,

wherein determining the viewing angle comprises evaluating a cost function that
weights foreshortening of the target region differently on two perpendicular angular axes, and

wherein the provided viewing angle foreshortens the target region on at least one

of the two perpendicular axes.
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39. The method of claim 38, wherein the foreshortening comprises viewing angle-
dependent shortening of an imaged length of the target region,

wherein the imaged length extends along a longitudinal axis of the target region, and

wherein the imaged length is shortened relative to an actual length of the target region

along the longitudinal axis.

40. A method of choosing a viewing angle for an image, comprising:
receiving a vascular model of a vasculature;
receiving a selection of a target region of the vascular model;
determining a viewing angle for viewing the target region; and
providing the viewing angle for use in imaging the target region,
wherein determining the viewing angle comprises:
determining a direction perpendicular to the target on a portion of the
surface across which the target region extends, and
determining a plane containing an angular axis, containing the
perpendicular direction, and around which foreshortening of a longitudinal axis of the target
region is minimized when viewed from within the plane, and
wherein the provided viewing angle is offset from the perpendicular
direction within the plane, to a viewing angle from which overlap of the target region with

other regions of the vascular model is removed.

41. The method of claim 40, wherein the provided viewing angle is offset to a
minimum distance from the perpendicular direction to achieve a viewing angle from which

overlap of the target region with other regions of the vascular model is removed.
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3. K‘ Claims Nos.: 11-13, 17
because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Dua Nu. IIIL  Observatons wheére unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:

Group I: Claims 1-10, 14-16, 18-34; Group I}: Claims 35-41

-***-Continued in extra sheet-***-

1. E] As all required additional search fees were timely paid by the applicant, this intemational search report covers all searchable
claims. °

2. l:] As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional foos.

3. D As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. % No required additional search fees were timely paid by the applicant. Consequently, this international search report is restricted
to the invention first mentioned in the claims; it is covered by claims Nos.:

Group |; Claims 1-10, 14-16, 18-34

Remark on Protest I:] The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.

D The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation.

El No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (continuation of first sheet (2)) (July 2019)
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-Continued from Box No. Ill - Observations where unity of invention is lacking-***-

This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fee must be paid.

Group I: Claims 1-10, 14-16, and 18-34 are directed towards a method of selecting an existing angiographic image.
Group II: Claims 35-41 are directed towards a method of choosing a viewing angle for an image.

The inventions listed as Groups |-l do not relate to a single general inventive concept under PCT Rule 13.1 because, under PCT Rule
13.2, they lack the same or corresponding special technical features for the following reasons:

The special technical features of Group | include at least determining a viewing angle cost function defining cost function values for a
plurality of viewing angles with respect to the target region, the cost function values including a first set of cost function values that are
located on a first, lower-cost side of the cost function threshold and a second set of cost function values that are located on a second,
higher-cost side of the cost function threshold; selecting an angiographic image from among the plurality of angiographic images, using
the viewing angle cost function applied to the vascular model, by identifying an angiographic image that corresponds to a viewing angle
having a cost function value that is located on the first, lower-cost side of the cost function threshold, which are not present in Group Il.

The special technical features of Group Il include at least calculating, using the vascular model, a shell representing a surface across
which the vasculature extends, and determining a perpendicular direction, which are not present in Group |.

The common technica! features shared by Groups I-Il are receiving a selection of a target region of the vascular model; determining a
viewing angle cost function.

However, these common features are previously disclosed by US 2018/0235561 A1 to CATHWORKS LTD. (hereinafter CATHWQRKS").
(ATHWNRKS dicclococ roooiving a aclaction of a laryel ieylun uf the vascuiar model (detining first and second targeted vascular path
end regions within the vascular image; [0008]); determining a viewing angle cost function (vascular image views 400, 500, 600, 610 each
present views from different angles of the same vasculature region and cost function assigns numerical costs based on features of the
vascular image; [0014] [0136]).

Since the common technical features are previously disclosed by the CATHWORKS reference, these common features are not special
and so Groups |-1l lack unity.

Form PCT/ISA/210 (extra sheet) (July 2019)
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