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(57) Abstract: Disclosed herein are methods, systems, and software to enhance the testing of race conditions in programs. In one ex-
ample, a method of testing race conditions in a target program with one or more concurrent processes includes generating a schedul -
ing program based on race conditions identified in the target program, wherein the scheduling program includes order of operation
o rules for the one or more concurrent processes. The method further provides initiating execution of the scheduling program, and ex-
ecuting the target program based on the order of operation rules for the one or more concurrent processes.
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RACE CONDITION TESTING VIA A SCHEDULING TEST PROGRAM

TECHNICAL BACKGROUND

0801} A race condition is a behavior of a software system where the behavior of a
program is dependent on the sequence or timing of other uncontrollable events. When the
events do not happen in the order that the programamer or developer intended, the program
may vicld undesirable results. These undesirable results may include providing an incorrect
response to a query, hanging the program preventing the program from determining 3 result,
or other similar undesirable consequences.

16062] in the past, applications and services have been developed that allow a user or
developer of a program to test the program to determine locations of race conditions within
the code. These applications, such as ThreadSanitizer, are usefu] in identifying races, but
cannot guarantee that a race condition occurs each time the code is executed. Accordingly,
the programmer may be unable to replicate a race condition to determine what results are
yielded when a race occurs, and may further be unable to determine if a race condition is

fixed by a modification to the code.

OVERVIEW

[80G63] The technology disclosed herein enhances how race conditions are {ested in a
target program. fn one example, a method of operating a computing system to test race
conditions of a target program includes executing a scheduler program, the scheduler
program comprising order of gperation rules for the target program based on the race
conditions. The method further provides inttiating execution of the target program, wherein
the target program comprises one or more concurrent processes. The method also includes
executing each concurrent process in the one or more concurrent processes based on the order
of operation rules for the target program.

[B80684] In another tmplementation, an apparatus to perform testing of race conditions
on a target program inclides one or more computer readable media. The apparatus further
iclades processing instructions stored on the one or more computer readable media that,
when executed by a processing system, direct the processing system to execute a scheduler
program, the scheduler program comprising order of operation rules for the target program
based on the race conditions. The processing instructions further direct the processing
system to initiate execution of the target program, wherein the target program comprises one
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or more concurrent processes, and execute each concurrent process in the one or more
concurrent processes based on the order of operation rules for the target program.

[8665] In a further implementation, a method of testing race conditions in a target
program with one or more concurrent processes includes generating a scheduling program
based on race conditions identified in the target program, wherein the scheduling program
mcludes order of operation rules for the one or more concurrent processes. The method
further provides inifiating execution of the scheduling program, and executing the target

program based on the order of operation rules for the one or more concurrent processes.

BRIEF DESCRIPTION OF THE DRAWINGS

[66066] The following description and associated figures teach the best mode of the
invention. For the purpose of teaching inventive principles, some conventional aspects of the
best mode can be simplified or omitied. The following claims specity the scope of the
mvention. Note that some aspects of the best mode cannot fall within the scope of the
imvention as specified by the claims. Thus, those skilled in the art will appreciate variations
from the best mode that fall within the scope of the invention. Those skilled in the art will
appreciate that the features described below can be combined in various ways to form
multiple variations of the invention. As a result, the invention is not limited to the specific
examples described below, but only by the claims and their equivalents.

86687} Figure 1 illustrates an operational scenario of implementing a test program o
test race conditions in a target program according to one implementation,

[6G08] Figure 2 illustrates a method of operating a computing system 1o test race
conditions of a target program according o one implementation.

[6669] Figure 3 ithustrates an operational scenario of executing a test program with a
target program according to one implementation.

16614] Figure 4 illustrates an overview of applying a test program to a target program
according to one implementation.

8611} Figure § illastrates an operational scenario of implementing a test program o
test race conditions on a target program according to one implementation,

{8612} Figure 6 illustrates a computing sysiem to implement a test program on a target

program according to one implementation.

]
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DESCRIPTION

{8613} In various situations, a program developer may find it necessary to test race
conditions within a target program or application. To test race conditions, that are previously
known or identified within the program, the developer may employ a test or scheduling
program that specifies an order of operations for various concurrent processes within the
application. These order of operations ensure that each of the concurrent processes within the
application execute in an order specified by the developer of the test program.

[6G14] For cxample, a target program or application may include one or more
concurrent processes that are dependent on one another for proper execution of the target
program. These concurrent processes, of which parallel processing threads are one example,
may share resources belonging to the program as a whole, but execute as independent
operations on the processing system. These resources may include variables, data stores, or
other similar resources. Because the concurrent processes may share resources and data, the
concurrent processes may rely on timing to ensure that the proper data is accessible to each of
the concurrent processes in the program. However, if the timing is improper, the program
may yield undesirable results.

[8615] To remedy this issue, a developer may generate, via aser input, a test program
for the target program to ensure that known race conditions within the target program are
tested on each execution of the target program. This test or scheduling program, which may
comprise code written in a separate language from the target program, identifies states of
interest within the target program, and manages the execution of the concurrent processes in
the target program based on states of interest. For instance, when a particular concurrent
process reaches a state of interest, the test program may pause the particular concurrent
process, while operations by other concurrent processes continue. By enforcing the order of
operation and state rules, the developer may ensure that a race condition occurs in the target
program and may determine the effect of the race condition on the operation of the target
program. In particular, the test program may ensure that a race condition is repeatable for the
target program for testing and development.

[6G16] Referring now to Figure 1, Figure 1 illustraies an operational scenario 100 of
executing a test program with a target program according {o one implementation.

Operational scenario 100 includes concurrent processes 110-112, which are representative of
concurrent processes for a target program, and further includes test process 115, which is
representative of a process for a test or scheduling program. The target program may be
written in C, C++, C#, Java, or some other similar programming language. The test program

3
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may be written in the same programming language as the target program, or may be written
in a different programming language, including a language dedicated to providing state rules
for race conditions. Although described as separate programs, in some implementations, it
should be understood that that test program might be implemented as a distinet test process
within the target program.

8017} As described herein, programimers and developers may identify possible race
conditions within a target program, and require a method of duplicating the race conditions
for testing purposes. To provide this duplication functionality, the programmer may develop
a test program that executes in parallel with the target program to ensure that the race
conditions occur diring each execution of the target program. This test program may include
order of operation rules for each of the concurrent processes in the target program. In some
implementations, states of interest may be defined within each of the concurrent processes,
wherein the test program enforces particular operations at the states of interest.  Accordingly,
the test program may cause various concurrent processes in the target program to pause,
continue, delay, or implement soime other operational function based on the current state,
{6618} In the present example, test process 115, which may execute as a separate test
thread on a computing system, executes in paraliel with concurrent processes 110-112.
Concurrent processes 110-112 are representative of processes of a target program, which
share processing resources such as data and variables, but execute independently of one
another in a processing system. Accordingly, concurrent process 110 may use at leasta
subset of the same variables as concurrent process 112, although the concurrent processes
operate independently of each other on the processing system. Becanse cach of the
concurrent processes may share variables or other processing data, race conditions may occur
when one concurrent process does not complete an operation on the data before a second
concurrent process. Consequently, any results generated during the execution of the program
may be undesired when the wrong data is used.

8619} As illastrated in Figure 1, state 130 is defined by a developer of the target
program as a state of interest within concurrent processes 110-112. This state of interest may
be defined in cach process of concurrent processes 110-112 using a function call, an arbitrary
state flag, or some other state identifier in each of the processes. Onee state 130 is defined
for each process of concurrent processes 110-112, test process 115 may implement order of
operation rules for concurrent processes 110-112 based on state rules and the state identifiers
for state 130, In pasticular, test process 115 is used to pause concurrent processes 110-111

when they reach state 130, allowing concurrent process 112 to also reach state 130 before
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continuing the operation of the concurrent processes. For example, upon initiation of
concurrent processes 110-112, concurrent processes 110-111 may reach state 130 within first
time pertod 120, while concurrent process 112 fails to reach state 130 within the first time
period. However, the developer of the program may require concurrent processes 110-112 1o
all reach state 130 to ensure that a race condition occurs. Accordingly, rather than permitting
concurrent processes 110-111 1o continue execution, the concurrent processes may be held
using test process 115 until all of the concurrent processes 110-112 reach state 130, By
implementing order of operation rules with the test program, race conditions may be forced
withowut relying a on a particular set of data or input valaes.

[6628] To further demonstrate the use of a test program in conjunction with a target
program to force the occurrence of race conditions, Figure 2 is provided. Figure 2 illustrates
a method 200 of operating a computing system to test race conditions of a target program
according to one implementation. As described in Figure 1, a developer may identify one or
more race conditions that exist within a target program, and generate a test or scheduler
program 1o be executed concurrently with the target program to force the occurrence of the
race conditions. Onee the scheduler program is generated, a computing system may execute
the test or scheduler program, wherein the scheduler program comprises order of operation
rules for the target program based on race conditions in the target program (201). The order
of operation rules may comprise state rules corresponding fo states of interest identified
within the target program. For example, based on the states of interest identified in
concurrent processes of the target program, the state rules may direct each of the concurrent
processes to be paused, continued, delaved for a period of time, or some other similar action
o enforce a desired order of operation for the concurrent processes.

(8621} In addition to executing the scheduler program, the method also initiates
execution of the target program, wherein the target program comprises one or more
concurrent processes {202). Once the target program and the scheduler program are initiated,
gach concurrent process of the target program is executed based on the order of operation
rules for the target program (203). In some implementations, states of interest may be
detined to ensure that the concurrent processes are executed in a manner that forces a race
condition to occur. For example, to force a race condition, a first concurrent process may be
required to reach a first state before a second concarrent process reaches a second state,
Accordingly, the order of operation rules in the scheduler program may pause the second
concurrent process, enabling the first concurrent process to reach the first state. Once the
first concurrent process reaches the first state, the second concurrent process may continge
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until it reaches the second state. By implementing a scheduler program, the developer of the
application may ensure that the identified race condition occurs on each execution of the
target application.

[0822] Referring to Figure 1 as an example, the race condition requires all of
concurrent processes 110-112 {o reach the same state before the program is allowed to
continue operation. As a result, although concurrent processes 110-111 reach state 130
before concurrent process 112, the concurrent processes are paused or held until concurrent
process 112 reaches the same state. By forcing specific order of operations for cach of the
concurrent processes, race conditions are no longer reliant on input data and variables within
the target program. This allows a developer to readily replicate a race condition, without
requiring a particular set of input conditions.

16623) Although illustrated in Figure 1 with three concurrent processes, it should be
understood that any number of concurrent processes might execute as part of the target
program. For example, in the case of a single concurrent process, wherein multiple
operations within the process may share data and other resources, the single concurrent
process may execute reads or writes out of order cansing a race condition to oceur,
Accordingly, a developer may define states within the target program, and implement a test
program that ensures specific read and write operations within the concurrent process to force
the race condition.

(8624} Referring now to Figure 3, Figure 3 illustrates an operational scenario 300 of
executing a test program with a farget program according to one implementation.
Operational scenario 300 includes target program 310, test program 320, processing system
330, and behavior 340. Target program 310 comprises a program written in any
programming language to perform a desired operation, such as C, C++, Java, or some other
programming language. Target program 310 includes concurrent processes 311-313, which
together provide the operation for target program 310. Test program 320 comprises a
program to enforce order of operation rules for target program 316, and may be written in the
same language as target program 310, or in a separate language configared for enforcing
states in programs with concurrent processes. Processing system 330 may comprise one or
more microprocessors and other circuitry capable of compiling and execuling target program
310 in parallel with test program 320 to generate behavior 340. Behavior 340 may inclade
visual outputs, processing behaviors, storage behaviors, or any other behavior in relation fo

target program 310 and test program 320, Although programs in the present example, in
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some implementations, it should be understood that that test program may be implemented as
a distinct test process within the target program.

[86625] In operation, target program 310 is created to perform a particular operation,
but may include one or more race conditions that, when encountered, generate undesirable
behavior for target program 310, To assist in eliminating the race conditions and to monitor
the effectivencss of changes in the code of target program 310, a developer of target program
310 may generate test program 320 that enforces order of operation procedures on target
program 310. In particular, when test process 321 is executed by processing system 330, test
process 321 may control the operational states of concurrent processes 311-313,

186626] In some examples, the user may define specific states within target program
310 that are of particular interest to the administrator. These states may be defined using
flags, function calls, and the like within the concurrent processes to ensure the occurrence of
a race condition. For example, test process 321 may be used to ensure that concurrent
processes 311-313 wait for one another at a predefined state in the processing instructions of
concurrent processes 311-313. Once all three of the concurrent processes reach the defined
state of interest in the processing instructions, test process 321 may permit one or more of the
concurrent processes to continue execution, ensuring that a race condition occurs.

16627] in some implementations, a developer may use a race detection fool, such as
ThreadSanitizer, to determine where race conditions occur within target program 310. Based
on the results of the race detection tool, the developer may generate test program 320 to force
the race conditions to occur during each execution of the application. This forcing of the race
conditions allows the developer to test changes in the target program and ensure that the race
conditions are eliminated before the program is deployed.

[60328] In some examples, the administrator may define the states manually within the
target program by using function calls or other similar atiributes to identify states of interest
in each of the concurrent processes. These function calls, placed within the target
application, may be active when test application is initiated, but may provide no operation
{(no-op) in the target program when the test program is inactive. In some implementations,
the test program may be called from within the target program during execution.
Accordingly, if the target program does not call the test program during execution, any state
identifiers within the processing mmstructions of the target program will be bypassed as no-
ops.

16629] As illustrated in Figure 3, processing system 330 generates behavior 340, This
behavior may include information generated by target program 310, as well as information

7
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for test program 320. For example, test program 320 may cause a panic or other flags to
occur when undesired actions occur within target program 318. This may occur when a
concurrent process reaches a siate at an undesired time, if the concurrent process never
reaches a particular state, or some other issue that might be flagged by test program 320. In
gither example, the developer may be able to identify undesirable resulis that occur in
response to race conditions within the application. Once the results of the condition are
identified, the developer may atiempt to fix the code in target program, and execute the test
and target programs again to determing if the issue is resolved.

[8G3G] Figure 4 illustrates an overview 400 of applying a test program 1o a target
program according to one implementation. Overview 400 includes target program 410, test
program 420, and behavior 440. Target program 410 includes concurrent processes 411-413,
of which parallel processing threads are one example. Concurrent processes 411-413 may
share one or more resources, such as variables or data structures, but execute independently
of another on a processing system, Test program 420 includes test thread 421, which s used
to monitor target program 410, and enforce developer-defined order of operation rules on
target program 410.

16631} In operation, a developer may identify one or more race conditions that exist
within target program 410. These race conditions may be based on user knowledge of the
processing instructions in target program 410, or may be defined by executing a race
condition detector, such as ThreadSanitizer. Once the race conditions are determined, test
program 420 may be generated based on the identified race conditions. In particular, test
program 420 may be used to define order of operation procedures for farget program 410,
The order of operation procedures may comprise state rules or definitions for each of
concurrent processes 411-413. For example, a state rule for target program 410 may include
ensuring that concurrent process 411 holds execution at a predefined point in the code unti}
concurrent processes 412-413 reach other predefined points in the code. Once the concurrent
processes reach the predefined points, concurrent process 411 may continue its normal
operation.

16632] By managing the operation of each of the individual concurrent processes of
the application, the developer may ensure that the necessary conditions are present for a race
condition to oceur. Accordingly, rather than relying on specific variables to force the race
condition, the developer may implement delays or other similar features within the program
to ensure that the race condition cccurs each time the program is executed. The developer

may then monitor behavior 440 to determine the possible issues associated with the race
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conditions. For example, results may be inaccurate because a variable was not received on
time, or the program may hang as a result of the order of gperations, which is undesirable for
the developer of the program. Once the behavior is determined for the race condition
situations, the developer may modify the code of target program 410 and reapply test
program 420 to concurrent processes 411-413 to determine if the issue 1s eliminated.

[6033] Referring now to Figure 5, Figure 5 illustrates an operational scenario 500 of
implementing a test program to test race conditions on a target program according to one
implementation. Operational scenario 500 includes concurrent processes 510-512, test
process 515, time line 517, and state 530, Concurrent processes 510-512 are representative
of concurrent processes for a target program. Test process 513 is representative of a process
used for a test or scheduling program that can be processed concurrently with the target
program to enforce developer-defined order of operation rules. Although described asa
separate program for some examples, in some implementations, test process 5185 may reside
as a testing process within the target program.

[6G34] As described herein, programs may include multiple concurrent processes to
more efficiently process the necessary data for the application. These concurrent processes
share one or more resources, but operate independently of one another in the processing
system to provide the desired operation. For example, the concurrent processes may share
one or more variables, or require one concurrent process to retrieve a particular data object
before it can be processed by another concurrent process in the program. Here, concurrent
processes 510-512 are included to provide the desired operation of the developer, but may
include one or more race conditions that yield undesirable behavior. To remedy the race
conditions that exist within the target program and corresponding concurrent processes 510-
512, the developer may generate a test program that can be executed concurrently with the
target progrant.

18035] In particular, to define where the race conditions are in the target program, the
developer may use their knowledge of the program to identify where, in the processing
mstractions for each of the concurrent processes, race conditions could occur. In addition to
or in place of the user identified race condition locations, a race condition identifying tool,
such as ThreadSanitizer, Microsoft CHESS, or some other similar tool may be executed on
the program to determine the locations of race conditions within the processing instructions.
Once the race conditions are wdentified, the developer may provide user input 1o generate a
test or scheduling program that ensures one or more of the race conditions occur when the
application is executed. This test program may include state rules for each concurrent

9
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process that is part of the target application, wherein the rules include pausing certain
concurrent processes, continuing certain concurrent processes, initiating certain actions in
concurrent processes, delaying certain concurrent processes, or any other similar action based
on the state of the concurrent processes in the program. For example, to force a race
condition in a program, state identifiers may be defined within each of the concurrent
processes of the program. These state identifiers may be used to define states, such as state
530, and may comprise function calls, conumands, or some other flag within the processing
mstructions of the concurrent process. Once defined, state rules with the test process may
manage the order of operation of each of the concurrent processes based on the defined state
identifiers and the state rules.
16036} Referring still to Figure §, concurrent process 510 and concurrent process 511
are contigured by test process 515 to wait until they both have reached state 530. Once
concurrent processes 510 and 511 reach state 5330, they are allowed to continue execution.
Meanwhile, the operation of concurrent process 512 is not dependent on the states of
concurrent processes 510-511, and continues operation independently of concurrent
processes 510-511 and state 530. To define state 530, the developer may flag or identify a
spectfic point in each concurrent process and associale the point with state 530. For example,
state 530 may be defined for concurrent process 510, when the execution of concurrent
process 510 reaches a particular function call. Similarly, state 530 may be defined for
concurrent process 511 when the execution of concurrent process S11 reaches a separate
function call. Pseudocode to implement the test program and test process 515 is illustrated in
the example below.
18637} when staie 530

concurrent process S1{: wait

concurrent process S11: wait

concurrent process 512: continue

end

[60G38] Specifically, the code described above defines that concurrent process 510 and
concurrent process S11 must wait until the other has reached state 530. Once both have
reached state 530, concurrent processes 510-511 may be permitted to continue execution.
Here, although concurrent process 510 reaches state 530 in first time period 520, concurrent

process 510 must wait a second time period 521 before it can continue execution.
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[6G39] Although the example of Figure 5, includes a single state of interest for the
target program it should be understood that the test program might define any namber of
states of interest. As a result, even if the program included a plurality of race conditions,
each of the conditions may be tested by defining a plurality of state conditions that force the
race conditions to occur independent of the variables input for the program. Further, despite
being iltustrated in Figure 5 with three concurrent processes, it should be understood that any
number of concurrent processes might execute as part of the target program. For example, in
the case of a single concurrent process, wherein multiple operations within the process may
share data and other resources, the single concurrent process may execute reads or writes out
of order causing a race condition to occur. Accordingly, a developer may define states within
the target program, and implement a test program that ensures specific read and write
operations within the concurrent process o force the race condition

(8061} Turning to Figure 6, Figure 6 illustrates a computing system 600 to implement
a test program for race conditions on a target program according to one implementation.
Computing system 600 is representative of a computing sysiem that may be employed in any
computing apparatus, system, or device, or collections thereeof, 1o suitably execute target
programs and related concurrent processes, as well as scheduling test programs and related
concurrent processes described herein. Computing systern 600 comprises conununication
interface 601, user interface 602, and processing system: 603. Processing system 603 is
communicatively linked to communication interface 601 and user interface 602. Processing
system 603 includes processing circuitry 605 and memory device 606 that stores operating
software 607.

[8662] Communication interface 601 comprises components that communicate over
communication links, such as network cards, ports, radio frequency (R¥) transceivers,
processing circuitry and software, or some other communication devices. Communication
interface 601 may be configured to communicate over metallic, wireless, or optical links,
Commumication interface 601 may be configured o use internet protoco! (IP}, Ethernet, time-
division multiplexing (TDM), optical networking, wireless protocols, communication
signaling, or some other communication format — including combinations thereof.

[8663] User interface 602 comprises componentis that interact with a user. User
mterface 602 may inchude a keyboard, display sereen, mouse, touch pad, or some other user
mput/output apparatus. User interface 602 may be omifted in some examples.

18040} Processing circuifry 605 comprises microprocessor and other circuitry that

retrieves and executes operating software 607 from memory device 636. Memory device 606
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comprises a non-transitory storage medium, such as a disk drive, flash drive, data storage
circuitry, or some other memory apparatus, but in no case is the storage medium a propagated
signal. Operating software 607 comprises computer programs, firmware, or some other form
of machine-readable processing instructions. Operating software 607 includes target program
608 and test program 6039, Operating softiware 607 may further include an operating system,
utilities, drivers, network interfaces, applications, or some other type of software. When
executed by circuitry 6035, operating sottware 607 directs processing system 603 {o operaie
computing system 600 as described herein,

(8041} In one implementation, target program 608 comprises a program that includes
one or more race conditions that are undesirable for a developer. These race conditions occur
when concurrent processes for target program 608 require a proper sequence to access data
and perform the desired operation for the developer. For example, a first concurrent process
for target program 608 executing on processing system 633 may require an operation on a
data object before it is provided to a second concurrent process for target program 608
executing on processing system 603, However, for a variety of different reasons, the second
concurrent process may require the data object before it has been operated on by the first
concurrent process. These reasons may include the second concurrent process executing
faster than expected by the developer, the first concurrent process executing slower than
expected by the developer, or any other race inducing reason. Accordingly, target program
608 may not perform the desired operation.

[6042] In some examples, the developer may desire to guarantee that the race
conditions occur each time that the targel program is executed to assist the developer in
eliminating race conditions from the code of target application 6(8. To identify the locations
of race conditions, the developer may use experience or knowledge of the code to flag
potential race conditions in target program 608, or may use a race condition identifying
process to tlag locations of possible races within the code of target program 608. Once the
race conditions are determined within the code of target program 608, the developer may
generate test program 609, which may be in a separate programming language than target
program 608. Test program 609 includes order of operation rules for target program 608 that
ensure that particular concurrent process operations oceur at desired times to force the
occurrence of the race conditions.

[60643] In particular, the developer may define states of interest within concurrent
processes of target program 608 that are relevant to the race conditions. These states may be

used to ensure a particelar order of events occurs for the various concarrent processes that
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comprise target program 608. For example, the states could be used to ensure that a first
concurrent process executes a first portion of code before a second concurrent process
executes a second portion of code. In addition to the state identifiers within target program
608, test program 609 is used to define state rules for the state identifiers within target
program 608.

[8044] For example, a plorality of state identifiers may be defined within the
processing instructions of target program 608 and the corresponding concurrent processes.
Using the state identifiers, state rules for each concurrent process of target program 608 may
be defined to provide a desired order of operations. For instance, a developer may desire to
have all concurrent processes of target program 608 reach a certain state before the
concurent processes continue execution.

[6045] Once test program 609 is generated and the states are identified in target
program 608, processing system 603 may initiate execution of target program 608 and test
program 609, Upon inifiating execution of target program 608 and test program 609, target
program 608 executes based on the order of operation rules defined in test program 609,
[6046] In some implemeniations, to initiate test program 609, a call may be placed in
target program 608 for test program 609. Once called, target program 608 will pause while a
thread is initiated for the test program. Once the thread is initiated, test program 609 may
execute in parallel with target program 608, implementing the requested order of operations
on each of the concurrent processes of target program 608. In some examples, when the call
is not requested from target program 608, any code that was included in target program 608
to define states of the various concurrent processes may be treated as “no-ops,” allowing
execution of target program 608 {o continoe without interference from the test program.
180347} The included descriptions and figures depict specific implementations to teach
those skilled in the art how to make and use the best mode. For the purpose of teaching
inventive principles, some conventional aspects have been simplified or omitted. Those
skilled in the art will appreciate variations from these implementations that fall within the
scope of the invention. Those skilled in the art will also appreciate that the features deseribed
above can be combined in various ways to form muliiple implementations. As a result, the
imvention is not limited o the specific implementations described above, but only by the

claims and their equivalents.
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CLAIMS
What is claimed is:
1. A method of operating 2 computing system to test race conditions in a target program,
the method comprising:

executing a scheduler program, the scheduler program comprising order of operation
rules for the target program based on the race conditions in the target program;

initiating execution of the target program, wherein the target program comprises one
or more concurrent processes; and

executing each concurrent process in the one or more concurrent processes based on

the order of operation rules for the target program.

2. The method of claim 1 wherein the order of operation rules for the target program

comprises state rules for the one or more concurrent processes.

3. The method of claim 2, wherein the target program further comprises state identifiers
for the one or more concurrent processes, and wherein executing each concurrent process in
the one or more concurrent processes based on the order of operation rules for the target
program comprises executing each concurrent process in the one or more concurrent

processes based on the state rules and the state identifiers.

4, The method of claim 2 wheren the state rules for the one or more concurrent

processes comprise rules to hold, continue, or delay concurrent processes.

5. The method of claim 1 further comprising receiving user input to generate the
scheduler program.
6. The method of claim 1 wherein executing the scheduler program comprises initiating

a thread for the scheduler program.

7. The method of claim 1 wherein executing the scheduler program comprises executing

the scheduler program in response to initiating the execution of the target program.

14
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g. The method of claim 7 wherein executing the scheduler program in response to
mitiating the execution of the target program comprises:
identifying a call from the target program to execute the scheduler program; and

in response to the call, executing the scheduler program.

9. The method of claim 8 farther comprising:
in response to identifying the call, holding execution of the target program; and
in response to executing the scheduler program, continuing execution of the scheduler

programn,

10.  An apparatus to perform testing of race conditions in a target program, the apparatus
comprising:
one or more computer readable media; and
processing instructions stored on the one or more computer readable media that, when
executed by a processing system, direct the processing sysiem to:
execute a scheduler program, the scheduler program comprising order of
operation rules for the target program based on the race conditions in the target program;
nitiate execution of the target program, wherein the target program comprises
one O more concurrent processes; and
execute each concurrent process in the one or more concurrent processes

based on the order of operation rules for the target program.

11.  The apparatus of claim 10, wherein the order of operation rules for the target program

comprises state rules for the one or more concurrent processes.

12. The apparatus of claim 11, wherein the target program further comprises state
identifiers for the one or more concurrent processes, and wherein the processing instructions
to execute each concurrent process in the one or more concurrent processes based on the
order of operation rules for the target program direct the computing system to execute each
concurrent process in the one or more concurrent processes based on the state roles and the

state identifiers.

13, The apparatus of claim 11, wherein the state rules for the one or more concurrent

processes comprise rules to hold, continue, or delay concurrent processes.

15
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14.  The apparatus of claim 10, wherein the processing instructions further direct the

computing system to receive user input to generate the scheduler program.

15.  The apparatus of claim 10, wherein the processing instructions to execute the

scheduler program direct the processing system to inttiate a thread for the scheduler program.
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