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PUBLISH-SUBSCRIBE BROKER NETWORK OVERLAY SYSTEM

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is a continuation-in-part of and claims the benefit of U.S. patent
application serial number 16/191,794 (APNS-0012-U01) filed November 15, 2018.

[0002] U.S. patent application serial number 16/191,794 claims priority to U.S. provisional
patent application serial no. 62/614,625 (APNS-0012-P01), filed January 8, 2018 and U.S.
provisional patent application serial no. 62/619,241 (APNS-0012-P02), filed January 19,
2018.

[0003] Each of the above applications is incorporated herein by reference in its entirety.

BACKGROUND

[0004] This disclosure relates to network connectivity of computerized devices, and in
particular, to enhancing efficiency and security, such as for an Internet of Things (IoT)
system, by providing an improved communication network.

[0005] The Internet of Things (IoT) is the term given to a group of devices and applications
interconnected by a network that is designed to handle the data communications needs of a
large number (i.e., sometimes billions) of devices. The devices may incorporate sensors and
the applications may include those for performing monitoring and control functions for a
large set of distributed sensors. The number of sensors may be very large, including up to
tens of thousands, millions, or billions of sensors. Such a distributed sensor system generates
critical networking problems for a network through which the sensors communicate their data
to program applications that process their data and that maintain the correct operation of the
sensors. Problems may also arise for the host computers that run the applications that receive
sensor data and that manage the set of sensors. For example, a management application may
need to communicate with the large number of sensors to provision them with operational
parameters, or to collect performance information that is sent periodically by each sensor.
The large number of sensors may also need to send the data that they collect to one or more
sensor data processing applications. Meanwhile, each of the large number of sensors may
need to communicate periodic messages to a monitoring application that informs the overall
system that each sensor is still in operation. The period of these monitoring messages may be
short if it is important to detect quickly the failure of any sensor. Such a distributed sensor

system may have various shortcomings. Traditional socket connections between each sensor
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and sensor processing applications require a large number of such connections, with attendant
cost and security issues.

[0006] To avoid this issue, a distributed sensor system may resort to using multicast IP
networking. In this arrangement, all the components join a multicast group, using a multicast
IP address. In such a case, a sensor data processing application joins a multicast group to
which all the sensors are joined to send their data. This arrangement reduces to one the
number of sockets that need to be opened by the sensor data processing application.
However, it is difficult to provide security on data transmissions that involve using the
mechanics of multicast [P networking. Moreover, the impact on the network carrying the
sensor data is severe and may not be supportable. Whenever a sensor sends its data on the
multicast group IP address, the network carries the data not only to the sensor data processing
application that is the target of the message, but also to each of the other sensors that are
likewise joined to that multicast [P address. Every message sent by any one sensor is
therefore carried by the network to tens of thousands, or to millions, of other destinations that
are not interested in processing that data. When a large number of sensors send their data
nearly concurrently, the network may easily become overloaded. At the very least, the
network is busy carrying packets unnecessarily to endpoints that do not need to process the
messages. The issue highlighted here may be important for distributed IoT systems that
involve a large number of sensors. For example, if one million sensors each send one packet
through a network using multicast [P networking, each such packet is carried to all one
million sensors as well as to the smaller number of applications that actually need to receive
that data. For one million messages sent by the sensors, the network carries the messages to
1072 destinations.

[0007] This description illustrates that using traditional IP networking to handle the
communications needs of distributed [oT systems involving large numbers of sensors may
prove to be too expensive and may perform poorly. Therefore, a solution is needed to
overcome these issues, such as by using an enhanced version of publish-subscribe
networking.

[0008] Wireless networks are deployed ubiquitously across the globe, with each new
standardized air interface supplying ever-higher data rates to users. However, the popularity
of data applications, and especially of video applications, is becoming so great that even the
high data rates and increased capacity offered by 3G and 4G networks do not meet the current
and expected demands for bandwidth. Several factors combine to make it difficult to meet

these user demands. One is the air interface itself. New standards such as 3GPP (Third
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Generation Partnership Project) LTE (Long Term Evolution), offer the possibility of
providing user data rates of up to 10 Mbps, 20 Mbps, or even higher. However, because of
the way users are generally distributed across the coverage area of a transmitting Cell, an
average Cell throughput of around 13 Mbps may be expected. This is not enough to supply
video services to more than a handful of users. Hence, it is necessary to improve the
utilization of the LTE air interface. Furthermore, inter-cell interference caused by the overlap
of RF signals between transmitting Cells reduces the data rates and capacities that may be
provided to users who are located in the boundaries between Cells. Any method of reducing,
or eliminating, this inter-cell interference will improve the system capacity and throughput,
and offer improved quality of service to these users. Another factor is the over-utilization of
the back-haul facility that connects an LTE Base Station (eNB) to the Enhanced Packet Core
(EPC) network. Facilities that operate at one Gbps may not be deployed to reach all base
stations, and hence, a moderate number of users of video applications may easily use so much
back haul bandwidth that other services cannot be provided to the remaining users. Another
factor is the way in which servers are deployed to bring services to wireless users. These
servers are external to the wireless network, and may be located at great distances from the
user access point in the wireless network. Long packet transit delays (latency) between the
service program that runs on the server and the user access point in the wireless network may
result in a poor user experience in using the service.

[0009] The US Government needs to take advantage of the plethora of new user devices
being produced to run on new wireless networks like LTE. It is becoming less attractive for
the Government to use proprietary systems for their wireless communications needs. The
expense involved in acquiring new spectrum, and the coincidence of needs of US
Government users and of general users, suggest that a standard LTE network be used
concurrently by both types of users. In this shared system, during an emergency, it is
necessary for the Government to be able to implement prioritized access for authorized
government use of the network, or of a part of the network, necessarily excluding use for
non-government purposes when capacity is exhausted. This behavior may not be available in
today’s wireless networks to the degree required by the government. Furthermore,
government and commercial applications are more and more using sensors of all types to
gather information. A wireless network that has the ability to acquire, process, store, and
redistribute the sensor data efficiently and quickly is not available. Also, during military
operations, or during emergencies, the ad hoc deployment of an LTE wireless network may

be the best way to provide wireless service to emergency responders, to US armed forces, or
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to the general public. An ad hoc network may use airborne base stations that are deployed
above the disaster area, or area of operation. In the case of an airborne ad hoc network
deployment (or of other deployments involving mobile base stations), the network must be
kept running as the airborne, or mobile, base stations need to be taken out of service because

of low fuel or power, or because of loss of the airborne, or mobile, vehicle.

SUMMARY

[0010] In embodiments, a system may comprise a plurality of distributed sensor devices for
gathering sensor data, one or more sensor processing applications in communication with the
plurality of sensor devices, and a communication network to which the plurality of sensor
devices and the one or more sensor processing applications are connected. Each of the one or
more sensor processing applications may be enabled to receive sensor data and to perform at
least one function from a set of functions including storing, processing, and redistributing
sensor data or processed sensor data, The communication network may comprise a publish-
subscribe broker network including one or more brokers each adapted to provide publish-
subscribe broker services for entities including the plurality of sensor devices and the one or
more sensor processing applications. An authorized subscriber entity connected to the
publish-subscribe broker network via a broker of the one or more brokers is enabled to
receive data on a specific identified channel by subscribing to the specific identified channel,
and wherein data received via the specific identified channel is data that is published on the
specific identified channel by an authorized publisher entity connected to the publish-
subscribe broker network. The publish-subscribe broker network is adapted to route packets
of sensor data, on behalf of a sensor device that is authorized to publish its sensor data, to
those ones of the one or more sensor processing applications which are authorized
subscribers to the sensor data.

[0011] The system may include one or more sensor management applications in
communication with the plurality of sensor devices through the communication network,
wherein each of the one or more sensor processing applications may be enabled to perform at
least one function from a set of functions including configuring, provisioning, monitoring
behavior of, providing a software update to, and collecting performance data from the
plurality of sensor devices. Each of the one or more sensor management applications is
connected to the communication network via a corresponding broker of the one or more
brokers and is adapted to serve as at least one of an authorized subscriber entity and an

authorized publisher entity for communication channels used by the plurality of sensor
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devices, the one or more sensor processing applications, and the one or more sensor
management applications.

[0012] In embodiments, the publish-subscribe broker network may be adapted to route
packets of sensor management data, on behalf of a sensor management application that is
authorized to publish sensor management data, to those sensor devices of the plurality of
sensor devices which are authorized subscribers to the sensor management data. The publish-
subscribe broker network may minimize an amount of network traffic generated by the one or
more sensor management applications by routing packets of sensor management data only to
the plurality of sensor devices allowed to subscribe to the sensor management data. The
publish-subscribe broker network may minimize an amount of network traffic generated by
the plurality of sensor devices by routing packets of sensor data only to a plurality of entities
allowed to subscribe to the sensor data. In embodiments, a number of sensor devices may
exceed 10,000, 100,000, or 1,000,000 devices. A service application that is connected to the
publish-subscribe broker network may be adapted to provide to an authorized entity
connecting to the publish-subscribe broker network an IP address and a port number of a
corresponding broker of the one or more brokers closest to a physical location of the
authorized entity. A single connection between an authorized entity and a broker in the
publish-subscribe broker network may be used to send and receive data between the
authorized entity and other authorized entities. A secure point to point channel may be
established between a first authorized entity and a second authorized entity, wherein both the
first and the second authorized entities are connected to the publish-subscribe broker
network, and the secure channel is made known to the one or more brokers.

[0013] A secure multi-party channel may be established between multiple entities connected
to the publish-subscribe broker network, with a prescribed set of authorized publishers and a
prescribed set of authorized subscribers for the secure multi-party channel. The secure multi-
party channel may be made known to the one or more brokers. The prescribed set of
authorized publishers for the secure multi-party channel may include those entities that are
authorized to publish on the secure multi-party channel via an original secure channel
registration or via an authorized update to the secure channel registration. The prescribed set
of authorized subscribers on the secure multi-party channel may include those entities that are
authorized to subscribe on the secure multi-party channel via an original secure channel
registration or via an authorized update to the secure channel registration.

[0014] A secure multi-party channel may be established between multiple entities connected

to the publish-subscribe broker network, wherein all of the multiple entities are allowed to
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publish on the secure multi-party channel and all of the multiple entities are allowed to
subscribe on the secure multi-party channel. Each broker in the publish-subscribe broker
network may perform a guardian function to ensure those entities seeking to connect to the
publish-subscribe broker network have proper credentials required to connect, and those
entities seeking to publish on a corresponding channel and those entities seeking to subscribe
on that corresponding channel have proper credentials required to publish or subscribe. The
proper credentials may include one or more of the following: secret information, a physical
attribute, presentation of an X.509 certificate signed by an acceptable certificate authority,
and information within such a certificate. If improper credentials are presented by an entity
attempting to connect to a broker, that entity may be prevented from accessing the publish-
subscribe broker network. Each broker may act as a guardian for allowing an entity to publish
data on specific secure channels, and wherein packets sent on a secured channel by an
unauthorized entity may be dropped by the corresponding broker. When a broker detects a
specified number of attempts by a non-authorized entity to publish data on a secured channel,
the corresponding broker may send a security alert to a security management system, wherein
the security alert includes identifying information associated with the non-authorized entity.
A broker may only deliver data packets on a secure channel to those entities that have
authorized subscriber rights on that channel. A secure multi-party channel may be established
in the publish-subscribe broker network with a subset of entities allowed to publish thereon
and has a subset of entities allowed to subscribe to that channel. For sending purposes, the
secure multi-party channel may not be accessible to endpoints other than the plurality of
sensor devices and applications authorized for publishing on the secure multi-party channel.
For receiving purposes, the secure multi-party channel may be inaccessible to entities other
than the plurality of sensor devices and processing applications authorized for subscribing to
receive on the secure multi-party channel.

[0015] In embodiments, the system may include one or more sensor management
applications in communication with the plurality of sensor devices through the
communication network, wherein each of the one or more sensor processing applications is
enabled to perform at least one function from a set of functions including configuring,
provisioning, monitoring behavior of, providing a software update to, and collecting
performance data from the plurality of sensor devices, wherein each of the one or more
sensor management applications is connected to the communication network via a
corresponding broker of the one or more brokers and is adapted to serve as at least one of an

authorized subscriber entity and an authorized publisher entity for communication channels
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used by the plurality of sensor devices, the one or more sensor processing applications, and
the one or more sensor management application. The publish-subscribe broker network may
be adapted to route packets of sensor management data, on behalf of a sensor management
application that is authorized to publish sensor management data, to those sensor devices of
the plurality of sensor devices which are authorized subscribers to the sensor management
data, and wherein for sending data, the secure multi-party channel is not accessible to entities
other than the one or more sensor management applications that are authorized for publishing
sensor management data.

[0016] The secure multi-party channel may be inaccessible to entities other than the plurality
of sensor devices for subscribing to receive sensor management data. A broker may be
enabled to identify a potential denial of service attack by a connected device and may be
enabled to drop packets sent in a predetermined time period from the connected device or
disconnect the connected device from the publish-subscribe broker network. A broker may be
enabled to identify a potential denial of service attack by a connected device by monitoring a
rate at which packets are sent on channels with a specific name structure, or by recognizing a
channel name as being one of a set of provisioned channel names. When a broker identifies a
potential denial of service attack, the broker may report to a security management entity.
[0017] In embodiments, the system may include a key management center and a secure
multi-party channel may be established between multiple entities connected to the publish-
subscribe broker network, with a prescribed set of authorized publishers and a prescribed set
of authorized subscribers for the secure multi-party channel. The secure multi-party channel
may be made known to the one or more brokers, and the publish-subscribe broker network
may be established with one or more secure multi-party channels in which the one or more
brokers constitutes the set of authorized subscribers, and a set of entities associated with the
key management center constitutes the set of authorized publishers, and wherein the channel,
or set of channels, is used to convey to the one or more brokers an identifier associated with
the secure multi-party channel.

[0018] In embodiments, a system includes a publish-subscribe broker network comprising
one or more publish-subscribe brokers, wherein each of the one or more publish-subscribe
brokers executes on a respective host computer embedded within a respective network. Each
of the one or more publish-subscribe brokers is reachable by an entity for the purpose of
making a connection via a transport network that is enabled to transport IP packets within the
one or more respective networks in which the one or more host computers are embedded,

such that the publish-subscribe broker network overlays the transport network. Each publish-
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subscribe broker may be enabled to provide routing and security functions to endpoints that
connect to the publish-subscribe broker network, wherein the publish-subscribe broker
routing and security functions comprise an ability to route packets of data, on behalf of an
endpoint that is authorized to publish its data on a specific channel of the publish-subscribe
broker network, to those endpoints that are connected to the publish-subscribe broker
network and are authorized to subscribe to the specific channel and receive the published
data.

[0019] In embodiments, the transport network may include one or more of a set of Internet
routers, an MPLS network, or a radio network that carries Internet traffic, such that the
publish-subscribe broker network overlays the Internet. The transport network may include
one or more of a set of routers, an MPLS network, or a radio network, which carries IP traffic
in a wireless network that routes IP packets, such that the publish-subscribe broker network
overlays one or more types of wireless networks. The wireless network may include one or
more of a Wi-Fi network, an LTE network, and a 5G network. The publish-subscribe broker
network may overlay two or more different types of networks concurrently.

[0020] In embodiments, each entity that uses the publish-subscribe broker network may
connect to a respective one of the one or more publish-subscribe brokers, instead of
connecting directly to an endpoint with which the entity communicates, such that an [P
address of an endpoint publishing a packet and an IP address of a subscribing endpoint to the
packet are not together in a same packet as the packet traverses the publish-subscribe broker
network from the publishing endpoint to the subscribing endpoint. A hacker may be unable
to determine both the publishing endpoint and a subscribing endpoint from the packet. If a
server application is connected to the publish-subscribe broker network and provides no
socket or other access from another network, the server application may not be reachable via
standard IP networking using a public network.

[0021] In embodiments, an endpoint must connect to a publish-subscribe broker in the
publish-subscribe broker network in order to communicate with the server application. An
endpoint desiring communication with the server application must possess secret knowledge
required to pass an initial challenge to gain access to a publish-subscribe broker in the
publish-subscribe broker network. The secret knowledge may be embedded in software in a
device of the endpoint, such that the secret knowledge is not known by a user and cannot be
revealed in a phishing attack.

[0022] As an endpoint attempts to connect to a publish-subscribe broker in the publish-

subscribe broker network, the publish-subscribe broker may present a second challenge to a
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user of a device of the endpoint, wherein passing the second challenge requires secret
knowledge known to the user or biological data associated with the user.

[0023] In embodiments, a phishing attack may be unsuccessful, because an entity with
phished or stolen credentials for the server application is unable to access the server
application. An entity that is connected to a publish-subscribe broker in the publish-subscribe
broker network may be able to connect to a server application that is not directly connected to
the broker network by connecting via a proxy application that is connected to a publish-
subscribe broker in the publish-subscribe broker network, The proxy application may have
an appearance on a network on which the server application appears and may be used to
connect to the server application on behalf of the entity and transfer packets between the
entity and the server application.

[0024] A server application that is not directly connected to the publish-subscribe broker
network may be hidden from general Internet access if the server application has an
appearance only on a private I[P network. A proxy application may have an appearance on
the private [P network and a connection to a publish-subscribe broker in the publish-
subscribe broker network, thereby allowing only entities connected to the publish-subscribe
broker network to access the server application. The server application may be replicated on
more than one host machine to create multiple server application instances, and wherein each
of the server application instances may have an appearance only on the private IP network, so
a distributed server application comprising the server application instances is hidden from
general Internet access.

[0025] In embodiments, before connecting to the publish-subscribe broker network, device
software for a connecting entity may be enabled to obtain a set of [P address and port number
values that correspond to a set of publish-subscribe brokers in the publish-subscribe broker
network to allow the connecting entity to connect to any of the publish-subscribe brokers in
the set of publish-subscribe brokers. If a connecting entity detects that it has become
disconnected from a publish-subscribe broker to which the connecting entity has been
connected, but wherein a connection to the underlying transport network is maintained, the
connecting entity may select a next publish-subscribe broker from the set of publish-
subscribe brokers and may connect to the next publish-subscribe broker. Each publish-
subscribe broker in the publish-subscribe broker network may be adapted to detect a Denial
of Service attack on itself by monitoring whether a number of connection attempts to the
publish-subscribe broker per unit time exceeds a first provisioned value or whether a number

of connection attempts to the publish-subscribe broker per unit time that fail a challenge test
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exceeds a second provisioned value. When a publish-subscribe broker detects a Denial of
Service attack on itself, the publish-subscribe broker may report the attack to a network
management system that operates the publish-subscribe broker network, and the publish-
subscribe broker may terminate itself, thereby disconnecting all the endpoints that are
connected to it.

[0026] In embodiments, if a network management system removes from service a publish-
subscribe broker in the publish-subscribe network, the publish-subscribe broker may
terminate itself, thereby disconnecting all endpoints that are connected to it. If an entity
detects that it has become disconnected from a publish-subscribe broker to which the entity
has been connected, but a connection to the underlying transport network is maintained, the
entity may select a next publish-subscribe broker from a list of the publish-subscribe brokers
in the publish-subscribe brokers in the network, wherein the list includes IP address and port
number information for each publish-subscribe broker, and connects to the next broker on the
list. The disconnected entity may be enabled to use a session and packet recovery mechanism
provided by the publish-subscribe broker network to recover any packets that may have been
sent to the entity but not received while the entity is in transition between publish-subscribe
brokers.

[0027] In embodiments, an application entity that connects to a publish-subscribe broker in
the publish-subscribe broker network may be able to manage a plurality of communications
channels that are used for a particular multi-party service supported by the publish-subscribe
broker. The application entity may be enabled to perform one or more of the following
management tasks: specify a unique name for the particular multi-party service, specify
identifiers of the communications channels to be used in the multi-party service, specify
which entities may join the multi-party service, specify which entities are barred from joining
the multi-party service, specify whether the plurality of communications channels are to be
clear-text or secured, specify which entities allowed to send on a secured channel of the
plurality of communications channels, specify which entities allowed to receive on a secured
channel of the plurality of channels, specify a time of expiration of a cipher key used to
encrypt and decrypt messages on a secured channel of the plurality of channels, specify a
maximum number of messages that should be queued, specify a time duration for which
messages are queued for a particular channel of the plurality of channels to provide replay of
the messages to entities that are unable to receive the messages when originally sent, and
specify a pacing value to use while replaying messages. The application entity that manages

the plurality of communications channels used in the particular multi-party service may be
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enabled to change, in real-time, properties assigned to the plurality of communications
channels used in the multi-party service. An unauthorized endpoint may be unable to send on
or to receive on any secure channel that is part of a secure multi-party service.

[0028] An unauthorized endpoint may be unable to send on or to receive on any secure
channel that is used in a point-to-point-secure (PTPS) communication. Each publish-
subscribe broker in the publish-subscribe broker network may be provisioned with a set of
one or more policies that are used to protect the publish-subscribe broker network from mis-
behaving endpoints. Each publish-subscribe broker may monitor actions of its connected
endpoints to determine if any of them are violating any of the provisioned set of one or more
policies. If an endpoint violates a policy, then the publish-subscribe broker may act in
accordance with a policy specification for the policy which includes reporting the endpoint to
a network management system and disconnecting the endpoint from the publish-subscribe
broker network. Each publish-subscribe broker in the publish-subscribe broker network may
be provisioned with a policy that requires the publish-subscribe broker to validate that a
connecting endpoint has up-to-date security software. Each publish-subscribe broker in the
publish-subscribe broker network may be provisioned with a policy to protect against a theft
of sensitive data from applications that are connected to the publish-subscribe broker network
and which store and deliver the sensitive data to authorized endpoints that are connected to
the publish-subscribe broker network. Each publish-subscribe broker in the publish-subscribe
broker network may be provisioned with a policy that contains a unique identifier of a
respective channel that is used to convey a particular application’s sensitive data to an
endpoint, and wherein each publish-subscribe broker is able to monitor a data rate or a
number of messages per unit time extracted from the publish-subscribe network over the
channel and report and disconnect the endpoint, or otherwise act on the endpoint in
accordance with the policy if the data rate or number of message per unit time extracted from
the publish-subscribe network exceeds a value specified in the policy. A network
management system may be able to receive reports from any publish-subscribe broker in the
publish-subscribe broker network regarding mis-behavior of endpoints, and take an action,
wherein an action includes one of displaying an identified mis-behavior to a human
administrator, causing the endpoint to be disconnected, and revoking a certificate of a mis-
behaving endpoint.

[0029] Ordinarily, a mobile cellular device (e.g., a cell phone) accessing a service though an
application server (e.g., streaming a video to the cell phone) via an access node incurs

communication latency associated with traversal across a communication network to the
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application server. In embodiments, a centralized server (the ‘centralized optimization
server’) is deployed in a central location amongst a plurality of access nodes, and thus
reduces the time-latency for applications being run from the mobile device. Further, by
placing additional local optimization servers at the access nodes, application functionality
may be optionally transferred from the centralized optimization server to the local
optimization server, such as in instances where a number of mobile devices are requesting the
same data via their access through the same access node. In embodiments, this may move the
service source to the local optimization server and eliminate, or minimize, the utilization of
the communication network, thereby lowering latency for applications, and increasing the
bandwidth available on the communication network for other services. In embodiments, the
access node may be part of a LTE wireless communication network, a 3G wireless
communication network, a WiFi wireless communication network, a cable network, an
Ethernet network, or any wireless or wired communication network that deploys nodes
providing local user access and a centralized point of packet routing or processing.

[0030] In embodiments, a method and system may comprise a local optimization server,
which is a host computer, connected to a communication network and adapted for association
with at least one wireless RF access node and adapted to provide services to a plurality of
mobile devices that communicate with the RF access node in a coverage area, wherein the
connectivity between the local optimization server and the communication network permit a
data packet to flow either (a) between the at least one access node and the communication
network without traversing the local optimization server, (b) between the local optimization
server and the communication network, or {(c) between the at least one access node and the
local optimization server; a centralized optimization server associated with the
communication network and adapted to (a) provide services to mobile devices and (b)
transfer the provision of said services to the local optimization server of the at least one
wireless RF access node; and a wireless control facility communicatively connected with the
centralized optimization server and a plurality of wireless RF access nodes, wherein the
wireless control facility maintains a centralized communications facility for mobile devices in
RF communication with the plurality of wireless RF access nodes. In embodiments, the at
least one wireless RF access node may be one of the plurality of wireless RF access nodes.
The centralized optimization server may be associated with a packet data network gateway
(PGW) of an LTE wireless network, such as on the packet data network side of the PGW.
[0031] In embodiments, a system comprises a plurality of distributed sensor devices for

gathering sensor data and one or more sensor processing applications in communication with
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the one or more sensor devices. Each of the one or more sensor processing applications is
enabled to receive sensor data and to perform at least one function from the set of functions
including storing, processing, and redistributing sensor data or processed sensor data. A
communication network is connected to the plurality of sensor devices and the one or more
sensor processing application and includes a publish-subscribe broker network including one
or more brokers each adapted to provide publish-subscribe broker services for entities
including the plurality of sensor devices and the one or more sensor processing applications.
An authorized subscriber entity connected to the publish-subscribe broker network via a
broker of the one or more brokers is enabled to receive data on a specific identified channel
by subscribing to the specific identified channel, and data received via the specific identified
channel is data that is published on the specific identified channel by an authorized publisher
entity connected to the publish-subscribe broker network. The publish-subscribe broker
network is adapted to route packets of sensor data, on behalf of a sensor device that is
authorized to publish its sensor data, to those ones of the one or more sensor processing
applications which are authorized subscribers to the sensor data.

[0032] In embodiments, the system further comprises one or more sensor management
applications in communication with the plurality of sensor devices through the
communication network. Each of the one or more sensor processing applications is enabled to
perform at least one function from the set of functions including configuring, provisioning,
monitoring behavior of, providing a software update to, and collecting performance data from
the plurality of sensor devices, and each of the one or more sensor management applications
is connected to the communication network via a corresponding broker of the one or more
brokers and is adapted to serve as at least one of an authorized subscriber entity and an
authorized publisher entity for communications channels used by the plurality of sensor
devices, the one or more sensor processing applications, and the one or more sensor
management applications.

[0033] In embodiments, the publish-subscribe broker network is adapted to route packets of
sensor management data, on behalf of a sensor management application that is authorized to
publish sensor management data, to those sensor devices of the plurality of sensor devices
which are authorized subscribers to the sensor management data. The publish-subscribe
broker network acts to minimizes an amount of network traffic generated by the one or more
sensor management applications by routing packets of sensor management data only to the
plurality of sensor devices allowed to subscribe to the management data. The publish-

subscribe broker network minimizes an amount of network traffic generated by the plurality
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of sensor devices by routing packets of sensor data only to the plurality of entities allowed to
subscribe to the sensor data. The number of sensor devices can be quite large, exceeding
10,000, 100,000, or 1,000,000 sensor devices.

[0034] In embodiments, a service application is connected to the publish-subscribe broker
network and is adapted to provide to an authorized entity connecting to the publish-subscribe
broker network an IP address and a port number of a corresponding broker of the one or more
brokers closest to a physical location of the authorized entity. A single connection between an
authorized entity and a broker in the publish-subscribe broker network is used to send and
receive data between the authorized entity and other authorized entities. A secure point to
point channel is established between a first authorized entity and a second authorized entity,
wherein both the first and the second authorized entities are connected to the publish-
subscribe broker network, and the secure channel is made known to the one or more brokers.
A secure multi-party channel is established between multiple entities connected to the
publish-subscribe broker network, with a prescribed set of authorized publishers and a
prescribed set of authorized subscribers for the secure multi-party channel, and wherein the
secure multi-party channel is made known to the one or more brokers.

[0035] In embodiments, the prescribed set of authorized publishers for the secure multi-party
channel includes those entities that are authorized to publish on the secure multi-party
channel via an original secure channel registration or via an authorized update to the secure
channel registration.

[0036] In embodiments, the prescribed set of authorized subscribers on the secure multi-party
channel includes those entities that are authorized to subscribe on the secure multi-party
channel via an original secure channel registration or via an authorized update to the secure
channel registration.

[0037] In embodiments, a secure multi-party channel is established between multiple entities
connected to the publish-subscribe broker network, wherein all of the multiple entities are
allowed to publish on the secure multi-party channel and all of the multiple entities are
allowed to subscribe on the secure multi-party channel.

[0038] In embodiments, each broker in the publish-subscribe broker network performs a
guardian function to ensure those entities seeking to connect to the broker network, those
entities seeking to publish on a corresponding channel, and those entities seeking to subscribe
on that corresponding channel have proper credentials. The proper credentials may include
one or more of the following: secret information, a physical attribute, presentation of an

X.509 certificate signed by an acceptable certificate authority, and information within such a
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certificate. If improper credentials presented by an entity attempting to connect to a broker,
that entity may be prevented from accessing the network.

[0039] In embodiments, each broker may act as a guardian for allowing an entity to publish
data on specific secure channels, and packets sent on a secured channel by an unauthorized
entity may be dropped by the corresponding broker.

[0040] In embodiments, when a broker detects a specified number of attempts by a non-
authorized entity to publish data on a secured channel, the corresponding broker may send a
security alert to a security management system, wherein the security alert includes identifying
information associated with the non-authorized entity. A broker may only deliver data
packets on a secure channel to those entities that have authorized subscriber rights on that
channel. A secure multi-party channel established in the publish-subscribe broker network
may have a subset of entities allowed to publish thereon and a subset of entities allowed to
subscribe to that channel. For sending purposes, the secure multi-party channel may not be
accessible to entities other than the plurality of sensor devices and applications authorized for
publishing on the secure multi-party channel. For receiving purposes, the secure multi-party
channel may not be accessible to entities other than the one or more sensor devices and
processing applications authorized for subscribing to receive on the secure multi-party
channel.

[0041] In embodiments, for the purpose of sending data, the secure multi-party channel may
not be accessible to entities other than the one or more sensor management applications that
are authorized for publishing sensor management data. The secure multi-party channel may
not be accessible to entities other than the plurality of sensor devices for subscribing to
receive sensor management data. A broker may be enabled to identify a potential denial of
service attack by a connected device, and may be enabled to drop packets sent in a
predetermined time period from the connected device, or disconnect the connected device
from the publish-subscribe broker network.

[0042] In embodiments, a broker may be enabled to identify a potential denial of service
attack by a connected device by monitoring a rate at which packets are sent on channels with
a specific name structure, or by recognizing the channel name as being one of a set of
provisioned channel names. A broker may identify a potential denial of service attack and
report to a security management entity.

[0043] In embodiments, the system includes a key management center, wherein a secure
multi-party channel is established between multiple entities connected to the publish-

subscribe broker network, with a prescribed set of authorized publishers and a prescribed set
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of authorized subscribers for the secure multi-party channel, and wherein the secure multi-
party channel is made known to the one or more brokers, and the publish-subscribe broker
network is established with one or more secure multi-party channels in which the one or more
brokers constitutes the set of authorized subscribers, and a set of entities associated with the
key management center constitutes the set of authorized publishers, and wherein the channel,
or set of channels, is used to convey to the one or more brokers the identifier associated with

the secure multi-party channel.

BRIEF DESCRIPTION OF THE FIGURES

[0044] The disclosure and the following detailed description of certain embodiments thereof
may be understood by reference to the following figures:

[0045] Fig. 1 depicts an embodiment typical deployment of LTE network elements.

[0046] Fig. 2 depicts adding optimization servers to the LTE network.

[0047] Fig. 3 depicts redirecting a UE bearer at the eNB.

[0048] Fig. 4 depicts redirecting a dedicated bearer at an eNB.

[0049] Fig. 5 depicts a high-level view of LTE handover processing.

[0050] Fig. 6 depicts integrating a change of the optimization server during LTE handover
processing.

[0051] Fig. 7 depicts an embodiment of an airborne eNB deployment.

[0052] Fig. 8 depicts replacing an airborne eNB without loss of service to UEs.

[0053] Fig. 9 depicts an example embodiment where cell coverage area is scanned with 16
RF beams every 4 msec.

[0054] Fig. 10 depicts an embodiment LTE TDD uplink/downlink configuration.

[0055] Fig. 11 depicts an example embodiment illustrating a 4 msec beam rotation in an FDD
system to support H-ARQ operation.

[0056] Fig. 12 depicts an example embodiment of a delivery of a real-time event service to
six wireless users.

[0057] Fig. 13 illustrates an embodiment of the publish- subscribe broker architecture.
[0058] Fig. 14 depicts an example embodiment of a deployment of P/S brokers in the APN
optimization server architecture.

[0059] Fig. 15 depicts a real-time event service using the P/S broker architecture and APN
bearer redirection.

[0060] Fig. 16 depicts a keep-alive message interaction for service instance state monitoring.
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[0061] Fig. 17 depicts an embodiment deployment of a streaming movie delivery service on
the APN optimization servers.

[0062] Fig. 18 depicts an example embodiment for finding the closest SMD service instance
and delivery movie streams to UE.

[0063] Fig. 19 depicts an example embodiment for streaming a movie delivery when
download from a central store is required.

[0064] Fig. 20 depicts an example embodiment for detaching roaming UEs when a cell is
restricted for government use.

[0065] Fig. 21 depicts elements and interfaces to implement dual use capabilities in an LTE
network.

[0066] Fig. 22 depicts an embodiment UE application for biometric testing.

[0067] Fig. 23 depicts an initial phase of automated UE detachment from a cell with CB-for-
GU enabled: detach roamers.

[0068] Fig. 24 depicts an example embodiment for automatically detaching low priority UEs
from a barred cell.

[0069] Fig. 25 depicts an example embodiment including biometric testing when cell barring
is first enabled.

[0070] Fig. 26 depicts an example embodiment for initial attach processing when a UE
accesses a cell that may have CB-for-GU enabled.

[0071] Fig. 27 illustrates an embodiment for modification of a network triggered service
request in a dual use network.

[0072] Fig. 28 depicts an example embodiment for a processing addition to the LTE service
request procedure in a dual use network.

[0073] Fig. 29 depicts an example embodiment addition to the X2 handover procedure in a
dual use network.

[0074] Fig. 30 depicts an example embodiment addition to the S1 handover procedure in a
dual use network.

[0075] Fig. 31 depicts an example deployment of conferencing functions on the optimization
servers in the APN LTE wireless network.

[0076] Fig. 32 depicts an embodiment for an ad-hoc network deployment for an emergency
action scenario.

[0077] Fig. 33 depicts a functional view of an embodiment emergency action service

architecture involving sensor processing.
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[0078] Fig. 34 depicts an embodiment deployment view of an emergency action service
architecture involving sensor processing.

[0079] Fig. 35 depicts an embodiment for starting an emergency action multimedia
conference.

[0080] Fig. 36 depicts an embodiment for participants joining a conference and joining their
sessions.

[0081] Fig. 37 depicts a fixed sensor data collection, analysis, and alarm generation and
distribution.

[0082] Fig. 38 depicts an embodiment for finding an image server instance, initiating and
using the image service in the emergency action scenario.

[0083] Fig. 39 depicts an embodiment for obtaining the UE data rate priority value and
updating the eNB with the value for the initial access case.

[0084] Fig. 40 depicts an embodiment for obtaining the UE data rate priority value and
updating the eNB with the value for the service request case.

[0085] Fig. 41 depicts an embodiment for obtaining the UE data rate priority value and
updating the target eNB with the value for the handover case.

[0086] Fig. 42 depicts an embodiment for updating the UE data rate priority values when
data rate priority service is enabled at the serving cell.

[0087] Fig. 43 depicts an embodiment for updating the UE data rate priority values when
data rate priority service is disabled at the servicing call.

[0088] Fig. 44 depicts an embodiment of an architecture for collecting, transporting, and
further processing the billing data that may be collected on the APN Optimization Servers.
[0089] Fig. 45 depicts an embodiment of a message exchange that enables programs to
collect and report billing data for usage via a redirected bearer.

[0090] Fig. 46 depicts an embodiment of a message exchange that enables billing data
collection programs to learn when to stop their collecting actions when a UE goes to the
ECM-IDLE state.

[0091] Fig. 47 depicts an embodiment of a message exchange that enables billing data
collection programs to learn when to stop their collecting actions when a UE becomes
detached from the LTE Network.

[0092] Fig. 48 depicts two adjacent Cells, and shows the overlap of the RF transmissions of
each Cell into the coverage area of the other Cell, thereby illustrating the concept of Inter-

Cell Interference.
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[0093] Fig. 49 depicts a hexagonal representation of a Cell, wherein the Cell coverage area is
divided into four sets of four sub-areas (i.e., sixteen sub-areas overall), and where each sub-
area is covered by an RF beam that is generated by the Cell antenna system using Agile
Beam forming techniques.

[0094] Fig. 50 depicts the three Cells of an example base station system that employs Agile
Beam forming, and shows how the RF beam rotation pattern in each Cell may be constructed
to avoid Inter-Cell Interference at the boundaries of any Cell.

[0095] Fig. 51 depicts all the Cells that may be adjacent to a given Cell, and shows how the
RF beam rotation pattern in each Cell may be constructed to avoid Inter-Cell Interference at
the boundary of any Cell.

[0096] Fig. 52 depicts all the Cells in four base station systems that use Agile Beam forming,
and shows how the RF beam rotation pattern in each Cell may be constructed to avoid Inter-
Cell Interference at the boundary of any Cell, thereby demonstrating that Inter-Cell
Interference avoidance may be extended to all the Cells in the wireless network.

[0097] Fig. 53 depicts the baseband subsystem and the RF and antenna subsystem of an LTE
wireless base station that generates Periodically Scanning RF Beams, emphasizing the
interface between the two subsystems and the MAC layer software and the PHY layer
software that perform baseband signal processing.

[0098] Figs. 54-65 depict embodiments of various types of networks, and some with
optimization servers.

[0099] Fig. 66 depicts a message sequence diagram showing how to use a Queuing Service
application to minimize, or reduce to zero, the packet loss that may otherwise occur during a
Handover operation in an LTE network in which Optimization Servers and Publish/Subscribe
brokers provide services to users.

[00100] Fig. 67 depicts a message sequence diagram showing how to use a Queuing Service
application to minimize, or reduce to zero, the packet loss that may otherwise occur during a
time when a user moves from the coverage area of one Wi-Fi Access Point to the coverage
area of another Wi-Fi Access Point, where Optimization Servers and Publish/Subscribe
brokers provide services to users of the Wi-Fi network.

[00101] Fig. 68 depicts a message sequence diagram showing how to use a Queuing Service
application to minimize, or reduce to zero, the packet loss that may otherwise occur during a
time when a user migrates from access on a Wi-Fi network to access on an LTE network,

where Optimization Servers and Publish/Subscribe brokers provide services to users.
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[00102] Fig. 69 depicts a message sequence diagram showing how to use a Queuing Service
application to minimize, or reduce to zero, the packet loss that may otherwise occur during a
time when a user migrates from access on an LTE network to access on a Wi-Fi network,
where Optimization Servers and Publish/Subscribe brokers provide services to users.

[00103] Fig. 70 depicts a message sequence diagram showing how to use a Queuing Service
application to minimize, or reduce to zero, the packet loss that may otherwise occur during a
time when a user migrates between access points.

[00104] Fig. 71 depicts an embodiment of system components for providing an application-
based data rate priority service.

[00105] Fig. 72 depicts an embodiment of an IoT system with distributed sensors.

[00106] Fig. 73 depicts an embodiment of a public-subscribe broker network.

[00107] Fig. 74 depicts an embodiment of a public-subscribe broker network with added
security for multi-party communications channels.

[00108] Fig. 75 depicts an embodiment of a publish-subscribe broker overlay network with
security features for multi-party communications channels with an entity connected via a
proxy to a broker of the publish-subscribe broker network.

[00109] Fig. 76 depicts an embodiment of a publish-subscribe broker overlay network with
security features for multi-party communications channels with a distributed entity connected
via a proxy to a broker of the publish-subscribe broker network.

[00110] While methods and systems have been described in connection with certain preferred
embodiments, other embodiments would be understood by one of ordinary skill in the art and

are encompassed herein.

DETAILED DESCRIPTION

[00111] The following is a written description of the present disclosure, and of the manner
and process of making and using it, in such full, clear, concise, and exact terms as to enable
any person skilled in the art to which it pertains, or with which it is most nearly connected, to
make and use the same, and sets forth the best mode contemplated by the inventors of
carrying out the disclosure.

[00112] The present disclosure is related to a broadband wireless network, more specifically,
to a multi-purpose network, alternatively referred to in this disclosure as an “All Purpose
Network™ or “APN,” that is capable of implementing a large scale (e.g., national) broadband
wireless network to provide a very high wireless data capacity, and is capable of resolving all

the issues described above. The APN may combine proven leading edge commercial wireless
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design and architecture methodologies with advanced RF technologies to substantially
improve spectrum efficiency, spectrum usage, and data performance. A unique beam forming
technique may be used to improve spectrum efficiency and spectrum usage, and part of the
methods and systems disclosed herein as part of the APN network may involve orchestrating
the periodicity of the RF beams in a manner appropriate to the LTE network. Also, an
efficient algorithm for locating and tracking users within beams may be part of the present
disclosure. Furthermore, it may be noted that the interference offered to users in one Cell by
transmissions originating in an adjacent Cell typically reduce the quality of service offered to
users who are located near the boundary between the two adjacent Cells. Part of the present
disclosure describes how the use of an Agile Beam Forming System in each of the Cells in an
APN network may substantially remove inter-Cell interference without resorting to special
communications between the Cells, and without reducing the bandwidth available for use by
users located in any part of the Cell coverage area. The issues above related to service delays,
back haul utilization, and server and long haul network utilization may be resolved in the
APN network via the deployment of servers as close as possible to the wireless users,
namely, via deployments associated with the eNB (E-UTRAN Node B or Evolved Node B)
network elements, such as through providing the servers with high speed connections to the
eNB, locating the servers in proximity to the eNB, co-locating the servers with the eNB, and
the like. Such deployments may require the integration of the servers into the LTE wireless
network operation in the unique manner disclosed herein. When users are allowed to access
servers associated with the eNB elements, their bearer packets no longer flow through the
Serving Gateway (SGW) and packet data network (PDN) Gateway (PGW) elements, so part
of this disclosure shows how to preserve the collection of billing data in these cases. These
servers, when integrated into the APN wireless network, may also form the foundation of a
platform for gathering, processing, storing, and redistributing sensor data as disclosed in the
present disclosure. Furthermore, the introduction into the APN network of Publish/Subscribe
data communications, as disclosed in the present disclosure, makes it possible to implement
the APN network as a Dual Use network, where only government users may be allowed
access to portions of the network during a disaster or other emergency. The present disclosure
may also relate to the use of the Publish/Subscribe communications infrastructure of the APN
network to implement Hot-Standby services, which may play an important role in improving
network operation and in improving the user experience. The present disclosure also
addresses the issue of how to replace an airborne, or otherwise mobile, eNB base station,

while the mobile base station is in operation.
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Integrating an Optimization Server Function into the LTE Wireless Network

[00113] Fig. 1 shows an embodiment of deployment of the network elements that may
provide the LTE wireless service to users and their user equipment (UE). The eNB 102
elements may be deployed in local areas where their RF radiation can reach the UEs 104. The
Mobility Management Entity (MME) 108 and the Serving Gateway (SGW) 110 elements
may be deployed in regional locations, and handle many (e.g., hundreds) eNB 102 elements.
The MME 108 may connect to the eNB 102 elements via the LTE Back Haul network 112,
and manage the access of the UEs 104 to the LTE network, and also handle mobility of UEs
104 as they Handover their wireless network connection from one eNB Cell (antenna) to
another. The SGW 110 may connect to the eNB 102 elements via the LTE Back Haul
network 112, and provide a semi-static connection point for routing packets between the UEs
104 and their targeted Server 124 computers. While the SGW 110 may be changed during a
UE Handover procedure, in many cases, the SGW 110 may remain fixed during the
Handover operation. The SGW 110 may maintain the bearers (utilizing General packet radio
service Tunneling Protocol, also referred to as Generic Tunneling Protocol or GTP tunnels)
for a UE 104, even when the UE 104 is Idle, and not actively connected to the network. The
PDN Gateway (PGW) 114 may be generally deployed in a more centrally located data center,
and interfaces with many (e.g., hundreds) SGW 110 elements. The PGW 114 may constitute
the connection point between a UE 104 and a particular Packet Data Network 122 (e.g., the
Internet), and may not change, even though the UE 104 goes through multiple Handover
procedures as it moves around the LTE network. The Home Subscriber Server (HSS) 120
may provide a database of user subscription data. The Policy and Charging Rules Function
(PCRF) 118 may control the allowed connection patterns of each UE 104. The LTE Wireless
Network boundary thus may include the UE 104, the eNB 102, the MME 108 and SGW 110,
and the PGW 114, HSS 120, and PCRF 118. The PGW 114 may interface to a particular
packet data network 122, of which the Internet is one example.

[00114] Users typically invoke service programs on their UEs 104 and connect to computers
(servers 124) that may need to be accessed, for example, via the Internet. Packets are routed
from the UE 104 over the LTE air interface to the eNB 102, where they may be placed in a
particular GTP tunnel (called a bearer 302), and sent to the SGW 110, and then to the PGW
114, and then via the Internet 122 (or other Packet Data Network) to the Server 124 which is
their destination. Packets may then be sent from the Server 124 via the Internet 122 (or other
Packet Data Network) to the PGW 114, and then via a particular GTP tunnel (bearer 302) to
the SGW 110, eNB 102, and finally to the UE 104 over the LTE air interface.
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[00115]1t is important to note in Fig. 1 that the Server 124 computers that provide services to
wireless users are typically far away from those users and their UE 104. Hence, packets may
suffer the delays involved in traversing the Internet 122, the PGW 114 and SGW 110 network
elements, the LTE back haul network 112, as well as the eNB 102 element and the LTE air
interface. When congestion occurs at any of those points in the packet traversal path, the user
experience suffers. Furthermore, the Server computers 124 that provide services to wireless
users may be completely separate from the LTE Wireless Network and cannot collect any
data regarding the real-time state of the wireless network (e.g., the air interface utilization, the
LTE back haul utilization at a given eNB 102, or congestion in the PGW 114 and SGW 110
elements). Today’s Server computers 124 may thus be unable to alter their behavior in
response to the real-time state of the LTE Wireless Network and are therefore unable to use
real-time network data to improve the user experience in using the LTE Wireless Network
and in using the services offered by the Server computer.

[00116] The present disclosure describes an approach to resolve the issues pointed out above
through a server computer 202, 204 (which may be a collection of server computers) that is
integrated into the wireless network at one or more points and is referred to herein alternately
as an Optimization Server (OptServer), or a Priority and Optimization Processor (POP). The
Optimization Server may be designed as a platform for running programs that provide
services to UEs 104, and thus is equivalent in that respect to the server computers 124 that
connect to the wireless UE today via the Internet, or via another packet data network.

[00117] The “integration” aspect may include management via a Network Management
System that also manages the wireless network elements (e.g., the LTE wireless network
elements shown in Fig. 1), and also may include having interfaces to the wireless network
elements for the purpose of extracting real-time network data, and for the purpose of
controlling the wireless network element in delivering services to the wireless user. The real-
time network data may also be used to change the behavior of service programs that execute
on the Optimization Server 202, 204, where the changed behavior improves the user
experience. As an example, a service program that delivers streaming video to a user can use
different video encoding rates based on real-time knowledge of the ability of the air interface
to deliver a particular data rate to the UE 104. Also, the placement of the Optimization
Server 202, 204 in the wireless network may reduce the packet transit delay that the user
experiences. As will be shown below, the interface of the Optimization Server 202, 204 to the
wireless network elements may be used to minimize the delay in exchanging packets between

a server program and a UE 104.

23



WO 2020/101747 PCT/US2019/037617

[00118] An embodiment of the deployment points for the Optimization Server in the LTE
wireless network is shown in Fig. 2. One deployment point is shown to associate the
Optimization Server 202 together with the PGW 114 element, such as through providing the
Optimization Server with high speed connections to the PGW, locating the Optimization
Server in proximity to the PGW, co-locating the Optimization Server with the PGW, and the
like. Doing so places the Optimization Server 202 at the edge of the LTE wireless network,
and therefore avoids the packet transit delay that would otherwise be incurred in transiting a
packet data network like the Internet. Services such as streaming video, or real-time video,
can be better provided to many concurrent users in the region of the LTE wireless network
with this approach. Furthermore, if the PGW 114 (and Optimization Server 202) is deployed
regionally, as opposed to centrally within the country, packet delays may be further reduced.
This deployment configuration is shown in Fig. 2. Note, too, that providing services via the
Optimization Server 202 associated with the PGW 114 may still require packets to traverse
the LTE back haul network 112 to reach the wireless UE 104. Second in importance to the air
interface, the back haul network 112 is a critical resource whose utilization has to be
conserved. This point is illustrated by having a large number of users who are accessed
through the same eNB 102 element, and are all viewing a real-time video event. If all the
streaming video packets transit the back haul network, enough bandwidth may not be
available for use by other users who are accessed via that eNB 102.

[00119] The need to conserve the back haul 112 utilization may lead to the association of
Optimization Servers 204 together with the eNB elements, such as through providing the
Optimization Server with high speed connections to the eNB, locating the Optimization
Server in proximity to the eNB, co-locating the Optimization Server with the eNB, and the
like. If the service to the UE 104 (e.g., streaming a real-time video event) can be provided via
the Optimization Server 204 that is associated with the eNB 102 that serves the UE 104, then
the back haul network 112 usage may be minimized in delivering that service to the UE 104.
Also, the delay experienced by packets exchanged between the Service Access Point (i.e., the
Optimization Server 204) and the UE 104 may be minimized, because those packets only
transit the eNB 102 and the LTE air interface.

[00120] As an example, consider the task of providing a video for a real-time event to 200
users connected through the same eNB 102. Without the Optimization Server 204 associated
with the eNB 102, the Service Access Point lies beyond the wireless network, and a single
video packet stream for each UE 104 traverses the PGW 114, SGW 110, back haul network
112, eNB 102, and the LTE air interface. For 200 UEs 104 concurrently viewing this service
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through the same eNB 102, it means that 200 times the basic video rate may be consumed on
the back haul network 112. Now consider the situation when an Optimization Server 204 is
associated with the serving eNB 102. Suppose further that the Optimization Server 204 and
the UEs 104 implement the Publish/Subscribe communications paradigm described herein, so
all 200 UEs subscribe to receive the same real-time video transmission. The video data
stream is sent once from its generation point in the Internet through the LTE network, over
the back haul 112 to the Optimization Server 204 associated with the serving eNB 102. The
Publish/Subscribe software on the Optimization Server 204 then distributes the video packet
stream to each of the 200 UEs 104 that have subscribed to the service via the Optimization
Server 204.

[00121] Because of the way bearers 302 (i.e., GTP tunnels) are set up in the LTE network to
carry packets to and from UEs, there may be no clear way to connect a UE to an
Optimization Server that is associated with the eNB. Part of the present disclosure shows how
this connectivity may be established. Furthermore, when services are provided by a server
124 attached to the Internet, or by an Optimization Server 202 associated with the PGW, the
service may continue to be provided un-disrupted from the same service access point, even
though the UE moves through the LTE wireless network, and is in Handover among the eNB
102 elements in the LTE network. However, when the Service Access Point is an
Optimization Server 204 associated with an eNB 102, that access point may need to be
changed when the UE 104 goes into Handover to another eNB 102. Part of the present
disclosure shows how the Service Access Point may be switched rapidly between
Optimization Servers 204 associated with the eNB 102 elements. If the Service Access Point
switching is performed fast enough, the user experiences no disruption in the service being
provided. Before switching the Service Access Point, it may be required that the UE 104 be
connected to an Optimization Server 204 that is associated with an eNB 102 element.
[00122] Fig. 3 shows that in the LTE network, different bearers 302 may be established for
each UE 104 to connect the UE 104 with a PGW 114 element. The PGW 114 element may
provide the interface with the packet data network (e.g., the Internet 122) where the user
service computers are typically located. In embodiments, each bearer 302 is a tunnel, using a
simple GTP (Generic Tunneling Protocol) header to encapsulate the packets that are routed
through the tunnel. Packet routing into a tunnel may be accomplished at the UE 104 and at
the PGW 114 by associating the IP addresses and port numbers in the packet with the Internet
Protocol (IP) addresses and port numbers in a “Traffic Flow Template™ associated with a

bearer 302. Each bearer 302 established for a UE 104 has a different Quality of Service
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(QoS) associated with it. Up to 15 bearers 302 can be established for a single UE 104. The
first bearer 302 that is established to a given PGW 114 is called the Default Bearer 302. Any
additional bearers 302 established to that PGW 114 are called Dedicated Bearers 302.
[00123] Fig. 3 shows an embodiment where one Dedicated Bearer 302 is “redirected” to point
to an Optimization Server 204 that is associated with the eNB 102 that serves the UE 104. In
this instance, the Optimization Server 204 associated with the eNB 102 is labeled
OptServereNB 308, while the Optimization Server 202 associated with the PGW 114 is
labeled OptServerPGW 304. An application 310 on the UE 104 may communicate with the
OptServerPGW 304 by sending packets through a Default Bearer 302 that carries the packet
to the PGW 114 associated with the OptServerPGW 304. Packets may be sent from the
OptServerPGW 304 to the UE 104 by traversing the same Default Bearer 302. After the
redirection of the Dedicated Bearer 312 is accomplished, an application 310 on the UE 104
may communicate with the OptServereNB 308 by sending packets through the redirected
Dedicated Bearer 312. Packets may be sent from the OptServereNB 308 to the UE by
traversing the same redirected Dedicated Bearer 312; no back haul may need to be utilized in
the packet exchanges over the redirected bearer 312.

[00124] Redirecting a bearer 302 may not be a standard operation, so it may need to be
accomplished via an OAM-style interface (Operations, Administration, and Maintenance
interfaces) to the eNB 102. Also, note in Fig. 3 that after the Dedicated Bearer 312 is
redirected at the eNB 102, the tunnel information that previously linked the bearer to the
SGW 110 is still maintained in the eNB 102. This may be necessary to enable Handover to
occur without change to the existing Handover procedure, and to enable the fast re-direction
of the same Dedicated Bearer 312 at the target eNB during a Handover. The Dedicated
Bearer 302 may not have to be re-established after a Handover, because it is may not be
removed from the eNB 102 list of established bearers 302 when the bearer is redirected to an
OptServereNB 308.

[00125] In the architecture shown in Fig. 2 and Fig. 3, the OptServerPGW 304 may be used
as a control point for redirecting bearers 312 at the eNB 102 elements for any UE 104. Fig. 4
shows a set of message interactions that may be used to accomplish the redirection. When the
UE 104 accesses the LTE network, a Default Bearer 302 may be established to the PGW 114
associated with the OptServerPGW 304. The UE 104 may perform a Domain Name System
(DNS) query to retrieve the [P address of the OptServerPGW 304. The UE 104 may use the
Default Bearer 302 to connect to a Wireless Control Process 3902 on the OptServerPGW

304, and Registers itself with that program. The Registration information may contain the
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Cell_ID of the LTE Cell through which the UE is currently accessing the network, the Cell
Radio Network Temporary Identifier (C-RNTI), which is the parameter used in the eNB 102
to identify the UE 104, the IMSI (International Mobile Subscriber Identity) used to identify
the UE 104 in all LTE network elements except for the eNB 102, and the GUTI (Globally
Unique Temporary Identifier) used to identify the MME 108 element currently serving the
UE 102. Other parameters may be conveyed by the UE 104 to the Wireless Control Process
3902 via the Register message (e.g., the UE IP address) to facilitate the implementation of
other services, as discussed herein.

[00126] When the UE 104 Registers with the program on the OptServerPGW 304, it may
receive an acknowledgement response, which may contain a command to establish a
Dedicated Bearer linked to the currently used Default Bearer. Alternatively, the LTE network
provisioning at the PCRF (Policy and Charging Rules Function) may start the establishment
of such a Dedicated Bearer for the UE 104. The UE 104 may use the standard LTE procedure
to establish the Dedicated Bearer 302, and when this is completed, the UE 104 sends a
response to the OptServerPGW 304 that contains the IMSI (to identify the UE 104 to the
Wireless Control Process 3902) and the BearerID of the just-established bearer 302. Because
the Wireless Control Process 3902 may have the Cell_ID for the UE 104, it may determine
the ID of the eNB 102 currently serving the UE 104. Using, for example, provisioned OAM
IP addresses for the eNB 102 elements, the Wireless Control Process 3902 may send a
message to the serving eNB 102 to command it to redirect the bearer 302. The C-RNTI may
identify the UE 104 context to the eNB 104, and the BearerID may identify the UE bearer
302 that should be redirected. The server IP address tells the eNB 104 which OptServereNB
308 is the target of the redirection (so more than one Optimization Server 308 may be
associated with the eNB 102). When the eNB 102 completes the redirection operation, it may
reply to the Wireless Control Process (WCP) 3902. The Wireless Control Process 3902 next
may send a packet via the Default Bearer 302 to the UE 104 to inform it that it can start using
the redirected Dedicated Bearer 312 to start services using the OptServereNB 308 as the
Service Access Point. By directing packets through the redirected Dedicated Bearer 312, the
UE 104 may start any of a plurality of services. Back Haul 112 utilization may be minimized

for all of these services, and packet delays may likewise be minimized.

Transfer of Service Delivery Between eNB-Based Optimization Servers During Handover
[00127]In Fig. 2, in an example suppose that a UE 104 is receiving service from an

OptServereNB 308 associated with its serving eNB 102. If the UE 104 moves, so it is in
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Handover to another eNB 102, the Service Access Point has to be changed to the
OptServereNB 308 that is associated with the new, target eNB 102 element. A service
interruption is inevitable in this case, so it should be made as short as possible. To minimize
the service interruption, the additional message interactions to effect the change in the
Service Access Point needs to be embedded with the standard Handover processing used in
the LTE network. Hence, a brief discussion of the standard Handover processing is provided
here.

[00128] Standard Handover processing may be divided into three phases, such as Handover
Preparation, Handover Execution, and Handover Completion. See Fig. 5. The current serving
eNB 102 is referred to as the source eNB. The new eNB 102 is referred to as the target eNB.
In the Handover Preparation phase, the source eNB 102 receives signal measurements from
the UE 104, and determines that an antenna at another eNB 102 provides a stronger signal to
the UE 104, and that a Handover should occur. The source eNB 102 transfers to the target
eNB 102 its context information for the UE, including the ID and tunnel parameters for each
bearer in effect for the UE. The tunnel information for the redirected bearer 312 may be
included in the set of bearer information, but that information is for the tunnel endpoint at the
SGW 110, not at the OptServereNB 308 associated with the source eNB 102. In this way,
standard Handover processing may not be impacted by the inclusion of the OptServereNB
102 and the redirected bearers 312. Parameters involved in redirecting a bearer 312 are not
transferred in the Handover processing. Meanwhile, the target eNB 102 may send to the
source eNB 102 a C-RNTI value for the UE 104 to use at the target eNB 102. When the
Handover Preparation phase is completed, the source eNB 102 sends a Handover Command
message to the UE 104, and includes the new C-RNTI value. Any downlink data received by
the source eNB 102 for the UE 104 may not be sent over the air to the UE 104, but is
forwarded to the target eNB 102, where it is queued until the UE 104 connects at the target
eNB 104. The SGW 110 may not yet be aware of the Handover, so it may continue to
forward downlink data to the source eNB 102.

[00129] When the UE 104 receives the Handover Command, the Handover Execution phase
may begin. The UE 104 synchronizes to the signals transmitted by the target eNB 102, and
when this is done, the UE 104 accesses the target eNB 102 Cell using the new C-RNTI value,
and sends the Handover Confirm message to the target eNB 102. The target eNB 102 starts to
transmit the queued forwarded data to the UE 104 via the air interface. Because the tunnel
information for the UE bearers 302 is available at the target eNB 102 from the Handover

Preparation phase, the UE 102 may begin to send uplink packets through the target eNB 102.
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Uplink packets for the bearer 302 that needs to be redirected are not sent at this time, because
the redirection has not yet occurred at the target eNB 102.

[00130] In the Handover Completion phase, the SGW 110 may be provided with the bearer
302 tunnel parameters being used at the target eNB 102, and it may now forward downlink
data to the target eNB 102. The UE 104 context information may be deleted at the source
eNB 102, and the Handover processing is done. See Fig. 5.

[00131] Fig. 6 shows the interactions between the UE 104 and the Optimization Servers 202,
204 that integrates these servers into the LTE Handover procedure, and effectively transfers
the point of service delivery from the Optimization Server 308 located at the source eNB 102
to the Optimization Server 308 located at the target eNB 102. The UE 104 client may play a
role in ensuring that no data is lost in the transition of Optimization Server 308 elements, per
Fig. 6. The OptServerPGW 304 plays a role in sending a command to the target eNB 102 to
cause the bearer 312 that was previously redirected at the source eNB 102 to now be
redirected at the target eNB 102. The use of a small plurality of messages (e.g., five) to effect
the change in the Service Access Point means that the change may be accomplished quickly.
In this instance, messages may include disconnect from the OptServereNB 308 at the source
eNB 102, Handover(), RedirectBearer(), RedirectBearerDone(), ResumeSession(), and the
like. See Fig. 6.

[00132]In Fig. 6, the UE 104 client may be informed by the LTE software executing on the
UE 104 that the Handover Command message has been received. Before allowing the UE
LTE software to proceed in synchronizing with the target Cell, the UE 104 client may send a
packet over the redirected Dedicated Bearer 312 to disconnect from the OptServereNB 308
associated with the source eNB 102. When this is accomplished, the UE 104 client may allow
the UE LTE software to proceed. Another notification may be provided to the UE 104 client
when the UE 104 sends the Handover Confirm message to the target eNB 102. The client
may then send a Handover() message to the Wireless Control Process 3902 executing on the
OptServerPGW 304 to inform it of the new Cell_ID, the new C-RNTI, the IMSI, and the
GUTI (which may have changed), and the bearer ID of the Dedicated Bearer 312 that needs
to be redirected, plus other parameters (e.g., the UE 104 IP address) that may be required to
provide additional services. The Wireless Control Process 3902 may derive the new eNB ID
from the new Cell_ID, and obtain the eNB OAM IP address from provisioned, or other data.
The target eNB 102 may be commanded to redirect the bearer 312 for the UE 104, and replies
when this is done. At this point, the Wireless Control Process 3902 may send a

ResumeSession() message to the UE 104 via the Default Bearer 302, and the UE 104 client is
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able to send a packet via the redirected Dedicated Bearer 312 to the OptServereNB 308 at the

target eNB 102 to continue the session that was interrupted at the source eNB 102 location.

Replacing an Airborne eNB using the LTE Handover Mechanism

[00133] Referring again to Fig. 1, during emergencies, the wireless infrastructure may be
destroyed, or may not be operating, and it becomes necessary to deploy a temporary network
in an ad-hoc manner. One way to implement the deployment is to place the eNB 102 network
element in an airborne vehicle, and have it hover over the area in which LTE wireless service
is desired, as indicated by the Cell Coverage Area 712. The airborne vehicle may either be
manned, or unmanned. In the latter case, the aircraft may be referred to as an Unmanned
Aerial Vehicle (UAV 708). The Enhanced Packet Core (EPC) 710 network elements may
include the MME 108, SGW 110, PGW 114, HSS 120, PCRF 118, and the like, plus a Router
702 to provide communications interconnectivity among the network elements. The MME
108, SGW 110, and PGW 114 network elements may be deployed in a second airborne
vehicle 710 that may be situated remote from the area of operation of the eNB 102 elements.
The MME 108 and the PGW 114 network elements may communicate over a Long Haul
Network connection 704 and the Long Haul Network 804 with the HSS 120 and the PCRF
118 network elements. The eNB-based vehicle 708 and the EPC-based vehicle 710 may
communicate over a wireless back haul interface 112. All LTE network elements may
communicate with the Element Management System (EMS) 802 using the Long Haul
Network 804. This configuration is shown in Fig. 7. An alternative deployment of the EPC
710 elements is in ground-based nodes. In this case, the airborne eNB 102 vehicles 708
communicate via a wireless radio link 112 to a ground station that provides connectivity to
the EPC 710 elements and to the EMS 802.

[00134] While other deployment configurations are possible, it may be best to deploy the
eNB 102 elements by themselves, without adding other LTE network elements to the aerial
vehicles 708 carrying the eNB 102. This deployment may be especially useful to be followed
when Unmanned Aerial Vehicles (UAVs) are used. Weight and power limitations may be
important in these deployments, and carrying only the eNB 102, and not any of the other LTE
network elements, may ensure that the UAV 708 carrying the eNB 102 does so with minimal

payload weight and power dissipation.

Replacing the eNB UAV in the Area of Operation
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[00135]In any remote field deployment situation, but especially when the platforms that
contain the LTE network elements are UAVs, there will come a time when a UAYV needs to
be replaced. The reason might be that the battery that powers the LTE equipment is running
low, or that the UAYV is running low on fuel, or it may be that the UAV that carries the LTE
equipment needs to be removed from the scene and be serviced. In any case, it may be
possible to replace the UAV platform while it is in operation in the field. The following
algorithm shows how the eNB UAV 708 may be replaced while in service over an area of
operation. The algorithm for accomplishing this replacement results in continuous service
being provided to the UEs 104 in the area of operation of the eNB 102.

[00136] Fig. 8 depicts the situation when the eNB1 UAYV 708 is being replaced by another
eNB2 UAV 708 that has arrived in the area of operation. An embodiment of a replacement

procedure is as follows:

1. The replacement UAV 708 hosting eNB2 102 arrives at the site of the UAV 708
hosting eNB1 102. eNB2 102 establishes radio communications with the back
haul antenna/radio of the UAV 710 that hosts the EPC 710 elements.

2. eNB2 102 establishes communications with the remote Element Management
System (EMS 802) via a router 702 contained in the EPC UAV 710 equipment.

3. The EMS 802 provisions eNB2 102 with the same parameters that eNB1 102
has, except that its Cell ID is different.

4. The EMS 802 starts the replacement procedure at eNB1 102, and commands
eNB1 102 to reduce its transmit power at a rate, Pr, and concurrently commands
eNB2 102 to turn ON its transmitter, and increase its transmit power output at a
rate Pr. The rate Pr should be chosen to emulate the power received at a UE 104
from two fixed antennas separated by the usual 2-Cell radii in deployed
commercial LTE systems, when the motion of the UE 104 is away from eNB1
102 and towards eNB2 102, and the rate of emulated UE 104 motion is 3-30
km/hr.

5. Atsome point determined by the rate Pr and the RF propagation characteristics
over the area of operation, all the user equipment (cell phones, digital elements,
sensors, etc.) in the RF area 712 covered by eNB1 102 (and now also covered by
eNB2 102) determine that the Cell at eNB2 102 has a strong enough signal
compared with the Cell at eNB1 102 that a handover should be performed to the
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Cell ateNB2 102. All the UEs 104 in the RF coverage area 712 now perform a
handover from eNB1 102 to eNB2 102.

6.  When all the UEs 104 have migrated away from eNB1 102, eNB1 102 sends a
“replacement completed” indication to the EMS 802, and eNB1 102 is now
commanded to reduce its transmit power to 0. eNB1 102 is able to leave the area
of operation. The eNB replacement has been completed without loss of service

to the UEs in the area of operation.

Beam Periodicity Allowed in a Beam Forming LTE Wireless System Using Periodically
Scanning Agile Beam Patterns

[00137] In embodiments, the present disclosure may provide for an RF beam forming
technique in an LTE wireless system. The particular beam forming technique may generate a
number “N” of RF beams concurrently, such as in each one msec interval of an LTE frame
1002, where an LTE frame 1002 may be ten msec in duration. The N RF beams 902 may
cover N sub-areas 902 of the total coverage area 712 of an LTE Cell, the coverage area 712
being determined by an LTE Cell using the same total transmit power used in the beam
forming solution, but which may not use the beam forming technique. In the next interval,
another N RF beams 902 may be generated to cover a different set of N sub-areas 902. This
process may be repeated until the entire Cell coverage area has been scanned by the RF beam
patterns 902. The RF beam patterns 902 repeat periodically in this scanning fashion.

[00138] The present disclosure may provide information related to the constraints on the
scanning periodicity that may need to be obeyed by the RF beam patterns 902. For example,
without limitation, for a Frequency Division Duplex (FDD) system, the periodicity of the RF
beam patterns 902 may be required to be four msec. For a Time Division Duplex (TDD)
system, the periodicity may generally be 10 msec (i.e., one LTE Frame 1002), but may be a
shorter interval, depending on the TDD Uplink/Downlink (U/D) configuration 1002 being
used in the LTE system. The data presented herein is the result of analysis through the
methods and systems of the present disclosure. Certain specific constraints are given below.
[00139] The techniques of beam forming have been used for many years in the areas of audio
signal processing, sonar signal processing, and radio signal processing. In many
implementations, a technique is used whereby the signal source (for reception at the antenna
array) location is determined, and then the antenna array is focused on that point. With the
beam forming technology pertinent to this disclosure for LTE wireless systems, the beam

forming operates in a different manner, and takes advantage of the fact that in LTE, the
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transmission of data to the UEs 104, and the reception of data from the UEs 104, is scheduled
by the software in the LTE base station 102. This beam forming technology focuses a set of
RF beams on specific, non-overlapping sub-areas of the Cell coverage area 712 for a fixed,
short time interval, and then is moved to another set of non-overlapping sub-areas of the Cell
coverage area 712 for the same fixed, short time interval. The beam pattern may be moved in
this way until the entire Cell coverage area 712 has been scanned for a transmission from the
antenna array, and for reception by the antenna array. Then, the beam pattern of coverage
repeats in periodic fashion. See Fig. 9 for an example of a beam-scanning pattern consisting
of four RF beams 902 generated in each of four consecutive one msec sub-frames of an LTE
Frame, with the pattern repeating every four msec. In the first one msec interval, RF beams
902 numbered 1, 11, 9, and 14 may be generated, where these constitute a non-adjacent set of
RF beams 902. In the second one msec interval, RF beams 902 numbered 3, 6, 7, and 13 may
be generated. In the third one msec interval, RF beams 902 numbered 4, 8, 10, and 16 may be
generated. In the fourth one msec interval, RF beams 902 numbered 2, 5, 12, and 15 may be
generated. In the fifth one msec interval, the pattern repeats. Alternative sets of RF beam
patterns 902 may be used, with the proviso that they be non-adjacent to ensure the best
operation of the agile beam forming system.

[00140] The present disclosure may cover the constraints on the repetition rate of the beam
patterns 902, and for TDD systems, also on the sets of sub-frames of frame 1002 in which the
RF beam patterns 902 may need to be identical.

[00141]LTE is an OFDM (Orthogonal Frequency Division Multiplexing) system. The
transmission intervals are organized into a set of sub-frames, and a set of 10 sub-frames
comprises an LTE Frame 1002. Each sub-frame is one msec in duration, and each of these is
further broken down into two slots, each of (.5 msec duration. In an LTE FDD system,
different frequency bands are used for uplink and downlink transmissions. Hence, UEs 104
can be scheduled to receive a downlink transmission, and/or can be scheduled for an uplink
transmission, in any sub-frame. In an LTE TDD system, the same frequency band is used to
carry uplink and downlink transmissions. To organize these transmissions, each sub-frame in
the set of 10 sub-frames in each LTE Frame 1002 may be configured for either Uplink
transmissions, or for Downlink transmissions. As shown in Fig. 10, there are 7 different TDD
U/D Configurations 1002 specified for LTE operation. A particular LTE eNB 102 may be
configured to use one of these Configurations 1002. The sub-frame labeled “S” in Fig. 10 is
used to transmit an Uplink Pilot signal and a Downlink Pilot signal. The S-sub-frame is not

used in determining the constraints imposed on the RF beam forming technique.
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Hybrid Automatic Repeat Request (H-ARQ) Processing

[00142] Transmissions over the air interface are prone to errors due to interference and
fading. Each transmission in the uplink direction and in the downlink direction has to be
acknowledged by the other end. This is done by sending Hybrid Automatic Repeat Request
(H-ARQ) acknowledgments or negative-acknowledgments on control channels. H-ARQ is a
powerful technique for improving the performance of LTE systems over that of other
wireless systems, and may need to be maintained when using the beam forming technology.
[00143]In the downlink direction, H-ARQ ACKs/NAKs are for uplink transmissions, and are
sent on the Physical H-ARQ Indicator Channel (PHICH), which is part of the PDCCH
(Physical Downlink Control Channel), i.e. the PHICH is transmitted in the first 1-3 symbols
of each sub-frame. In the uplink direction, H-ARQ ACKs/NACKs (acknowledgement
characters or negative acknowledgement characters) are sent on the Physical Uplink Control
Channel (PUCCH), which is implicitly scheduled shortly after a downlink transmission.
[00144] When a downlink transmission is “NAKed,” (i.e., receives a negative-acknowledge
character) and needs to be retransmitted, the Media Access Control (MAC) layer in the eNB
102 element may need to schedule that retransmission. When the beam forming technique is
employed, the MAC may be required to schedule the retransmission to occur in the sub-frame
in which the RF beam 902 is formed that covers the current UE 104 location, and the data
may be transmitted to the UE 104 via the covering RF beam 902. Because all user plane data
may need to be sent to the UE 104 in the sub-frame in which is formed the RF beam 902 that
covers the UE 104 location, the statement for the downlink transmissions may need to treat
re-transmitted data in the same way that initial transmissions of user plane data are treated
with the beam forming technology. These statements apply equally to the FDD system and to
the TDD system. Maintaining the efficiency of retransmissions in the downlink direction is
not an issue when using the beam forming technique.

[00145] Uplink retransmissions may not be explicitly scheduled, but may be implicitly
scheduled. For instance, assume that the UE 104 makes an uplink transmission in a sub-frame
in which the eNB 102 beam-forming receiver focuses on the UE 104 location. In an FDD
system, if the UE 104 receives a NAK of any transmission via the downlink PHICH, the
NAK may need to be sent four sub-frames after the sub-frame that contained the maligned
UE 104 transmission. The UE 104 uses implicit scheduling to re-transmit the information
four sub-frames after receiving the NAK. Hence, in an FDD system, if the period of the RF
beam 902 coverage of the Cell sub-area 902 is different from four msec, it means that the UE

104 re-transmission may occur in a sub-frame in which the UE 902 location is not
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illuminated by an RF beam 902. As mentioned, the UE 104 interprets an ACK or NAK
received on the PHICH in sub-frame n as applying to the UE 104 transmission in sub-frame
(n-4); See Section 8.3 of TS 36.213 va40. Meanwhile, the UE 104 implicitly reschedules its
retransmission in sub-frame (n+4). See Section 8.0 of TS 36.213 va40. Hence, unless the RF
beam 902 rotation through the Cell coverage area 712 is four msec (4 sub-frames) in an FDD
system, uplink retransmissions fail (the eNB 102 is searching the receive beams for UE 104
user plane transmissions, and with a rotation different from four msec, the beam location 902
in the sub-frame where the retransmission takes place does not cover the UE 104 location).
See Fig. 11 for an example using a beam 902 rotation period of five msec versus using a

beam 902 rotation period of four msec in an LTE FDD system.

H-ARQ Processing for Uplink Retransmission in TDD Systems

[00146] The situation for a TDD system may be more complicated, because the relationship
of the sub-frame in which the NAK is received to the referenced sub-frame of the original
transmission is different for the different TDD U/D configurations 1002. So, too, is the
relationship of the received NAK sub-frame to the sub-frame in which the UE 104 implicitly
schedules the re-transmission. Table 8.3-1 of TS 36.213 a40 is reproduced below, and gives
the relationships. If a NAK is received in sub-frame n, it implicitly refers to the transmission
sent by the UE 104 in sub-frame (n-k), where the value k is shown below for the different
TDD U/D configurations 1002.

Table 1: Sub-frame Relationship of NAK Received to Original Transmission in TDD

Systems
TDD Sub-Frame Number (n) in Which PHICH NAK is Received by the UE
UL/DL
Config
0 1 2 3 4 5 6 7 8 9

0 7 4 7 4
1 4 6 4 6
2 6 6
3 6 6 6
4 6 6
5 6
6 6 4 7 4 6
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[00147] The NAK transmissions from the eNB 102 may only come in specific downlink sub-

frames, and not always four sub-frames removed, as in the FDD system.

[00148] Another way to view the information is to view the sub-frames in which the original

UE 104 transmission is made, and then use the values to show when the NAK for that

PCT/US2019/037617

transmission may be sent by the eNB 102. This view is presented in the following Table 2,

where the notation h} means that the NAK is received in sub-frame h of the following LTE

frame. The TDD configurations show the Uplink/Downlink (or S) behavior of the system in
each sub-frame, per Fig. 10 and Table 4.2-1 of TS 36.211 a40.

Table 2: Original UE Transmission Sub-frame and Sub-frame in Which NAK is

Received in TDD Systems

TDD Downlink Sub-Frame Number
u/D to Uplink
Config |Switch
Point
Periodicity
Notation: U/n} means that the PHICH NAK for the transmission in the indicated sub-
frame comes in sub-frame n of the next frame.
0 1 2 3 4 5 6 7 8 9
0 5ms D S u/6 U/0} U D S U/1} U/5} U
1 5ms D S u/6 um D D S U/1} U/4} D
2 5ms D S U/8 D D D S U/3} D D
3 10 ms D S U/8 um U/0} D D D D D
4 10 ms D S U/8 um D D D D D D
5 10 ms D S U/8 D D D D D D D
6 5ms D S u/6 um U/0} D S U/1} U/5} D

[00149] Now that it is clear in which sub-frame a NAK may be sent for a UE 104

transmission, the next point to understand is the sub-frame in which the UE 104 may re-

transmit its information. The offset from the sub-frame in which NAK is received may also

depend on the TDD configuration 1002, and on the sub-frame in which the NAK is received.

If the NAK is received in sub-frame n, the UE 104 schedules its retransmission in sub-frame

(n+k), where k is given in the following table (from Table 8-2 of TS 36.213 a40 for normal

HARQ operation).
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Table 3: The Value k for UE Retransmission in Sub-frame (n+k) When NAK is

Received in Sub-frame n

TDD
UL/DL
Config
Sub-frame n
0 1 2 3 4 5 6 7 8 9

0 4 6 4 6
1 6 4 6 4
2 4 4
3 4 4 4
4 4 4
5 4
6 7 7 7 7 5

[00150] Table 1, Table 2, and Table 3 provide a set of constraints on the where the RF beams
902 have to be in order to preserve the HARQ capability in TDD systems that use the beam
forming technique. For example, if the RF beam 902 is focused on a location in sub-frame n
when a UE 104 transmits information, then the same RF beam 902 pattern may need to be in
effect in the sub-frame when the UE re-transmits its data. For example, Table 2 shows that
for TDD configuration 0, if a UE 104 transmits information in sub-frame 3, a NAK for that
transmission comes in sub-frame O of the following LTE frame. Table 3 specifies that a NAK
received in sub-frame O causes the UE to reschedule its retransmission in sub-frame 4 (4 sub-
frames after the NAK is received). This relationship means that the RF beam pattern 902 in
sub-frame 3 (where the original transmission took place) and in sub-frame 4 (the sub-frame in
which the retransmission occurs) may need to be the same. All of the constraints implied by
these H-ARQ tables determine how many separate sets of RF beam patterns 902 can be had
for a TDD system with a particular U/D configuration, and therefore, what the rate of
repetition may need to be for the RF beam patterns 902. The result is not as straightforward
as it is for the FDD system, in which there are 4 RF beam patterns that repeat every 4 sub-
frames.

[00151] Before analyzing Table 1, Table 2, and Table 3 for all the HARQ constraints on the
beam patterns, another aspect of the system may need to be analyzed for additional
constraints imposed on the number of sets of beam patterns 902, and the sub-frames in which

the RF beam patterns may need to be the same. Additional constraints may be imposed by the
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Channel Quality Indicator (CQI) measurements, because these measurements may be used to
locate the UE 104 in the different RF beam locations 902. A description for Locating and
Tracking UEs 104 in an RF Beam 902 of a Periodically Scanning RF Beam System, as
described herein, explains the CQI measurements and how they are used in an LTE system

employing this beam forming technology.

Channel Quality Indicator(CQI)

[00152] To be able to optimize downlink transmissions by adapting the modulation and
coding scheme (MCS), the mobile device 104 may have to send channel quality indicators
(CQD on the PUCCH (Physical Uplink Control Channel) or the PUSCH (Physical Uplink
Shared Channel). The CQI is a 4-bit result that indicates the measurement value. The
measurement may be over the entire frequency range of the Cell bandwidth, or it can be over
some subset of that frequency range. The entire frequency range may be divided into a set of
Physical Resource Blocks, and collections of these are defined as a “sub-band” for the
purpose of making CQI measurements over a frequency range that is less than the total RF
bandwidth assigned to the Cell. In an LTE system, sub-band CQI measurements can be made
on an aperiodic basis, where the report is sent via the PUSCH. Periodic wideband CQI
measurements may be made using the PUCCH to send the report to the eNB 102.

[00153] When the eNB 102 desires that the UE 104 make a measurement of the Channel
Quality and return a CQI measurement value, it may send command information, called
Downlink Command Information (DCI), to the UE 104. In an FDD system, if DCI is sent in
sub-frame n, the CQI measurement is reported by the UE in sub-frame (n+4). That, plus the
HARQ constraint of (n+8) for uplink retransmissions, may dictate that the FDD system
contain four sets of RF beam patterns 902 that repeat every 4 sub-frames. In a TDD system,
the DCI commands may be constrained to be sent by the eNB 102 in the sub-frames shown in
Table 2, i.e., the same sub-frames in which ACK/NAK are allowed to be sent. The UE 104
CQI measurement report is returned to the eNB 102 k sub-frames later, where k is shown in
Table 3. Because the UE 104 location determination algorithm uses so-called aperiodic CQI
reporting, where the report is returned via the PUSCH channel (i.e., within an RF beam 902),
it means that the sub-frame in which the DCI command is sent and the corresponding sub-
frame that contains the CQI measurement report may need to generate the same RF beam

patterns 902.

Determining the Number of RF Beam Patterns in a TDD System
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[00154] The information in Table 1, Table 2, and Table 3 may now be used to determine the
number of RF beam patterns 902 that can be maintained in a TDD system with a particular
U/D Configuration 1002, and the sub-frames that may need to use the same RF beam pattern
902. The constraints are based in the fact that HARQ may need to be preserved for UE 104
retransmissions; the sub-frame of an original transmission and the sub-frame of a
retransmission may need to have the same RF beam coverage 902. Also, a DCI for a Channel
Quality Information measurement in a given sub-frame and the CQI report in another sub-
frame may need to have the same RF beam 902 coverage in those two sub-frames. The
rationale for this statement is apparent from the algorithms presented herein for locating a UE
104 in an RF beam 902 when the UE 104 first accesses the Cell, and for tracking a UE 104 as
it moves across the set of RF beam 902 locations that cover the Cell area 712. The
information in Table 1, Table 2, and Table 3 is incorporated into the following table to make
the analysis easier to visualize for each TDD U/D configuration 1002.

[00155] The notation used in Table 4 is described here. For each TDD U/D configuration
1002, the configuration is repeated from Fig. 10 for the convenience of the reader. The row
above the configuration is used to indicate the sub-frame in which the UE 104 can send an
Uplink transmission, X (i.e., in any U sub-frame), the sub-frame in which a corresponding
NAK is received (N), and the sub-frame in which the corresponding retransmission occurs
(R). If the relevant sub-frame occurs in the preceding LTE frame (2+ LTE frames are shown
in Table 4), it is indicated by N{j (for a NAK; the referenced transmission is sub-frame j in
the previous LTE frame), or by R{j (for a retransmission; the original transmission occurred
in sub-frame j of the previous LTE frame). In one case (TDD configuration 6), the
retransmission is for an original transmission two LTE frames previous, so the notation R{{j
is used.

[00156] The row beneath the configuration row is used to indicate when a DCI command can
be sent by the eNB 102 to cause a CQI measurement. The notation dci-j is used to indicate
that the DCI command is sent in sub-frame j (it is already indicated in sub-frame j, so this
part is for convenience of viewing). The corresponding CQI measurement result is returned to
the eNB 102 is the sub-frame marked by CQI-j, where, again, if the corresponding DCI

command occurs in the previous LTE frame, the notation CQI-{j is used.

Table 4: HARQ and DCI/CQI Data for Determining the Number of RF Beam Sets in a TDD System
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[00157] The data in Table 4 is analyzed as follows to determine the number of RF beam 902

sets that can be supported in a specific TDD U/D configuration 1002, and the sub-frames in

which the same RF beam pattern 902 may need to be used. The results in Table 5 constitute

the main constraints in this disclosure for LTE TDD systems that employ an RF Beam

Scanning antenna system. The constraints for a corresponding LTE FDD system are that the

RF Beam pattern 902 repeat every 4 msec.

Table 5: The Number of RF Beam Sets, and the Sub-Frames Requiring the Same RF
Beam Coverage in LTE TDD Systems

TDD
Configuration

Analysis

RF Beams may need to be
identical in the listed sub-frame
sets

The HARQ constraint shows that sub-frames 3,4 may
need to have the same RF beam 902 coverage, and that
sub-frames 8,9 may need to have the same RF beam
902 coverage. The DCI constraint shows that sub-
frames 0,4 may need to have the same RF beam 902
coverage, and that sub-frames 5,9 may need to have
the same RF beam 902 coverage. Sub-frame 2 and
sub-frame 7 have no constraints related to the beam
forming, because CQI reports generated in those sub-
frames are related to DCI commands sent in an S sub-
frame. The S sub-frame data may always be
transmitted in the Cell-Wide signal and does not
present constraints on the number of RF beam sets. A

requirement for the beam forming technique is that the
S frames not be used to send DCI commands, or to

(0,3,4,7)(5,9,8,2);

hence, two sets of RF beams 902
can be used in Configuration 0.
One set of RF beams 902 may be
generated in sub-frames 0, 3, 4,
and 7; a second set of RF beams
902 may be generated in sub-
frames 2, 5, 8, and 9. No RF
beams 902 are generated in sub-
frames 1 and 6, which are the S
sub-frames.

An alternative set of sub-frames in
which the same RF beams 902
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TDD
Configuration

Analysis

RF Beams may need to be
identical in the listed sub-frame
sets

receive CQI measurement reports for the purpose of
determining the UE location, as described herein. This
requirement limits the number of RF beam 902 sets
that can be used to determine the UE location to 2.
Sub-frames 2 and 7 may need to therefore be included
in one of these RF beam 902 sets, for otherwise, UEs
104 in locations other than the ones illuminated in the
two for which CQI measurements are returned cannot
be located via the algorithms described herein on
Locating UEs 104 within RF Beams 902.

may need to be used are: (0,3,4,2)
and (5,9,8,7). Two other
alternative sets of sub-frames are
possible in which the same sets of
RF beam patterns may be
generated, namely, (0,3,4,2,7) and
(5,8,9); (0,3,4) and (5,8,9,2,7).

1 The HARQ issue presents no constraints on the RF (3,9,0,5)(4,8,2,7)

beam forming, because the retransmission occurs in

the same sub-frame as the original transmission. The | hence, two sets of RF beams 902

CQI constraint shows that sub-frames 9,3 may need to | can be used in Configuration 1.

have the same RF beam 902 coverage, and that sub- Ore set of RF beams 902 may be

frames 4,8 may need to have the same RF beam 902 generated in sub-frames 0, 3, 5,

coverage. Because the CQI reports may need to be and 9; a second set of RF beams

able to identify UEs in any of the beam 902 locations, |902 may be generated in sub-

there cannot be more than two sets of RF beams. The | frames 2, 4, 7, and 8. No RF

remaining sub-frames may need to be included in beams 902 are generated in sub-

either of the two sets of sub-frames in which CQI frames 1 and 6, which are the S

reports are returned. One example is shown in the cell | gyb-frames.

to the right of this one in this table.
As noted, alternative dual sets of
RF beam 902 may be generated by
assigning sub-frames 0, 2, 5, and 7
to the two sets differently than
shown above. There are 30
different ways of partitioning the
four sub-frames 0,2,5,7 into the
two sets of RF beam patterns, one
of which is shown above.

2 The HARQ issue presents no constraints on the RF (2,8,0,4)(3,7,5,9);

beam forming sets, because retransmissions occur in
the same sub-frame as the original transmission.
However, the CQI constrains the use of only two RF
beam patterns, because CQI is returned in just two
sub-frames. These two may need to be used to locate
the UEs in any of the RF beam 902 locations. The CQI
relationships show that sub-frames 2,8 may need to
have the same RF beam 902 pattern, and that 3,7 may
need to have the same RF beam 902 pattern. The
remaining sub-frames, 0,4,5,9, may need to be
included in one of these two sets of sub-frames. One
example is shown in the next table cell.

hence, two sets of RF beams 902
may be used in Configuration 2.
One set of RF beams 902 may be
generated in sub-frames 0, 2, 4,
and 8; a second set of RF beams
902 may be generated in sub-
frames 3, 5, 7, and 9. No RF
beams 902 are generated in sub-
frames 1 and 6, which are the S
sub-frames.

As noted, alternative dual sets of
RF beam 902 may be generated by
assigning sub-frames 0, 4, 5, and 9
to the two sets differently than
shown above. There are 30
different ways of partitioning the
four sub-frames 0,4,5,9 into the
two sets of RF beam patterns, one
of which is shown above.
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TDD
Configuration

Analysis

RF Beams may need to be
identical in the listed sub-frame
sets

3 The HARQ issue presents no constraints on the RF (0,4,6)(2,8,5)(3,9,7);
beam forming sets, because retransmissions occur in
the same sub-frame as the original transmission. There | hence, three sets of RF beams 902
are three sub-frames in which CQI reports are can be used in Configuration 3.
returned, and none are tied to an S sub-frame Hence, | One set of RF beams 902 may be
three sets of RF beams 902 can be used, with CQI generated in sub-frames 0,4, and
reporting constraining 2,8 to have the same RF beam | ¢: 4 second set of RF beams 902
902 pattern, 3,9 to have the same RF beam 902 may be generated in sub-frames 2,
pattern, and 4,0 to have the same RF beam 902 pattern. | 5, and 8: a third set of RF beams
The other sub-frames, 5, 6, 7, may need to be placed in | 902 may be generated in sub-
one of these three sets of sub-frames, and therefore, frames 3, 7, and 9. No RT beams
other combinations of sets of sub-frames can be used, 1902 are generated in sub-frame 1,
as long as (2,8) are kept together, (3,9) are kept the S sub-frame.
together, and (4,0) are kept together.
As noted, alternative triple sets of
RF beam 902 may be generated by
assigning sub-frames 5, 6, and 7 to
the three sets differently than
shown above. There are 39
different ways of partitioning the
three sub-frames 5,6,7 into the
three sets of RF beam patterns,
one of which is shown above.
4 The HARQ for uplink re-transmissions does not (2,8,0,4,6)(3,9,5,7);
constrain the way the RF beams are formed in the
different sub-frames, because X2 is re-transmitted hence, two sets of RF beams 902
(when necessary) in sub-frame 2, and X3 is re- can be used in Configuration 4.
transmitted (when necessary) in sub-frame 3. With Ore set of RF beams 902 may be
only two uplink sub-frames, at most two sets of RF generated in sub-frames 0, 2, 4, 6,
beam patterns can be had, because the CQI values and 8: a second set of RF beams
returned in the two uplink sub-frames may need to 902 may be generated in sub-
identify UEs for downlink transmission in all the other | frames 3, 5, 7, and 9. No RF
(D) sub-frames. The dci/CQI associations indicate that | peams 902 are generated in sub-
sub-frames 8,2 may need to have the same RF beam frame 1, the S sub-frame.
902 pattern, and that sub-frames 3,9 may need to have
the same RF beam 902 pattern. The other sub-frames, As noted. alternative dual sets of
0,4, 5, 6,7, may need to be collected with either pair RE beam’ 902 may be generated by
to map the remaining sub-frames to the two RF beam assigning sub-frames 0, 4, 5, 6
902 patterns. One example is shown in the table cell to | 5 0 © o " di’ffe’rer’ltl’
the right. an y
than shown above. There are 62
different ways of partitioning the
five sub-frames 0,4,5,6,7 into the
two sets of RF beam patterns, one
of which is shown above.
5 Because there is only one uplink sub-frame in (2,8,0,3,4,5,6,7,9);

Configuration 5, the CQI measurement returned in that
sub-frame (2) may need to capture the location of the
UE regardless of where the UE is located in the Cell
coverage area 712. i.e., there is just one set of RF
beams 902 in this configuration, and the entire Cell
coverage area 712 may need to be covered by this one
set of beams.

hence, one set of RF beams 902
can be used in Configuration 5.
This single set of RF beams is
repeated in sub-frames 0, 2, 3, 4,
5,6,7,8, and 9. No RF beams 902
are generated in sub-frame 1, the S
sub-frame.
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TDD Analysis RF Beams may need to be
Configuration identical in the listed sub-frame
sets
6 HARQ for uplink retransmissions constrains the 0,2,3,4,5,7,8,9);

following pairs of sub-frames to use the same RF
beam 902 pattern: (2,3), (3,4), (4,7), (7.8),(2,8). The hence, one set of RF beams 902
sub-frames when DCl is sent by the eNB 102, and the | can be used in Configuration 6.
corresponding sub-frames when CQI is received by the | This single set of RF beams 902 is
eNB 102 constrains the following pairs of sub-frames | repeated in sub-frames 0, 2, 3, 4,

to use the same RF beam 902 pattern: (9,4), (0,7), 5,7, 8, and 9. No RF beams 902
(5.2). The sub-frame RF beam 902 pattern constraints | are generated in sub-frames 1 or 6,
overlap across all the sub-frames (except the S sub- the S sub-frames.

frames, which are not used to send DCI to locate the
UEs in this disclosure).

Locating and Tracking UEs in an RF Beam of a Periodically Scanning RF Beam System
[00158] The present disclosure describes aspects for locating and tracking users in
conjunction with an RF beam forming technique. The particular beam forming technique
generates N RF beams 902 concurrently, such as in each 1 msec interval. The N RF beams
902 cover N sub-areas of the total coverage area 712 of an LTE Cell, the coverage area 712
being determined by an LTE Cell using the same total transmit power, but which does not use
the beam forming technique. In the next 1 msec interval, another N RF beams 902 are
generated to cover a different set of N sub-areas. This process may be repeated in an LTE
Frequency Division Duplex (FDD) system for m times until, for example, after 4 msec
(where m=4), the entire Cell coverage area 712 has been covered by the 4*N RF beams 902.
For example, let N=4, so 16 RF beam 902 sub-areas cover the entire Cell area 712 in an FDD
system. See Fig. 9.

[00159] The RF beam forming technique depicted in Fig. 9 does not focus an RF beam 902
on a particular user equipment (UE 104), as is done in other beam forming approaches.
Rather, the RF beams 902 are generated continuously each 1 msec, with the same RF beam
902 sub-areas being covered every 4 msec in an FDD system. In Fig. 9, four sets of non-
adjacent sub-areas are illuminated (for transmit) and are focused (for receive) over the course
of four consecutive 1 msec time intervals.

[00160] In an LTE wireless system, downlink transmissions may be scheduled by software in
the base station 102 called the Scheduler. The Scheduler may also grant permission for uplink
transmissions. In this way, the bandwidth available via the LTE air interface is allocated to
different users at different times in a manner determined by the Scheduler.

[00161] When the RF beam forming technique summarized in Fig. 9 is used, it is important

for the Scheduler to know the current location of each UE, so that, in a particular 1 msec
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interval, it can give uplink transmission grants only to those UEs 104 in one of the four
locations about to be focused by the RF subsystem beam forming in that 1 msec interval.
Likewise, the Scheduler may need to schedule downlink transmissions only to those UEs 104
who are known to be located in one of the four RF beam 902 sub-areas about to be
illuminated by the RF subsystem beam forming operation.

[00162] Hence, to enable the effective use of the RF beam forming technique, it may be
essential that the Scheduler know which RF beam 902 covers the current UE location. There
are two aspects to this problem that need to be resolved. One is to determine the RF beam
902 that covers the UE 104 location when the UE 104 first accesses the Cell (i.e., during an
Initial Attach to the LTE system, or during a Handover into the Cell from a neighboring Cell,
or during a time when the UE 104 comes out of the IDLE state, and re-establishes its
connection to the current Cell). The second aspect of this problem is to track the UE 104 as
the user moves across the sub-areas covered by the RF beams 902 generated by the RF
subsystem of the Cell. This disclosure provides information that discloses techniques to
handle these two aspects, for the purpose of proving priority in developing the techniques,
and for providing the teachings required to locate and track UEs 104 for use with the RF
beam forming technique.

[00163] In an example, in an LTE Time Division Duplex (TDD) system, the ten 1 msec sub-
frames of each LTE Frame 1002 are divided into a set of sub-frames used for downlink
transmissions and a set of sub-frames used for uplink transmissions. There are seven different
configurations of the sub-frames into k-uplink sub-frames and m-downlink sub-frames. See
Fig. 10. (The sub-frame labeled “S” is not used in the UE location algorithms presented
herein.) When the RF beam forming technique is used in an LTE TDD system, UEs 104 need
to be scheduled for uplink and downlink transmissions in a sub-frame (i.e., 1 msec interval)
when an RF beam 902 covers the UE 104 location. Hence, the need to determine the UE 104
location within an RF beam 902, and the need to track the UE 104 location across the RF
beams 902, are identical to those needs in an LTE FDD system. However, rather than design
the RF beams 902 to have a pattern that repeats every 4 msec, as in an FDD system, the RF
beam 902 pattern repeats every 10 msec in a TDD system for any of the Uplink/Downlink
configurations chosen for the TDD system. See Table 6 for an example listing of the sub-
frames in each TDD configuration 1002 where the RF beam 902 pattern may be the same. As
described herein, for each TDD U/D Configuration, there may be several different acceptable

modes of operation for assigning RF beam patterns to the U/D sub-frames. The number of
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sets of sub-frames therefore indicates the number of different sets of 4-beam patterns that can

be sustained in the given TDD configuration 1002.

Table 6: Number of Sets of RF Beam Patterns Supported in Each TDD Configuration

TDD U/D Configuration H Sets of Sub-frames that Have Identical Beam Patterns

0 (0,3, 4,7)and (5, 9, 8, 2): hence, this U/D configuration 1002 supports two
sets of beam patterns of 4 beams each. No RF beams 902 are generated in sub-
frames 1 or 6.

1 (3,9,0,5)and (4, 8, 2, 7): hence, this U/D configuration 1002 supports two
sets of beam patterns of 4 beams each. No RF beams 902 are generated in sub-
frames 1 or 6.

2 (2,8,0,4)and (3, 5, 7, 9): hence, this U/D configuration 1002 supports two
sets of beam patterns of 4 beams each. No RF beams 902 are generated in sub-
frames 1 or 6.

3 (0,4, 6), (2,5, 8), and (3, 7, 9): hence, this U/D configuration 1002 supports
three sets of beam patterns of 4 beams each. No RF beams 902 are generated
in sub-frame 1.

4 (0, 2,4, 6, 8)and (3, 5, 7, 9): hence, this configuration 1002 supports two sets
of beam patterns of 4 beams each. No RF beams 902 are generated in sub-
frame 1.

5 (0,2,3,4,5,6,7, 8,9): hence, this configuration 1002 supports one 4-beam

pattern. No RF beams 902 are generated in sub-frame 1.

6 (0,2,3,4,5,7, 8, 9): hence, this configuration 1002 supports one 4-beam
pattern. No RF beams 902 are generated in sub-frames 1 or 6.

Channel Quality Indicator

[00164] To be able to optimize downlink transmissions by adapting the modulation and
coding scheme (MCS), the mobile device 104 may need to send channel quality indicators
(CQIs) on the Physical Uplink Control Channel (PUCCH) or on the Physical Uplink Shared
Channel (PUSCH). The CQI is a 4-bit result that indicates the measurement value. The
measurement may either be over the entire frequency range of the Cell bandwidth, or over
some subset of that frequency range. The entire frequency range is divided into a set of
Physical Resource Blocks, and collections of these are defined as a “sub-band” for the
purpose of making CQI measurements over a frequency range that is less than the total RF
bandwidth assigned to the Cell. In an LTE system, sub-band CQI measurements can be made
on an aperiodic basis, where the report is sent via the PUSCH. Periodic wideband CQI
measurements can be made using the PUCCH to send the report to the eNB 102.

[00165] When the eNB 102 desires that the UE 104 make a measurement of the Channel

Quality and return a CQI measurement value, it sends command information, called
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Downlink Command Information (DCI), to the UE 104. In an FDD system, if DCI is sent in
sub-frame n, the CQI measurement is reported by the UE 104 in sub-frame (n+4). In a TDD
system, the DCI commands are constrained to be sent by the eNB 102 in a subset of the sub-
frames used for downlink transmissions. The UE 104 CQI measurement report is returned to
the eNB 102 k sub-frames later, where k depends on the TDD Uplink/Downlink
configuration 1002, and where (n+k) is a sub-frame configured for uplink transmission in the

TDD system.

A CQI-Based Algorithm for Finding the UE Location After Random Access, Handover, or
Service Request

UE 104 Initial Location Determination in an FDD System

[00166] The eNB 102 system may learn of the existence of a UE 104 in its Cell coverage area
712 via the Random Access (RA) procedure, via a Handover procedure, or via a Service
Request procedure, in which the UE 104 becomes connected via the Cell. To allow the beam
forming approach to be used for this UE 104, the current UE 104 location in one of the 16 RF
beam 902 locations in the FDD system may need to be determined. The following algorithm
uses CQI measurements to determine the UE 104 location within an RF beam 902. If the RF
environment includes major multipath components, the CQI measurements may be used to
determine an RF beam for downlink transmissions to the UE, while an SRS measurement
(disclosed below) may be used to determine an RF beam for uplink transmissions by the UE.
[00167]In embodiments, right after the eNB 102 sends an RA grant to the UE 104, if there is
no contention, the eNB 102 MAC (Medium Access Control) software may send commands in
each of 4 successive sub-frames (i.e., sub-frames n, (n+1), (n+2), and (n+3)) to have the UE
104 provide an aperiodic report of a sub-band CQI value. (If there is contention, the
commands are sent after contention is resolved, i.e., after the eNB 102 sends the Contention
Resolution message on the PDSCH.) The eNB 102 MAC and the PHY (Physical Layer)
software may arrange for the selected set of measurement sub-bands to be included in each of
the transmit beam signals in each of the measurement sub-frames to ensure that every
transmit beam has transmit energy from the sub-band focused on the illuminated beam area
902; if the UE 104 is in the illuminated beam area 902, it can make the desired CQI
measurement of the configured sub-bands. These aperiodic measurements are returned via the
UE 104 PUSCH. If the measurement is made in sub-frame n, the report is returned in sub-

frame (n+4) in an FDD system.
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[00168] The eNB 102 PHY and MAC software look for the UE PUSCH measurements in
each of the four receive beam streams in each of the reporting sub-frame intervals, (n+4),
(n+5), (n+6), and (n+7). The receive beams 902 cover areas that are non-adjacent (see Fig. 9).
It means that the UE 104 measurement report should generally be received in only one sub-
frame, and in only one received beam 902 signal for that sub-frame. It is possible, though,
that the eNB 102 may receive measurement reports in more than one reporting sub-frame, in
one receive-beam 902 data stream in each of those sub-frames. This situation occurs if the
UE 104 is on the border between RF beam 902 location areas. In this case, the MAC may
select the measurement with the best CQI value (or pick one of the measurements, if they are
the same). The MAC may note the sub-frame and the received beam 902 signal that contains
the UE 104 CQI measurement report to determine which of the 16 beam 902 locations
contains the UE 104. This location is recorded as the current UE 104 location (i.e., the
location that the eNB 102 may use when sending user plane transmissions to the UE 104, or

when scheduling the UE 104 for uplink transmissions in a non-multipath RF environment).

UE Initial Location Determination in a TDD System

[00169] An approach similar to the one for FDD systems may be used to determine the UE
104 location within an RF beam 902 when the UE 104 first accesses a TDD system.
Depending on the TDD U/D configuration 1002 (see Fig. 10), right after the eNB 102 sends
an RA grant to the UE, if there is no contention, or after contention is resolved in the case of
RA contention, the eNB 102 MAC software may send a command in the first upcoming sub-
frame in each of the sets of sub-frames in which the different RF beam 902 patterns are
generated for the particular TDD U/D configuration 1002, and in which a DCI command may
be sent. See Table 4. The commands cause the UE 104 to make an aperiodic report of a sub-
band CQI measurement. The eNB 102 MAC and the PHY may arrange for the selected set of
measurement sub-bands to be included in each of the transmit beam 902 signals in the sub-
frames in which the DCI commands are sent to the UE 104. This approach ensures that every
transmit beam 902 has transmit energy from the sub-band focused on the illuminated beam
areas 902; if the UE 104 is in an illuminated beam 902 area, it can make the desired CQI
measurement of the configured sub-bands. (The S sub-frames may not be used to send these
commands to make aperiodic channel quality measurements for the purpose of locating the
UE 104 in an RF beam area 902.)

[00170] These aperiodic measurements are returned via the UE PUSCH. Depending on the
TDD U/D configuration 1002, the sub-frame that can be used to send the DCI to make the
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aperiodic measurement is constrained. See Fig. 10. So, if the measurement is made in sub-
frame n, the report is returned in sub-frame (n+k) in a TDD system that uses normal Hybrid-
ARQ operation. The value that n can be, and the corresponding value of k, are specified in TS
36.213 a40. As an example, suppose the UE 104 accesses the Cell in sub-frame 2, and that
the TDD U/D configuration 1002 being used is Configuration 0. Using the values in Table 6
and the Configuration 0 listed in Fig. 10, the eNB 102 MAC sends a DCI command in sub-
frame 5, and receives the report in sub-frame 9. The eNB 102 MAC also sends a DCI
command in sub-frame O of the next LTE frame, and receives the corresponding CQI
measurement report in sub-frame 4 of that LTE frame.

[00171] The eNB 102 PHY and MAC look for the UE 104 PUSCH measurements in each of
the four receive beam 902 streams in each of the reporting sub-frame intervals, which depend
on the TDD U/D Configuration 1002. The receive beams 902 cover non-adjacent areas,
where possible (in the case of Configuration 5 or 6, only one set of RF beams 902 is repeated
in every U or D sub-frame, so some of the RF beam 902 areas may need to be adjacent to one
another). It means that the UE 104 measurement report should generally be received in only
one sub-frame, and in only one received beam 902 signal for that sub-frame. It is possible,
though, that the eNB 102 may receive measurement reports in more than one reporting sub-
frame, and/or in more than one receive-beam 902 data stream in each of those sub-frames.
This situation occurs if the UE 104 is on the border between RF location areas 902. In this
case, the MAC may select the measurement with the best CQI value (or pick one of the
measurements if they are the same, and/or pick one of the receive RF beam 902 signals, if a
report with the same best CQI value is received in more than one receive RF beam signal).
The MAC may note the sub-frame and the received beam 902 signal that contains the UE 104
CQI measurement report to determine which of the RF beam 902 locations contains the UE
104. This location is recorded as the current UE 104 location (i.e., the location the eNB 102
may use when sending user plane transmissions to the UE 104, or when scheduling the UE
104 for uplink transmissions when the RF environment is not impacted by multipath

transmissions).

A CQI-Based Algorithm for Tracking the UE Location

UE Location Tracking in an FDD System

[00172] Once the UE 104 location is determined after it completes the Random Access
procedure, or a Handover procedure, or the Service Request procedure, the UE 104 needs to

be tracked, in case it moves to another RF beam 902 location within the same Cell coverage
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area 712. The following algorithm uses CQI reporting to track the UE 104 across the set of
RF beam 902 locations that overlay the Cell coverage area 712 in an FDD system.

[00173] A value K (some number of hundreds of msec, e.g., K=20 for a 2000 msec interval)
may be provisioned for periodic checking of the UE 104 location. The eNB 102 MAC may
perform a CQI-based UE 104 location determination algorithm that is similar to the one
specified above for the case of initial access to the FDD Cell. Hence, commands may be sent
to the UE 104 to perform aperiodic CQI reporting in four consecutive sub-frames, n, (n+1),
(n+2), and (n+3). UE 104 measurement reports are thus sent via the PUSCH in sub-frames
(n+4), (n+5), (n+6), and (n+7). As in the case of the UE 104 location determination upon
completion of the Random Access procedure, the eNB 102 MAC ensures that the sub-band
Physical Resource Blocks (PRBs) selected for measurement are included in each of the
transmit beam signals in each of the measurement sub-frames. The eNB 102 PHY and MAC
look for the UE 104 PUSCH measurement reports in each of the four receive beam 902
streams in each of the reporting sub-frame intervals, (n+4), (n+5), (n+6), and (n+7). The
receive beams 902 cover non-adjacent areas. It means that the UE 104 measurement report
should generally be received in only one sub-frame, and in only one received beam 902
signal in that sub-frame. The MAC may note the sub-frame and the received beam signal to
determine which of the 16 beam locations 902 contains the UE.

[00174] Because the RF beams in any sub-frame cover non-adjacent areas, the eNB 102
MAC should recover a measurement from only one receive beam 902 stream in any given
reporting sub-frame. However, if the UE 104 is on the border between two or more RF beam
902 locations, the eNB 102 MAC may receive measurement reports in each of 2, 3, or in all 4
of the measurement reporting sub-frames. The MAC records the UE 104 location, or
locations (up to four), in a temporary data set assigned to the UE 104. If the current UE 104
location is not among the ones determined via the just-received measurement reports, and if
more than one UE-location has been determined, the MAC selects the UE 104 location
associated with the best returned CQI value, and updates the current UE 104 location
accordingly. If the current UE 104 location is among the ones just reported, or if it is the only
one reported, the current UE 104 location is not updated at this point in time.

[00175] Whether the current UE 104 location has been updated at this point, or not, the
aperiodic CQI reporting is repeated at H msec intervals (a provisioned number of 20 msec
intervals, e.g., H=25 for making aperiodic measurements every 500 ms) until a single UE 104
location is determined, and which does not change for M (a provisioned value) consecutive

H*20 msec intervals. If the K msec periodic UE 104 check interval occurs before the UE 104
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location determined from the reports remains fixed in M consecutive reports, the K msec
periodic location check is not performed for this UE 104, and the check for M consecutive
fixed UE 104 location determinations is continued at the H*20 msec rate.

[00176]If the UE 104 location determination remains fixed in M consecutive aperiodic
reporting instances, update the UE 104 location information if it has changed, cancel the
H*20 msec running of the CQI-based location check procedure, and resume operation of the
K msec UE 104 location check procedure for this UE. This repeating of the 4 consecutive
sub-frames CQI measurement procedure handles the case where the UE 104 is on the
boundary of different coverage areas illuminated by the RF beams 902, or oscillates between
RF beam 902 locations. (Note: the sub-band CQI measurement interval is 1 sub-frame,
namely, the sub-frame in which the UE 104 receives a command to make an aperiodic CQI

measurement.)

UE Location Tracking in a TDD System

[00177] An approach similar to the one for FDD systems may be used to track the UE 104
location within an RF beam 902 as the UE 104 moves across the Cell coverage area 712 of a
TDD system.

[00178] A value K (some number of hundreds of msec, e.g., K=20 for a 2000 msec interval)
is provisioned for periodic checking of the UE 104 location. The eNB 102 MAC may
perform a CQI-based UE 104 location determination algorithm that is similar to the one
specified above for the case of initial access to the TDD Cell. Hence, commands are sent to
the UE 104 to perform aperiodic CQI reporting in non-S sub-frames in which a DCI
command can be sent, where a single sub-frame is selected from each of the sets of sub-
frames in which a different set of RF beam patterns is generated, to initiate the aperiodic CQI
measurement; S sub-frames are not used for this purpose. The number of DCI commands sent
is thus equal to the number of RF beam 902 sets generated in the particular TDD U/D
Configuration 1002 (see Table 6). UE 104 measurement reports are thus sent via the PUSCH
in sub-frames appropriate for the particular TDD configuration 1002 in effect for the Cell.
The receive RF beam areas 902 covered in the TDD system in a given sub-frame may, or
may not be non-adjacent. It means that the UE 104 measurement report should generally be
received in only one sub-frame, and in only one received beam 902 signal in that sub-frame.
It is possible, though, that the eNB 102 may receive measurement reports in more than one
reporting sub-frame, and/or in more than one receive-beam 902 data stream in each of those

sub-frames. If the report is received in only one sub-frame, and in only one receive RF beam
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902 signal, the MAC may note the sub-frame and the received beam 902 signal to determine
which of the RF beam 902 locations contains the UE 104.

[00179] However, if the UE 104 is on the border between two or more RF beam 902
locations, the eNB 102 MAC may receive measurement reports in each of the measurement
reporting sub-frames, and/or in more than one receive RF beam 902 signals in one or more of
the reporting sub-frames. The MAC records the UE 104 location, or locations, in a temporary
data set assigned to the UE 104. If the current UE 104 location is not among the ones
determined via the just-received measurement reports, and if more than one UE-location has
been determined, the MAC selects the UE 104 location associated with the best returned CQI
value, and updates the current UE 104 location accordingly. If the current UE 104 location is
among the ones just reported, or if it is the only one reported, the current UE 104 location is
not updated at this point in time.

[00180] Whether the current UE 104 location has been updated at this point, or not, the
aperiodic CQI reporting is repeated at H msec intervals (a provisioned number of 20 msec
intervals, e.g., H=25 for making aperiodic measurements every 500 msec) until a single UE
104 location is determined, and which does not change for M (a provisioned value)
consecutive H*20 msec intervals. If the K msec periodic UE 104 check interval occurs before
the UE 104 location determined from the reports remains fixed in M consecutive reports, the
K msec periodic location check is not performed for this UE 104, and the check for M
consecutive fixed UE 104 location determinations is continued at the H*20 msec rate.
[00181]If the UE 104 location determination remains fixed in M consecutive aperiodic
reporting instances, update the UE 104 location information if it has changed, cancel the
H*20 msec running of the CQI-based location check procedure, and resume operation of the
K msec UE 104 location check procedure for this UE 104. This repeating of the CQI
measurement procedure handles the case where the UE 104 is on the boundary of different
coverage areas illuminated by the RF beams 902, or oscillates between RF beam 902
locations. (Note: the sub-band CQI measurement interval is 1 sub-frame, namely, the sub-

frame in which the UE 104 receives a command to make an aperiodic CQI measurement.)

The Sounding Reference Signal (SRS) in LTE Systems

[00182] The LTE standard defines an optional Sounding Reference Signal (SRS) in the
uplink direction. It is transmitted by a UE 104 using a known sequence, and using a set of
PRBs assigned by the eNB 102 MAC software. The SRS can be scheduled when the UE 104

is not transmitting user data, and is generally used to make estimates of the uplink channel
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conditions. The eNB 102 MAC can schedule periodic transmissions of the SRS with a period
as low as 2 sub-frames. The eNB 102 MAC can also schedule a single aperiodic SRS
transmission. The SRS is detected at the eNB 102 and processed by the PHY layer. The PHY
layer reports to the MAC layer the received SRS signal-to-noise level per Resource Block
assigned for the SRS. Reference the Femto Forum, Doc. No. FF_Tech_003_v1.11 page 104,
2010.

An SRS-Based Algorithm for Finding the UE Location After Random Access, After Handover,
or After Service Request

UE Initial Location Determination in an FDD System

[00183] The UE 104 location determination algorithm for an FDD system may operate the
same way as when using the CQI reports, except that instead of having the eNB 102 MAC
command the UE 104 to make CQI measurements in four successive sub-frames, it
commands the UE 104 to send an SRS in each of four successive sub-frames. These are
aperiodic SRS transmissions. Each SRS transmission is sent in a sub-frame offset defined for
all UEs 104 by a Cell-specific parameter. The SRS transmissions received at the eNB 102
may be used in a manner similar to way the CQI measurements are used at the eNB 102 to

determine the RF beam 902 that covers the UE 104 location.

UE Initial Location Determination in a TDD System

[00184] The UE 104 location determination algorithm for a TDD system may operate the
same way as when using the CQI reports, except that instead of having the eNB 102 MAC
send DCI commands for the UE 104 to make CQI measurements, the DCI commands are to
send SRS transmissions. The commands are sent in the first upcoming sub-frame in each of
the sets of sub-frames in which the different RF beam 902 patterns are generated for the
particular TDD U/D configuration 1002, and in which a DCI command may be sent. See
Table 4. The commands cause the UE 104 to send an aperiodic SRS transmission in the PRBs
specified in the DCI command and in U sub-frames corresponding to the sub-frames in which
the DCI command is received. Each SRS is returned in a sub-frame offset defined for all UEs
104 by a Cell-specific parameter. The SRS transmissions received at the eNB 102 may be
used in a manner similar to way the CQI measurements are used at the eNB 102 to determine

the RF beam 902 that covers the UE 104 location.

An SRS-Based Algorithm for Tracking the UE Location
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UE Location Tracking in an FDD System

[00185] The UE 104 location tracking algorithm for an FDD system may operate the same
way as when using the CQI reports, except that instead of having the eNB 102 MAC
command the UE 104 to make CQI measurements in four successive sub-frames, it
commands the UE 104 to send an SRS in each of four successive sub-frames. The commands
and reports are generated per the period values defined in the CQI-based tracking procedure
outlined herein for an FDD system. These are aperiodic SRS reports. Each SRS report is
returned in a sub-frame offset defined for all UEs 104 by a Cell-specific parameter. The SRS
transmissions received at the eNB 102 may be used in a manner similar to way the CQI
measurements are used at the eNB 102 to track the UE 104 as it moves from one RF beam

902 that covers the UE 104 location to another RF beam 902 that covers the UE 104 location.

UE Location Tracking in a TDD System

[00186] The UE 104 location tracking algorithm for a TDD system may operate the same
way as when using the CQI reports, except that instead of having the eNB 102 MAC send
DCI commands for the UE 104 to make CQI measurements, the DCI commands are to send
SRS transmissions. The commands are sent in the first upcoming sub-frame in each of the
sets of sub-frames in which the different RF beam 902 patterns are generated for the
particular TDD U/D configuration 1002, and in which a DCI command may be sent. See
Table 4. The commands cause the UE 104 to send an aperiodic SRS transmission in the PRBs
specified in the DCI command and in U sub-frames corresponding to the sub-frames in which
the DCI command is received. Each SRS is transmitted in a sub-frame offset defined for all
UESs 104 by a Cell-specific parameter. The SRS transmissions received at the eNB 102 may
be used in a manner similar to way the CQI measurements are used at the eNB 102 to track
the UE 104 as it moves from one RF beam 902 that covers the UE 104 location to another RF
beam 902 that covers the UE 104 location.

Efficient Delivery of Real-Time Event Services Over a Wireless Network

[00187] A Real-Time Event service 1502 is a service that delivers the same information
content (e.g., video and audio) concurrently to multiple users. Examples include the delivery
of the State of the Union Address. The event does not have to occur in real time; delivery of
pre-recorded TV programs to users who see and hear the same content at the same time
constitutes another example of this type of service. It may be difficult to offer real-time event

services using the architecture shown in Fig. 1. In a typical deployment, there may be on the
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order of 600 eNB 102 elements that provide coverage for a particular geographic region. In
the case of wireless users using today’s architecture (i.e., Fig. 1), it may mean that each end-
user 104 connects to a server 124 that delivers these data streams, and the data streams may
be sent from the server 124 to each end-user independently of delivery to other end users.
The situation is depicted in Fig. 12 for the case of 6 LTE wireless users 104 receiving the
service. Note that the Real Time Event Server 124 may maintain a separate connection to
each wireless user, so 6 connections, and 6 independent packet transmissions for video and 6
independent packet transmissions for audio may be required at the Real Time Event Server
124. Note, too, that the PGW 114 may handle the delivery of the 6 video streams and the 6
audio streams to the SGW 110 element, and that the SGW 110 element may deliver the 6
video streams and the 6 audio streams to the eNB 102 elements that serve the individual LTE
users 104. Finally, each LTE eNB 102 element delivers the separate video and audio streams
to the end users 104 who access the system via that eNB. Hence, one eNB 102 may handle
the over-the-air delivery of packets for three users 104, another may do so for two users 104,
a third eNB 102 may do so for one user 104 in the example shown in Fig. 12.

[00188] If the video data stream rate is 500 kbps (a typical rate), and the audio stream rate is
32 kbps (a typical rate), the example in Fig. 12 would have the Real Time event server 124
handling six independent connections, and sending about 3 Mbps to these end users.
Likewise, the PGW 114 and SGW 110 may handle packet transfers of similar rates. These
rates are well within the capabilities of today’s servers and wireless network elements.
However, 6 users of the service is just an example. A realistic situation may have 60,000
users 104 distributed across the 600 eNB 102 elements concurrently watching the Real Time
Event (e.g., a TV show, a sporting event, a political event). With the architecture of Fig. 1,
the Real Time event server 124 may have to support 60,000 user connections, and deliver an
aggregate data rate of 60,000 times 500 kbps, or 30 Gbps. This rate far exceeds the
capabilities of today’s servers 124. Multiple servers 124 may need to be employed (e.g., 10
servers 124) to bring the transmission rate at each server to a manageable value. Likewise,
with multiple servers 124 employed, the number of user connections at each server may be
reduced to a more manageable value of, perhaps, 6,000 per server. The economics of
deploying about 10 Real Time Event servers 124 to deliver this service to 60,000 concurrent
users may not be palatable to the service provider.

[00189] The situation at the PGW 114 cannot be remedied so easily. It is not economical to
deploy many PGW 114 elements that serve large geographical regions, and in the case of

serving 60,000 wireless users 104 for this Real Time Event service, the PGW 114 must
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handle the transit of 30 Gbps, a daunting task, which may be resolved only at great expense
using the architecture of Fig. 1. The situation with the SGW 110 element may not be as bad
as it is for the PGW 114 element, because in practice, there are several SGW 110 elements
that serve subsets of the 600 eNB 102 elements in a region. At the eNB 102 elements, each
eNB 102 element may have to deliver the service to each of around 100 users 104 connected
through its Cells, and hence, each eNB 102 element has to handle delivery of 50 Mbps over
the LTE air interface. While this value may be slightly beyond the capabilities of today’s
LTE eNB 102 elements, it may be well within the capability of the APN beam forming RF
system presented in Fig. 9. However, each eNB 102 may then be required to support 50 Mbps
utilization on its back haul 112 interface to receive the packets for its users from the SGW
110 element. This value may be problematic and costly to resolve at each eNB 102. If it is not
resolved uniformly across the L'TE wireless network, the user experience suffers, depending
on which eNB 102 is used to access the LTE wireless network.

[00190] From the above, it may be seen that the difficulties involved in providing Real Time
Event services (including commercial TV service delivery) to wireless users may involve the
number of connections required at the Real Time Event Server 124, the data transmission rate
required at the Real Time Event Server 124 and at the PGW 114 element, and secondarily,
the real time data transmission rate required at the SGW 110, and the transmission capacity

taken on the back haul 112 interface to each eNB 102 element.

An Architecture for Efficient and Economical Real Time Event Delivery

[00191] The issues related to the economical delivery of Real Time Event services in an LTE
network may be resolved, if a distributed Publish/Subscribe (P/S) architecture concept is
introduced into the APN wireless network to augment the capabilities of the Optimization
Server 202 and 204. Fig. 13 shows an architecture that deploys the Publish/Subscribe Broker
programs 1304 on a set of computing nodes 1302. One or more P/S Brokers 1304 may be
deployed on each computing node 1302, depending on the number of entities expected to
connect at each computing node 1302. Each communicating entity (i.e., a user device or a
server) may connect to a single P/S Broker 1304 to receive the services of the P/S Broker
architecture. Endpoints may not connect directly to each other in this architecture. The
packets that comprise a particular data stream may be identified by a tag called a Topic. A
packet within a Topic stream may be referred to as an Event. In Fig. 13, one entity 1308
connected to a P/S Broker 1304 at Node 1 1302 may Publish a stream of packets, where the

Publisher 1308 inserts the stream Topic into each packet. Meanwhile, 10 other users 1310
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(i.e., end user devices, or programs running on other computers) may have previously
Subscribed to this Topic. These users 1310 may be distributed across the three computing
Nodes 1302 shown in Fig. 13, in each case connecting to the P/S Broker 1304 that runs on its
attachment Node 1302.

[00192] The P/S Broker 1304 network is designed to distribute the Published packets to all
the destinations that have Subscribed to the given Topic. P/S Broker 1 1304 knows to
distribute the packet to P/S Broker 2 1304 within its own Node 1 1302, and also knows to
distribute the packet to the two entities 1310 directly connected to it that have Subscribed to
the Published Topic. P/S Broker 2 1304 knows to distribute the packet to P/S Broker 3 1304
on Node 2 1302 and to P/S Broker 5 1304 on Node 3 1302, and also knows to distribute the
packet to the two entities 1310 directly connected to it that have Subscribed to the Published
Topic. P/S Broker 5 1304 knows to distribute the packet to its three directly connected
entities 1310 that have subscribed to the Published Topic. P/S Broker 3 1304 knows to
distribute the packet to P/S Broker 4 1304 and to its two directly connected entities 1310 that
have Subscribed to the Published Topic. Finally, P/S Broker 4 1304 knows to distribute the
packet to the single directly connected entity 1310 that has Subscribed to the Published
Topic. The Publisher sends one packet, and the P/S Broker network takes care of packet
replication whenever it is needed. Each packet is replicated at each P/S Broker 1304 only to
the extent that is necessary. Thus, the P/S Broker network distributes the task of replicating
packets in an efficient manner.

[00193] A distributed set of Publish/Subscribe (P/S) Brokers 1304 may be set up to run on the
set of Optimization Servers 202, 204 shown in Fig. 2, where the P/S Brokers 1304 may use
the Publish/Subscribe communications paradigm to route packets efficiently between an
entity 1308 that Publishes a packet stream and all entities 1310 that Subscribe to receive
packets from that stream Topic. See an example deployment in Fig. 14.

[00194] As described previously herein, a technique is described that may be used to redirect
a UE 104 dedicated bearer 312, so it has a local OptServereNB 308 as its endpoint, rather
than the usual SGW 110 endpoint. If each UE 104 in Fig. 14 is connected via its redirected
bearer to the OptServereNB 308 associated with its serving eNB 102, the UE 104 may
connect to the P/S Broker 1304 program that runs on that computer. Note that in Fig. 14, a
P/S Broker 1304 program may also run on the Server 124 that may be located in the Internet,
remote from the LTE Wireless Network. All the P/S Brokers 1304 in Fig. 14 may be

interconnected into a logical Publish/Subscribe Broker networking infrastructure.
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[00195]If the Server 124 remotely connected via the Internet provides a Real Time Event
service 1502, the P/S Broker 1304 network arrangement shown in Fig. 14 may be seen to
eliminate the problems that occur in providing this service when the traditional architecture
of Fig. 1 is used to deliver it. See Fig. 15 for the results that may be obtained when using the
Publish/Subscribe Broker architecture in conjunction with the bearer redirection technique
previously described herein.

[00196] The previously discussed issues relating the problems in providing a Real Time
Event Service 1502 to wireless users 104 may now be seen to be resolved. The entity 1502
that generates the Real Time Event data stream connects to one P/S Broker, and no end user
104 device connects directly to it. The issue of maintaining 60,000 concurrent user
connections may be seen to resolve into maintaining a single connection (which may also be
used to deliver other services, besides the Real Time Event service). Furthermore, the Real
Time Event service program 1502 generates one video packet per video time frame, and one
audio packet per audio time frame, to send into the P/S Broker network, and it may be seen
that it is no longer required that this program generate 60,000 video packets per video time
frame, and 60,000 audio packets per audio time frame, to send to the 60,000 concurrent end
users 104. It may be seen that packet replication is performed by the P/S Broker network,
when necessary. It may be seen that one Real Time Event Server 124 can handle delivery of
the service to 60,000 concurrent users 104, and that a multiplicity of Real Time Event servers
124 is no longer required. The economics of delivering this service may therefore be seen to
be improved compared with using the current wireless network architecture.

[00197] Furthermore, it may be seen that the Internet and the long haul network now carries
one packet per video time frame, and one packet per audio time frame, instead of 60,000 of
each per time frame. Therefore, it may be seen that the long haul network bandwidth
utilization has been reduced from 30 Gbps to 500 kbps, a reduction by a factor of 60,000.
[00198] It may be seen that because of the presence of the OptServerPGW 304 and the
OptServereNB 308 servers associated with the eNB 102 elements, the PGW 114 is no longer
is involved in routing the packets for this service. The capacity of the PGW 114 may be
retained to deliver other services. The packets are routed by the P/S Broker 1304 on the
OptServerPGW 304 to a P/S Broker 1304 on each of the OptServereNB 308 servers that have
UEs 104 that Subscribe to the Real Time Event service data streams. To relate the situation in
Fig. 15 to the one extrapolated (to 60,000 users) from Fig. 12, it is supposed that each of the
600 eNB 102 elements have 100 UEs 104 that Subscribe to the Real Time Event service.
Hence, the P/S Broker 1304 on the OptServerPGW 304 replicates by 600 times a video
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packet per video time frame, and an audio packet per audio time frame, and forwards each of
these packets to an OptServereNB 308 server. The transmission rate at the OptServerPGW
304 may thus be seen to be 600 times 500 kbps, or 300 Mbps, a value that may reasonably be
handled by today’s server computers. Furthermore, the transmission rate over the LTE back
haul network to each OptServereNB 308 may be seen to be 500 kbps, rather than the 50
Mbps required using today’s architecture, a reduction by a factor of 100.

[00199] 1t may also be observed that the need to distribute the Real Time Event service
packets at a 300 Mbps rate by the OptServerPGW 304 may be reduced by having more than
one server instance associated with the PGW 114. For example, if five OptServerPGW 304
instances are deployed, with each covering 120 of the 600 OptServereNB 308 servers, then
the data rate required from each OptServerPGW 304 instance to deliver the Real Time Event
service is reduced to 60 Mbps.

[00200] Ateach OptServereNB 308, the P/S Broker 1304 receives one video packet per
video time frame, and one audio packet per audio time frame (i.e., about a 500 kbps rate)
from the P/S Broker 1304 running on the OptServerPGW 304, and distributes the packets to
its directly connected UE 104 entities. In this example, it is assumed that each eNB 102
supports 100 UEs involved with the Real Time Event service, so the transmit data rate at the
OptServereNB 308 may be seen to be 100 times 500 kbps, or 50 Mbps. This value may
likewise be seen to be viable using today’s server computer technology.

[00201] The integration of the Publish/Subscribe Broker architecture, the bearer redirection
capability, and the Optimization Servers into the LTE wireless network in this disclosure may
be seen to enable the economical delivery of Real Time Event services, including commercial

TV, to wireless users.

Implementing Active-Hot Standby Redundancy in Server Architectures Using the
Publish/Subscribe Paradigm

[00202]In an Active-Hot Standby Redundancy architecture, two identical service instances,
1602 and 1604, are installed in the network. The servers 124 that run each service instance
may be located far from its mate server 124, or may be co-located with the mate server 124,
but placed on different power supplies. The actual deployment situation may depend on the
expected failure modes pertaining to the servers 124. The Standby service instance 1604 may
maintain state information for every Session maintained at the Active service instance 1602
that it is poised to replace. When a failure occurs in the Active instance 1602, the Standby

instance 1604 promotes itself to Active, and assumes all aspects of the service identity and
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role of the Active instance 1602 it is replacing. Service to user entities continues without
interruption, although transactions that are ongoing just as the failure occurs may be lost.
[00203] KeepAlive messaging may be used between the Active and Standby instances, 1602
and 1604, so the Standby instance 1604 can determine when to promote itself to the Active
state, and assume the functions and all aspects of the service identity of the failed instance it
is replacing.

[00204] When point-to-point communications architectures are used, it may generally be
difficult to transfer the state information from the Active to the Standby instance. Maintaining
lock-step state information at both the Active Service instance 1602 and at the Standby
Service instance 1604 may involve a great deal of overhead at the Active Service instance
1602 in providing state information to the Standby Service instance 1604. In typical
implementations where, as in this case, the service instances may execute on different
computing nodes, state changes may first be accumulated on the Active instance 1602, and
then transferred to the Standby instance 1604. Hence, many CPU cycles may be used in the
Active instance 1602 host to implement the Hot Standby architecture.

[00205] When the Publish/Subscribe paradigm is used with the distributed P/S Broker
architecture described herein, it may be much easier to maintain a common state in the Active
and Standby instances, 1602 and 1604. The Standby instance 1604 may be programmed to
Subscribe to the exact same Topics as does the Active service instance 1602, including
Topics with the unique instance ID tag used by the Active instance 1602. Hence, without any
actions being taken on the part of the Active instance 1602, the Standby instance 1604 may
receive exactly the same messages that the Active instance 1602 receives. The Standby
instance 1604 may process these messages in exactly the same way that the Active instance
1602 does, except that while the Active instance 1602 Publishes responses and other service-
specific messages, the Standby instance 1604 may not Publish any service-specific messages.
The state information kept in the Standby instance 1604 thus may be kept in lock step with
the state information kept in the Active instance 1602.

[00206] Each service instance may have an instancelD value that distinguishes one service
instance from another. These values may be used in the KeepAlive exchanges used by the
Standby instance 1604 to monitor the operational state of the Active instance(s) 1602. The
KeepAlive interactions shown in Fig. 16 and discussed herein may be used in this Active-Hot
Standby Redundancy architecture. Because the Standby service instance 1604 is already
using the same instance ID that the Active service instance 1602 uses for service-specific

interactions, there is no need for the Standby instance 1604 to assume the service identity of
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the failed Active instance 1602 when a Role change occurs. The Standby service instance
1604 promotes itself to Active, and turns ON a software switch that allows it to Publish the
messages it formerly did not Publish while it was in the Standby state. All service sessions
continue without interruption, with the previously Standby instance 1604 now providing the
service.

[00207] The paragraphs above indicate how the Standby instance 1604 may monitor an
Active service instance 1602, and assumes all aspects of the role of the Active instance 1602,
when the Active instance 1602 fails (including Publishing service-specific messages). This
Active-Hot Standby Redundancy architecture may also be shown to work when a single
Standby instance 1604 is ready to replace any of N Active service instances 1602. In this
case, the Standby instance 1604 Subscribes to the service Topics that each of the monitored
Active instances 1602 Subscribe to. The session state information may be organized on the
Standby instance 1604 in a way that allows identification of a service session with a specific
Active service instance 1602. Also, the Standby instance 1604 may maintain a separate
KeepAlive exchange with each Active service instance 1602 that it is monitoring. When a
failure is detected in an Active service instance 1602, the Standby instance 1604 promotes
itself to Active, deletes the session state information for all but the sessions associated with
the service instance 1602 that it is replacing, un-Subscribes from all service-specific Topics,
except for those of the service instance 1602 it is replacing, and turns ON the software switch
that hitherto prevents it from Publishing service-specific messages. The service sessions
previously handled by the service instance 1602 that has failed are now handled by the
Standby (now Active) service instance 1604. The newly promoted Active service instance
may also report to an Element Management System 802 (EMS), indicating the failure of a
specific Service instance 1602, and the assumption of an Active service role by the reporting
service instance 1604.

[00208] It may be seen how the Active-Hot Standby Service Redundancy architecture
disclosed herein using the P/S Broker messaging system can be used to provide a Hot
Standby Redundancy server for the Real Time Event Service 1502 described in this
disclosure. A Hot-Standby redundant server 124 may be deployed in addition to the Real
Time Event server 124 shown in Fig. 15. The Service program 1502 running on the Standby
server 124 may exchange KeepAlive messages with the Active service instance 1502 shown
in Fig. 15 to determine the operational state of the Active instance 1502. Meanwhile, the

Standby service 1502 Subscribes via the P/S Broker network to the same Topics as does the
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Active instance 1502, and may therefore maintain the same state information that is kept on

the Active service instance 1502.

Using Keep-Alive Messages to Monitor the State of an Active Instance

[00209] The service instances, 1602 and 1604, may implement a method to determine
whether they assume the Active state, or the Standby state, when they initialize. Further, the
Standby instance 1604 and the Active instance(s) 1602 may implement a KeepAlive
communication exchange, so the Standby instance 1604 can determine when an Active
instance 1602 has failed. The repetition rate of the KeepAlive messages may determine the
rapidity with which the Standby instance 1604 can determine the failure of an Active instance
1602, and promote itself to the Active state. Usually, a configured number of contiguous non-
replies to KeepAlive messages sent by the Standby instance 1604 may be used to declare the
failure of an Active instance 1602. The processing of the KeepAlive messages may be given
priority, so false declarations of service instance failures do not occur.

[00210] Fig. 16 shows an example of KeepAlive messaging that may be used in this
redundancy architecture. The interactions all occur using the connection of the Service
programs to the P/S Broker instance 1304 that runs on their server 124, 304, 308, machine.
However, the passing of messages through the P/S Broker 1304 architecture is omitted in Fig.
16 for the sake of simplicity. The Active service instance(s) 1602 and the Standby service
instance 1604 may execute on different Server machines (124, 304, 308), because it is the
failure of a Server (124, 304, 308) that is being overcome in the redundancy architecture.
Furthermore, the Active service instances 1602 do not initiate the sending of KeepAlive
messages, but always respond to a received KeepAlive message.

[00211]In the design of these service instances, 1602, 1604, each instance of <serviceType>
may be configured with an <instancelD>. Also, several Topics (e.g., text strings) may be
hard-coded for communicating the KeepAlive messages. All Active service instances 1602 of
<serviceType> may Subscribe to the Topic ServiceControl/<serviceType>/KeepAlive. In
addition, when a service instance is Initializing, it must determine whether it is Active or
Standby, so it Subscribes to the Topic

ServiceControl/<service Type>/KeepAlive/<instancel D>, where <instancelD> may be a
value assigned to its own service instance. The initializing program may also Subscribe to the
Topic ServiceControl/<service Type>/KeepAlive. The latter Topic may be used to receive
KeepAlive messages from another service instance that is either Initializing, or is in the

Standby state. Although there can be N Active service instances 1602, there is only one
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Standby service instance 1604. Hence, when a service instance determines that it is the
Standby instance 1604, it Subscribes to the Topic ServiceControl/<serviceType>/KeepAlive,
and also Subscribes to ServiceControl/<service Type>/KeepAlive/Standby. The former
Subscription is used to receive KeepAlive messages from Active service instances 1602 that,
for some reason, restart.

[00212] When a service instance Initializes, it may send a single KeepAlive message at a
periodic configured rate to the Topic ServiceControl/<serviceType>/KeepAlive, and may
indicate in the message payload that its state is “Initializing,” and may also include its
<instancelD>. The P/S Broker 1304 messaging system takes care of replicating this packet
when there is more than one service instance 1602 being backed up in the redundancy
architecture. Each service instance that receives this message responds by Publishing a
KeepAliveResp message to the Topic
ServiceControl/<serviceType>/KeepAlive/<instancel D>, where the <instancelD> is the
value received in the KeepAlive message. Hence, the message may be routed by the P/S
Broker 1304 system only to the Initializing service instance. The KeepAliveResp message
contains the state of the sending instance, and the <instancelD> of the sending instance.
[00213]If, after a configured, or a provisioned, number of KeepAlive attempts, the
initializing service instance receives no responses from any other service instance, the
initializing service instance may set its State to Standby, and thereby leave no gaps in the
state information it subsequently collects when other service instances initialize, assume the
Active state, and begin to provide service to users. Upon transitioning to the Standby state,
the service instance may un-Subscribe from the Topic

“ServiceControl/<service Type>/KeepAlive/<instancelD>" and may add a Subscription to the
Topic “ServiceControl/<service Type>/KeepAlive/Standby”. The Subscription to the Topic
“ServiceControl/<serviceType>/KeepAlive” may be retained. The Standby service instance
1604 may begin to Publish KeepAlive messages at the configured, or provisioned, periodic
rate after a configured, or provisioned, time it may wait to allow other service instances to
initialize. KeepAlive messages Published by the Standby service instance 1604 use the Topic
“ServiceControl/<serviceType>/KeepAlive”, and include the Standby state and the
<instancelD> of the Publisher of the message. Responses to KeepAlive messages received
from the Standby service instance are Published to the Topic
“ServiceControl/<service Type>/KeepAlive/Standby”.

[00214]If a response is received from the Standby service instance 1604 in response to any

KeepAlive message sent by the initializing service instance, the initializing instance may
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promote itself to the Active state, un-Subscribe from the Topic

“Servicelnstance/<service Type>/KeepAlive/<instancelD>", and retain its Subscription to
“ServiceControl/<service Type>/KeepAlive”.

[00215]If, after a configured, or provisioned, number of KeepAlive message transmissions,
an initializing service instance receives responses from fewer than N Active service instances
1602, and none from a Standby service instance 1604, the initializing instance may change its
state to Standby, may un-Subscribe from the Topic

“ServiceControl/<service Type>/KeepAlive/<instancelD>", and may add a Subscription to
the Topic “ServiceControl/<serviceType>/KeepAlive/Standby”. The Subscription to the
Topic “ServiceControl/<service Type>/KeepAlive” may be retained. The Standby service
instance 1604 may begin to Publish KeepAlive messages at a configured, or provisioned,
periodic rate.

[00216] If the Initializing instance receives responses from all N Active service instances
1602, the Initializing instance may change its state to Standby, may un-Subscribe from the
Topic “ServiceControl/<serviceType>/KeepAlive/<instancelD>", and may add a
Subscription to the Topic “ServiceControl/<service Type>/KeepAlive/Standby”.
Alternatively, if the Initializing service instance receives a reply from the Standby instance
1604, the Initializing service instance promotes itself to Active, un-Subscribes from the Topic
“Servicelnstance/<serviceType>/KeepAlive/<instancelD>", and retains its Subscription to
“ServiceControl/<service Type>/KeepAlive”.

[00217] After a configured, or provisioned, number of KeepAlive attempts, if the Initializing
instance receives responses from other service instances, where the total number of replies is
N or fewer, and some responses (including none) indicate service instances in the Active
state, and other responses indicate service instances in the Initializing state, but no response
indicates the Standby state, then the sending service instance may promote itself to the Active
state if its <instancelD> is a smaller number than at least one of the <instancelD> values of
all the other initializing instances, and may promote itself to the Standby state if its
<instancelD> is larger than the values of all the other service instances reporting themselves
to be in the Initializing state. Depending on the State assigned by the initializing service
instance, the Subscriptions noted above are removed, added, or kept, depending on the State
assigned by the initializing service instance.

[00218]If a Standby service instance 1604 receives a KeepAlive response from another
service instance indicating that it, too, is in the Standby state, the instance that receives the

response remains in the Standby state if its <instancelD> value is larger than the one
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indicated in the response message, but changes its state to Active if its <instancelD> is
smaller than the one indicated in the response message. If a transition to the Active state is
made, the changed service instance un-Subscribes from the Topic

“ServiceControl/<service Type>/KeepAlive/Standby”, and retains its Subscription to the
Topic “ServiceControl/<service Type>/KeepAlive”.

[00219] Whenever a service instance receives a KeepAlive message from the Standby service
instance 1604, it Publishes a response message to the Topic

“ServiceControl/<service Type>/KeepAlive/Standby”, and indicates the unique identifier of
the responding service instance, plus its current State. This response message is therefore
routed by the P/S Broker 1304 networking architecture to the Standby service instance 1604.
[00220] It may be seen from the above that the logic to determine the Active/Standby status
of a service instance is complex. Fig. 16 shows the KeepAlive interactions for one Active
service instance 1602 and a Standby Service instance 1604. The P/S Broker 1304 subsystem
is not shown to keep the figure as uncluttered as possible. Also, not all the cases described in
the above paragraphs are illustrated in Fig. 16 for the sake of simplicity. Those skilled in the
art may note that the descriptions herein constitute a complete algorithm for determining the
Active or Standby state of an initializing service instance.

[00221] Note that Fig. 16 shows that when a Standby instance 1604 promotes itself to Active,
it may retain its <instancelD> identity for KeepAlive message exchanges, but may use the
<instancelD> of the service instance it is replacing for all Service-specific message. Doing so
allows UEs 104 whose sessions have been interrupted at the failed service instance to restart
those service sessions, or resume them, at the replacement service instance, using the same
service instance ID value obtained at the start of the service session. An alarm message may
also be generated by the formerly Standby service instance 1604 to report the failure of a
specific, formerly Active, service instance 1602, and to report the state change of the Standby

instance 1604 to the Active state. The alarm message is not shown in Fig. 16.

Architecture that Conserves Back Haul Utilization When Providing Services to Wireless
Users

[00222] Disclosed herein is a description of how to use an Optimization Server architecture
that is integrated into an LTE Wireless network, plus a means of allowing a UE 104 to be
connected to an Optimization Server 308 associated with its serving eNB 102 via a redirected
bearer 312, plus a Publish/Subscribe Broker architecture to provide efficient delivery of Real

Time Event services to wireless users. In the Real Time Event service, many users are
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receiving the same information (e.g., video, audio) at the same time. One of the efficiencies
provided by the architecture is the great reduction in back haul 112 utilization compared with
the utilization needed when today’s architecture is used to provide the service.

[00223] Other types of services distribute the same information (e.g., video, audio) to many
users, but do not do so at the same time. One example may be a Streaming Movie Delivery
service. In this service, many users may elect to view the same movie, or video, but do so at
different times. If the traditional architecture shown in Fig. 1 is used, each such end user 104
in the LTE wireless network receives a unique video data stream and a unique audio data
stream that traverses the Internet 122, the long haul network 804, the elements of the
Enhanced Packet Core (EPC) network (PGW 114 and SGW 110), the back haul network 112
connecting their serving eNB 102 to the EPC, and the LTE air interface.

[00224] A better approach may be to use the set of Optimization Servers 304 and 308
described in this disclosure, along with the Publish/Subscribe Broker architecture, as shown
in Fig. 14. It may be noted that if the Service (e.g., Streaming Movie Delivery Service (SMD)
1702 is provided at the OptServereNB servers 308 shown in Fig. 14, and if the UE 104
dedicated bearer redirection 312 shown in Fig. 3 and Fig. 4 is invoked for each user desiring
to receive the Streaming Movie Delivery service 1702, then the movie delivery to each such
user does not use the L'TE back haul network 112. The video and audio packet streams may
be seen to traverse the path from the OptServereNB 308 associated with the user serving eNB
102 through that eNB 102, and over the LTE air interface to the User Equipment 104. This
technique is applicable to any service that has the characteristic that the same information
may need to be sent to a plurality of users 104, but not necessarily at the same instant in time.
The Streaming Movie Delivery Service 1702 is just one example of a Service with this
characteristic.

[00225] To provide the Streaming Movie Delivery service, a Streaming Movie Delivery
(SMD) application 1702 may be deployed to run on each Optimization Server 304 and 308.
See Fig. 17. This application 1702 may have access to movies that are stored locally in a
permanent storage, but the number of movies stored may be more limited in the
OptServereNB 308 elements than in the OptServerPGW 304 element. Movies that are not
stored at any of the Optimization Servers 304 or 308 in the APN wireless network are
obtained from a more remote store 1704 via the Internet, and saved at the OptServerPGW
304. Distribution of movies to the eNB 102 locations can be controlled by the Streaming

Movie Delivery (SMD) 1702 service instance that runs on the OptServerPGW 304, and may
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be based on the number of users 104 who access a particular movie from a particular eNB
102 location.

[00226] Video streaming may consume not only a large over-the-air bandwidth, but generally
may consume a large amount of bandwidth on the back haul connection 112 between the
eNB 102 and the SGW 110. Thus, a relatively small number of users 104 engaged in a video
streaming service at one eNB 102 may consume a large fraction of the over-the-air and back
haul 112 capacities of the eNB 102. While the beam forming system discussed in this
disclosure enhances the air interface capacity, so a larger number of high bandwidth users
104 may be served than in current eNB 102 implementations, a corresponding increase in the
back haul 112 bandwidth may not be available. Hence, it is important to conserve back haul
112 bandwidth as much as possible, especially when delivering video services. When the
back haul 112 is highly utilized, service delivery to all users 104 may be compromised, and
the quality of service for all users 104 may deteriorate. The APN Optimization Server 308
deployment at the eNB 102 locations, plus the bearer redirection 312 at the eNB 102
elements, plus the Publish/Subscribe 1304 message delivery system deployed on the
Optimization Servers 304 and 308, may conserve eNB 102 back haul 112 utilization, and
therefore may keep quality of service high for all users 104. Also, the lowest delay possible is
incurred in sending the audio and video data streams to the UE 104, because of the short path
between the UE 102 and the point where the service is provided. This sub-section shows how
the back haul 112 utilization is minimized when one, or many users access the Streaming
Movie Delivery service 1702.

[00227] Fig. 4 shows the interactions between the UE 104 and software that runs on the
OptServerPGW 304 when the user 104 invokes the Streaming Movie Delivery 1702 service
on the UE 104. A dedicated bearer 302 may be established to support the service 1702 that is
invoked by the user, and that bearer is re-directed 312 to an OptServereNB 308 node that is
associated with the eNB 102 that serves the UE 104. The UE 104 may need to connect to a
P/S Broker 1304 that runs on the OptServereNB 308 to receive its services via the P/S
Brokering middleware.

[00228] The following is an example of the way the Streaming Movie Delivery service 1702
may be designed. Other designs may be possible. See Fig. 17 for the Service Deployment
architecture. See Fig. 18 for the Service message interactions discussed next.

[00229] When the user selects the Streaming Movie Delivery icon on the UE 104 display, and
enters the name of a movie to view, the UE 104 software may use the linkedBearerID, the

DedBearerID, the ServerlP and ServerPort parameters obtained from the OptServerPGW 304
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(see the StartServices message in Fig. 4) to connect to the P/S Broker 1304 at the
OptServereNB 308. The UE 104 may have to locate a Service instance that can stream the
selected movie to the UE 104, so the UE 104 Publishes a Service Discovery message to the
Topic string “Servicelnquiry/StreamingMovieDelivery/<movie name>,” and may include the
UE 104 IMSI and the serving eNB ID in the message payload. The UE 104 also sends a
Subscription to the Topic “ServiceDescription/StreamingMovieDelivery/<movie
name>/<IMSI>.” Including the UE IMSI in these messages may allow the response from any
Streaming Movie Delivery service instance 1702 to be routed by the Broker network only to
this requesting UE 104.

[00230] All Streaming Movie Delivery server programs 1702 may Subscribe to the Topic
“Servicelnquiry/StreamingMovieDelivery/*,” so all instances of this service may receive the
UE 104 inquiry message. In the example shown in Fig. 18, the service instance 1702 running
on the OptServereNB 308 at the serving eNB 102 location may receive the Service Inquiry
message, as may the service instance 1702 running on the OptServerPGW 304. The UE 104
Service Inquiry message is replicated by the P/S Broker 1304 instance that is connected to the
UE 104 at the OptServereNB 308. Assume that configuration of the OptServerPGW 304 P/S
Broker 1304 inhibits further routing of this Service Inquiry, and hence, only the Streaming
Movie Delivery instances 1702 at the serving eNB 102 and at the PGW 114 may respond, if
they can provide the movie. Suppose they can (in this example, the service instance at the
OptServerPGW 304 may store the set of all movies that can be provided at any
OptServereNB 308, but the set of movies stored at a particular OptServereNB 308 may be a
subset of these. The UE 104 may include the serving eNB 102 identifier in the Service
Discovery message that it sends, so the Streaming Movie Delivery Service instance 1702 at
the PGW 114 can determine when enough downloads are being requested from that location
to warrant sending and storing the movie at that eNB 102 location, if it is not already stored
there.).

[00231] Each responding Streaming Movie Delivery instance 1702 may Publish a service
response message to the Topic “ServiceDescription/StreamingMovieDelivery/<movie
name>/<IMSI>.” This message may be routed only to the requesting UE 104. In this case,
two response messages may be returned to the UE 104. The UE 104 software can determine
from a parameter included in the message (e.g., associated eNB ID, or PGW), that the service
instance 1702 at the OptServereNB 308 is closer to the UE 104, and selects that one to
deliver the service. The Service Description message may contain the unique ID assigned to

the service instance 1702.
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[00232] Each SMD service instance 1702 Subscribes to a control message stream Topic for
its service. In this case the Topic may be “ServiceControl/StreamingMovieDelivery/<unique
ID>.” Hence, when the UE 104 software Publishes a service request message to the topic
“ServiceControl/StreamingMovieDelivery/<unique ID>,” it may be routed to the service
instance 1702 at the serving eNB 102 location. The movie name may be placed into this
message payload, as well as a “StartMovie” indication, as well as any other parameters
required to start the service (e.g., charging information, the Topic used by the UE 104 to
receive the audio portion of the movie (includes the UE 104 IMSI to ensure routing back to
the UE 104), the Topic used by the UE 104 to receive the video stream for the movie
(includes the UE 104 IMSI to ensure routing back to the UE 104), the Topic used by the UE
104 to receive control information for the movie (includes the UE 104 IMSI to ensure routing
back to the UE 104)).

[00233] The audio and video streams may be Published by the service instance 1702 running
on the OptServereNB 308 that is associated with the serving eNB 102, and hence, no back
haul 112 is used to send these streams to the UE 104. The UE 104 software receives the
streams, and renders them to the user.

[00234] This scenario is followed by any number of UEs 104 being served by a particular
eNB 102, and as long as the requested movies are available at the OptServereNB 308 that is
associated with the eNB 102, no back haul 112 is used to carry any of the audio/video
streams to these users 104. A large amount of back haul 112 utilization is conserved because

of this architecture.

Providing Streaming Movie Delivery When the Movie is Not Stored at the Serving eNB
Location

[00235] If the requested movie is not available at the Streaming Movie Delivery service
instance 1702 at the serving eNB 102 location, the service instance 1702 may not reply to the
Servicelnquiry Published by the UE 104. See Fig. 19. If the movie is available at the service
instance 1702 at the PGW 114 location, it may respond to the UE 104 Servicelnquiry, and the
movie is provided by that service instance 1702. Because the service dedicated bearer 312 for
the UE 104 is re-directed at its serving eNB 102, the routing for the movies streams is from
the Streaming Movie Delivery instance 1702 at the PGW 114 location through its P/S Broker
1304 connection to the P/S Broker 1304 on the OptServereNB 308 associated with the
serving eNB 102, and then to the UE 104. See Fig. 17 and Fig. 19.
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[00236] Meanwhile, because the UE 104 may include its current serving eNB 102 identity in
the Servicelnquiry message, the SMD service instance 1702 at the PGW 114 may increment
a count of the number of requests for this movie at that eNB 102 location. If the count
exceeds a provisioned value, the service instance 1702 at the PGW 114 location may
download the movie to the service instance 1702 at the eNB 102 location, where it may be
stored. Future requests for this movie by a UE 104 attached through that eNB 102 are served
by the Streaming Movie Delivery service instance 1702 associated with the eNB 102. The
SMD service instance 1702 at the PGW 114 thus may keep a record of the SMD service
instances 1702 and their eNB 102 locations, and the movies each is able to provide. This
information may be used in the Handover scenario by the Wireless Control Process 3902
software at the OptServerPGW 304 to help it determine whether, or not, the service dedicated
bearer 302 should be re-directed at the target eNB. Also, usage-based algorithms may be
implemented to determine when a movie should be deleted from storage at a particular eNB
102 location.

[00237]In the case where the Streaming Movie Delivery service instance 1702 at the PGW
114 does not have local storage of the movie named in the UE 104 Servicelnquiry message,
the SMD instance 1702 may interact over the Internet 122 with the Centralized Main Store
1704 for this movie service, and may begin to retrieve the movie. As the movie packets are
received from the Centralized Main Store 1704, they are saved to disk. Once the SMD
instance 1702 on the OptServerPGW 304 determines that it can obtain the movie from the
Centralized Store 1704, it may send a ServiceDescription response to the UE 104
Servicelnquiry message. The movie is provided in this case by the SMD service instance
1702 that runs on the OptServerPGW 304. See Fig. 19 for the messaging involved in this
scenario.

[00238] While only a few embodiments of the present disclosure have been shown and
described, it will be obvious to those skilled in the art that many changes and modifications
may be made thereunto without departing from the spirit and scope of the present disclosure
as described in the following claims. All patent applications and patents, both foreign and
domestic, and all other publications referenced herein are incorporated herein in their

entireties to the full extent permitted by law.

APN LTE Network to Serve as a Dual Use Network
[00239] Dual Use means that the network may be used concurrently by the general public and

by government agencies, with the following proviso. Whenever it may be deemed necessary
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(i.e., under control of the US government, without the need to get a court order), network
access may be denied to all users/entities whose priority is lower than the minimum allowed
priority set by the government administrator, or is not one of the subset of allowed high
priority access classes set by the government administrator. Furthermore, network access may
be denied to all users/entities who are not members of specific government agencies allowed
to access the network. The LTE Cell Barring for Government Use feature can be applied to
any Cell, or to all Cells, or to a subset of Cells, in a 3GPP wireless network. Also, when Cell-
Barring-For-Government-Use (CB-for-GU) is enabled, it may be possible for the network to
cause a Detach of all users who are not members of the allowed government agencies, and/or
whose priority is lower than the minimum allowed priority, or is not one of the subset of
allowed high priority access classes set by the government administrator. It may also be
possible to make exceptions for Emergency sessions that have already been established in the
network, and it may be possible to allow Emergency access to the network, at the discretion
of the US Government administrator. Lastly, it may be possible for the network to perform
verification tests of the user identity before allowing a user to maintain access with the
network, or with the part of the network that has CB-for-GU enabled. It may be apparent to
those skilled in the art that the CB-for-GU capability described above goes well beyond the
3GPP Cell Barring capabilities prescribed for 3GPP networks. In the remainder of this
disclosure for this feature, the focus is placed on how to design a Dual Use capability into a
3GPP LTE wireless network with the aforementioned characteristics. It may be understood
that the same principles may be used in building a Dual Use capability into other types of
3GPP wireless networks, such as 3G Universal Mobile Telecommunications System
(UMTS).

[00240] See the 3GPP documents TS 36.331 and TS 22.011; TS 23.203 (Policy Control Rules
Function, etc.) and TS 23.228 (IP Multimedia Services, etc.) for standardized Cell Barring
specifications. See also, TS 22.153, Requirements for Multimedia Priority Service. These
standardized specifications do not allow the operation of a Dual Use network as described
above. Furthermore, all the details for implementing even these standardized capabilities are
not spelled out in these 3GPP documents. The standardized capabilities may be combined
with additional, new features and capabilities to implement the type of Dual Use wireless
network described above. The information contained in this disclosure describes in clear
terms that may be understood by anyone skilled in the art the manner in which a Dual Use
LTE wireless network may be implemented. The standardized capabilities are integrated with

new, additional capabilities, to accomplish this end.
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Using Network Roaming Concepts to Differentiate Government Agency Users from General
Users

[00241] The International Mobile Subscriber Identity, IMSI, is a unique identifier assigned to
every piece of User Equipment (UE 104) that can access a 3GPP wireless network. The IMSI
is a 64-bit value composed of up to 15 numbers. The first three digits are the Mobile Country
Code (MCC). The next three digits (or two digits in European and other non-North American
networks) are the Mobile Network Code (MNC) within the country. The remaining 9 (or 10)
digits are the Mobile Subscription Identification Number (MSIN) within the network. The
Home Network of a 3GPP wireless network is thus identified by a specific MCC, MNC
value, which identifies a specific Public Land Mobile Network (PLMN). Users who sign up
with the operator of a network are assigned an IMSI within that network, and are able to gain
access to the Cells of that operator. Those Cells are within the Home Network of the IMSI.
[00242] Frequently, network operators enter into mutual agreements, whereby users in one
operator network are allowed access in another operator network and vice versa. Such users
are said to be Roaming when they access a Cell in an operator network that is different from
their Home Network.

[00243] Network operators generally may provision their wireless network elements to define
both the Home Network and the allowed set of Roaming Networks. A UE 104 with an IMSI
that is not in the Home Network of a Cell being accessed, or is not in the list of Roaming
Networks provisioned into the Home Network elements, is not allowed to access the Cell.
[00244] The Roaming concepts described above may be used to help implement part of the
requirements of a Dual Use network. A UE 104 belonging to a member of a Government
agency may be assigned an IMSI that is in the Home Network of the Dual Use network.
Members of different government agencies may be distinguished by agency by using a subset
of the MSIN values for assignment to members of a particular agency. Alternatively,
members of different agencies may be assigned IMSIs with different MCC, MNC values,
where each of these networks is defined to be an Equivalent network to the Home Network in
the Dual Use network. In the Home Network, members of Equivalent Networks are treated in
the same way as are members of the Home Network. As for the Home Network, the list of
Equivalent Networks is provisioned into the network elements used to control access to the
Home Network. The concept of Equivalent Networks is defined in the 3GPP standards.
[00245] Per the previous paragraph, members of Government agencies are assigned IMSI
values that are either in the Home Network of the Dual Use network, or are assigned values

in the set of Equivalent Networks in the Dual Use network. All other users may be assigned
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IMSI values in the network of their traditional network operator, and may access the Dual
Use network as a Roamer. General users may prefer to access the Dual Use network because
of lower cost of service, because of the ability to receive higher data rates than on Cells in
their Home Network, because of lower congestion than on the Cells in their Home Network,
or because of other reasons.

[00246] Ordinarily, general users may access the Cells in the Dual Use network as Roamers,
and receive the same quality of service as is provided to members of Government agencies
who access the Dual Use network as their Home, or Equivalent, Network. The Element
Management System (EMS 802) that manages the network elements of the Dual Use network
may be used to provision the network elements with the Home Network value, with the
network values of each Equivalent Network, and with the network values of each allowed
Roaming Network.

[00247] During an Emergency, or when the Government administrator deems it necessary,
access to one Cell, to several Cells, or to all Cells, of the Dual Use network may need to be
restricted for use only by Government users. One step to achieve this restriction may be to
have the EMS provision each Mobility Management Entity (MME 108) that handles the
restricted Cell, or Cells, to remove the list of allowed Roaming networks. In this case, the
MME 108 may reject users who access the restricted Cell, or who access any of the restricted
Cells, if they are members of any but the Home Network, or of an Equivalent network. In this
case, attempted accesses may be rejected with a cause of “permanent PLMN restriction.”
Receiving this cause value makes the UE 104 enter the PLMN into its Forbidden PLMN list,
and only a manual selection of a Cell in that PLMN can cause the UE 104 to attempt another
access to it. Alternatively, if only a selected set of Cells is restricted, the reject cause value
may be “temporary PLMN restriction.” In this case, the UE 104 enters the Tracking Area
(TA) of the restricted Cell into its list of restricted TAs, and may not attempt to access
another Cell in this TA. It may also be the case that a subset of Roaming Networks is
provisioned to be restricted, with the remaining Roaming Networks allowed. This type of
provisioning may be at the discretion of the Government Network Administrator.

[00248] Fig. 20 below is a modification of Fig. 1 of this disclosure, and includes an EMS 802
that manages the network elements in the LTE network. Fig. 20 shows that when a Cell is
restricted, the MME(s) 108 that handle the Cell may be provisioned to remove or restrict the
list of Allowed Roaming Networks, and the MME 108 may detach all UEs 104 that are not
members of the Home Network, or of an Equivalent Network, or of an allowed Roaming

Network, in the Dual Use network. The MME 108 keeps the UE 104 IMSI as part of the
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context information kept for each UE 104 handled by the MME 108. See Section 5.3.8.3 of
TS 23.401 v9.4.0 for the MME-initiated Detach procedure.

[00249] While using the Roaming concepts serves to detach non-government users 104 from
the restricted Cells, and denies their access to restricted Cells, these UEs 104 may still
attempt to access the restricted parts of the Dual Use network. During disasters or other
emergencies, such access attempts may prevent or delay the access of High Priority
government users, of Police Department users, or of Fire Department users, or of Emergency
Responder users. Rapid access must be provided to these users during such emergencies. The
Cell Barring concept of 3GPP may be used and extended as described in this disclosure to

achieve another aspect of implementing a Dual Use LTE wireless network.

Architecture Components That Implement Cell Barring and User Identity Validation
[00250] Cell Barring is a standardized mechanism that may be used to limit the set of UEs
104 that are allowed to access a Cell. When Cell Barring is enabled at a particular Cell, the
broadcast information from the Cell includes the CellBarred parameter, the ac-BarringFactor
parameter, the ac-BarringTime parameter, the ac-BarringForEmergency parameter, and the
list of allowed/notAllowed high priority access classes contained in the ac-
BarringForSpecial AC parameter. The System Information Block 1 (SIB 1) CellBarred
parameter indicates whether or not any access restrictions are enabled at the Cell. The SIB 2
ac-BarringFactor parameter and the ac-BarringTime parameter determine how frequently a
UE 104 with Access Class Priority between 0 and 9 may attempt access to the Cell. The SIB
2 ac-BarringForEmergency parameter indicates whether E911 calls are also barred on the
Cell. The ac-BarringForSpecial AC is a Boolean list detailing the access rights for each high
priority access class. The UE 104 Access Class (AC) priority that is stored in the SIM card at
the UE 104 allows the UE 104 to determine what to do when it detects that a Cell is Barred
for access. Regular users have their UEs 104 assigned an AC value between 0 and 9 (the
values are randomly assigned to regular users). TS 22.011 specifies that AC 10 is to be used
for E911 calls; AC 11 is for PLMN users; AC 15 is for PLMN Staff; AC 12 is for Security
Services; AC 13 is for Public Utilities (e.g., gas and water suppliers); and AC 14 is for
Emergency Services users. The 3GPP standards indicate that there is no priority associated
with AC 11 through AC 15. No other Access Class values are defined in the 3GPP standards,
so a Dual Use network has to be able to operate using just these values configured into the

UE 104 SIM card.
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[00251] According to 3GPP standards, when CellBarred is set to “Barred,” UEs 104 with
Access Class priority values that exceed 10 are always allowed to access the barred Cell. This
may, or may not be what is desired by the government administrator when a Cell is barred for
Government use. A finer grain barring based on UE 104 Access Class priority may be needed
(e.g., access may need to be barred for AC less than 12, or access may need to be allowed for
some users with AC 12, but access may need to be barred for other users with AC 12, or
more Access Class values than those in the 3GPP standards may be required to differentiate
the government users). This patent disclosure provides design information for achieving a
finer grain Cell access barring capability. Also, in a Dual Use network, it may be necessary to
restrict the access of even High Priority users as noted above (e.g., FBI users with Access
Class Priority 12 may need to access the barred Cell, but other users with Access Class
Priority 12 may need to be restricted from accessing the barred Cell). The design information
presented in the present disclosure uses the UE 104 IMSI to further restrict access to a barred
Cell by a high priority user. Lastly, in certain circumstances, it may be the case that UE 104
SIM cards have been illegally set with a high priority Access Class by criminals or terrorists,
or have programmed IMSIs that are assigned to high priority users. It may therefore be a
requirement in a Dual Use network to be able to perform a biometric test of any High Priority
user that becomes connected through a Cell that is barred for government use. Biometric
testing may include voice matching, fingerprint matching, or any other type of test involving
unique user characteristics or knowledge (e.g., a password). This biometric testing need is
also accounted for in the information presented in this disclosure for a Dual Use network.
[00252] It may be the case that Cell barring strictly in accordance with the 3GPP standards
needs to be set up at one or more LTE Cells. Meanwhile, the above paragraph shows that
additional access constraints need to be enabled when Cells are barred for Government use.
This patent disclosure design description therefore defines a special Cell Barring type, called
Cell Barring for Government Use (CB-for-GU), which is distinct from the Cell barring
capability defined in 3GPP standards documents. The design information contained in the
present disclosure, and understandable by those skilled in the art, shows how to add the CB-
for-GU Cell Barring capability to be used in addition to the Cell Barring specified in the
3GPP standards.

[00253] The design of the system disclosed herein is just one of several designs that may be
used to implement the capabilities required in a Dual Use network. It should be noted that

modifications to the design information presented herein are possible while achieving the

76



WO 2020/101747 PCT/US2019/037617

same result. A specific set of design information is presented herein to illustrate to those
skilled in the art how a Dual Use network may be implemented.

[00254] Fig. 21 shows the LTE network components that may be required to implement the
CB-for-GU capabilities described above. Note that Fig. 21 includes the Optimization Server
concept and the P/S Broker concept described herein. Inclusion of these components into the
design information makes the system disclosed here efficient, perhaps more efficient than
with other types of element interfacing. The solid lines in Fig. 21 show standardized
interfaces for an LTE network, and include the mnemonic used in the 3GPP standards for
each interface. The dashed lines indicate additional interfaces that may be required to provide
the Dual Use capability. The dashed lines connecting to the Government-run Element
Management System (EMS 802) are OAM interfaces (Operations, Administration, and
Maintenance interfaces) of the kind present in any LTE network, albeit in this case, they may
provision information that may be pertinent to the Dual Use network capabilities. The
interface between the LTE MME 108 and the P/S Broker 1304 running on the
OptServerPGW 304 node may provide efficient interfacing between the plurality of MME
108 elements deployed in the LTE network and the Application Function (AF) 2102 that may
play a central role in providing the Dual Use capabilities to the LTE network.

[00255]If Cell Barring is not in effect at any Cell in the LTE network, the EMS 802 does not
provision any additional Cell Barring information into the AF 2102, and does not provision
any additional Cell Barring information into the MME 108 elements. If the standardized Cell
Barring is in effect at any Cell in the LTE network, the EMS 802 likewise does not provision
any additional Cell Barring information into the AF 2102, and does not provision any
additional Cell Barring information into the MME 108 elements. When Cell Barring for
Government Use is enabled at one or more Cells in the LTE network, the EMS 802
provisions additional data related to the CB-for-GU into the AF 2102, into the MME 108
elements that serve the barred Cells, and into the eNB 102 elements that operate the barred
Cells. (The information provisioned into the eNB 102 elements is the same as the information
required for the standardized Cell Barring capability.) The following sections may describe a
processing design that implements the Dual Use wireless network features.

[00256] In addition to the network elements and interfaces shown in Fig. 21, a new
application may be added to the UE 104 to enable biometric user validation in the Dual Use
LTE network. The additional UE 104 capability is illustrated in Fig. 22. The UE 104 may
also connect to the P/S Broker 1304 network for services other than Biometric Testing. The

advantage of using the P/S Broker 1304 middleware is that a single connection of the UE 104
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to the P/S Broker 1304 network may suffice to support any number of UE 104 applications.
Each application uses application-specific Topics via the P/S Broker interface 2204. Hence,
the UE 104 app for Biometric Testing 2202 may be invoked when the UE 104 is turned ON
and first connects to the LTE network. The Biometric Testing app 2202 Subscribes to receive
messages via a specific Topic, and may wait until the initial Biometric Testing message is
received (it may never be sent, because the testing is not generally required). It may be
understood by those skilled in the art that P/S Brokering is not essential to the Biometric
Testing feature, because the UEs 104 may instead individually connect to a network-based
program for such testing. The P/S Brokering 1304 middleware makes the solution more

efficient.

Automatic Detachment of Restricted Users When Sole Government Usage Is Enabled
[00257] The 3GPP standards define mechanisms to allow, or gate, or deny the access of a
user to the network. To accomplish this, the standards define a Policy and Charging Rules
Function (PCRF 118) and an Application Function (AF 2102) that may be involved in
interactions with the PGW 114 when a user 104 first establishes access to the LTE network.
These elements are shown in Fig. 21. To implement the capabilities required in the Dual Use
network, special functionality may be added to the AF 2102. The AF 2102 may be
provisioned with a list of Cell ID values for the Cells for which access is Barred for
Government Use. For each Cell with CB-for-GU enabled, the provisioning data may include
the minimum value of Access Class priority that is allowed to access the Cell, or a subset of
allowed high priority access class values, a parameter to indicate whether E911 calls are
permitted at the Barred Cell, a parameter to indicate whether, or not, biometric testing is
enabled for accessing the Cell, and a parameter to indicate a minimum time interval between
biometric tests for the same UE 104. In addition, the AF 2102 may be provisioned with, or
have access to, a list of IMSI values, and for each one, its Access Class priority. Note that
because these AC priority values are associated with IMSIs in a database that is used by the
AF 2102, and is not contained in the UE 104 SIM card, the AC priority value may not be
constrained to the standardized values 11 through 15, but may be assigned any value. Hence,
for CB-for-GU, very fine access class restrictions may be imposed by the use of these AC
priority values, as described in the present disclosure.

[00258] As shown in Fig. 21, the AF 2102 maintains an Rx Diameter interface to the set of
PCREF 118 functions deployed in the LTE network, and also maintains an interface to a P/S

Broker 1304, so the AF 2102 may participate in message exchanges with other entities that
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use the Publish/Subscribe Broker 1304 middleware for communications. The MME 108
entities in this Dual Use network design may also interface to the P/S Broker 1304
middleware for communicating with the AF 2102, as shown in Fig. 21. The UEs 104 may
also interface to the P/S Broker 1304 middleware for communicating with the AF 2102, as
shown in Fig. 22.

[00259] A first step that may be performed when CB-for-GU is being enabled at a particular
Cell is for the EMS 802 to send provisioning information to the eNB 102 that provides the
restricted Cell, so it can broadcast the changed set of allowed Roaming networks. A next step
may be to provision each MME 108 that serves the Cell, so its provisioned information is
changed to indicate that no Roaming is allowed at the Cell, or that only a subset of the
Roaming networks remain configured for Roaming at the restricted Cell.

[00260] When the allowed Roaming networks are changed at the Cell, the UEs 104 attached
through that Cell may select a different Cell once they determine that they are accessed
through a Cell that does not allow Roaming from the UE 104 Home Network. Meanwhile,
the MME(s) 108 may search through the UE 104 contexts for each UE 104 accessed through
the Cell that has been provisioned for no Roaming, or for Restricted Roaming. For each UE
104 whose IMSI MCC, MNC value does not match the Home Network, or an Equivalent
Network, or an allowed Roaming network, the MME 108 may initiate a Detach procedure,
and these UEs 104 are removed from the Cell. The standardized MME-initiated Detach
procedure is specified in Section 5.3.8.3 of TS 23.401 v9.4.0. See Fig. 23.

[00261] A next step may for the EMS 802 to provision the AF 2102 with the Cell-Barring-
for-Government-Use parameters input by the Government administrator for this instance of
access barring for Government Use. Per the first paragraph of this section, these parameters
may include the Cell_ID, the minimum Access Class Priority allowed to access the Cell, or a
list of high priority access class values allowed to access the Cell, whether E911 calls are
allowed via the Cell, whether Biometric Testing is enabled for the Cell, and the time interval
between biometric tests for a UE 104. Note that the list of AC priority values may contain
values that exceed the set 11 through 15 specified in the 3GPP standards, as described in the
preceding paragraphs. Following this, the Cell Barring for Government Use parameters may
be provisioned into the set of MME 108 elements that serve the Barred Cell. Lastly, the eNB
102 that provides the Cell may be provisioned with the Cell Barring parameters for the
restricted Cell. These parameters are the ones specified in the 3GPP standards, namely, the

CellBarred parameter, the ac-BarringFactor parameter, the ac-BarringTime parameter, the ac-
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BarringForEmergency parameter, and the ac-BarringForSpecial AC parameter. To ensure that
no low priority UEs 104 access the barred Cell, the ac-BarringFactor may be set to zero.
[00262] Once the eNB 104 Cell broadcasts the Cell Barring information, no low priority UEs
104 may access the Barred Cell. However, the low priority UEs 104 that are already accessed
via the now-Barred Cell need to be detached. To accomplish this, the MME(s) 108 that serve
the Barred Cell may search through their sets of UE 104 contexts for UEs 104 accessed
through the Barred Cell. The UE 104 context contains the Establishment Cause parameter,
which was sent by the UE 104 when it accessed the LTE network. If the Establishment Cause
does not indicate High Priority, the MME 108 may initiate a Detach procedure for the UE
104. See Fig. 24.

[00263] If a High Priority UE 104 becomes detached via Fig. 24 because it initiated its LTE
attachment without indicating a High Priority call, it may now re-attach to the Barred Cell,
indicating a High Priority call. Low Priority UEs 104 may not access via the Barred Cell,
especially if the ac-BarringFactor has been set to zero.

[00264] Fig. 24 shows that Low Priority UEs 104 may no longer attempt an access of the
LTE network through the Cell that has CB-for-GU enabled, and that previously attached UEs
104 whose Establishment Cause is not High Priority are Detached from the Cell. The UEs
104 that remain attached via the Cell that has CB-for-GU enabled are therefore High Priority
users, but as noted above, it is not certain that their priority is high enough to allow them to
remain attached via the Barred Cell, and it is possible that a Biometric Test may need to be
performed to allow them to remain attached via the Barred Cell. These aspects are not part of
the standards-based Cell Barring capabilities of an LTE network, but are part of the
capabilities of a Dual Use network when a Cell is Barred for Government Use. The following
processing may detail the way in which these additional checks are made for the UEs that
remain attached via the Barred Cell.

[00265] To implement these further checks, this design of a Dual Use network may require
that the MME 108 elements that serve the Cell that has CB-for-GU enabled interact with the
AF 2102 to check the UE 104 Access Priority, and to cause a biometric test to be performed,
if necessary. As described herein, entities connected via the P/S Broker 1304 network
communicate messages by tagging each Published message with a Topic, which may be a
string. The message is delivered to all entities that have Subscribed to that Topic. Hence,
when the AF 2102 initializes, it may Subscribe to the Topic “AF/biometric/*”. The “*”
character indicates that any text following the second slash sign is a match to this

Subscription Topic. Meanwhile, each MME 108 may Subscribe to the Topic
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“AF/biometric/<GUMMEIL>", where <GUMMEI> is the Globally Unique MME Identity
assigned to the MME 108 instance. When Publishing any message, the sending entity is able
to indicate that the message should not be routed back to itself, for in this case, the sender
may have Subscribed to the same Topic to which it Publishes messages.

[00266] For each UE 104 that remains attached via the Cell that has CB-for-GU enabled, the
MME 104 that serves the UE 104 may now Publish a UEaccessedCheck message to the
Topic “AF/biometric/<GUMMEI>". Because of the wild card notation in the Topic
Subscribed to by the AF 2102, this message is received by the AF 2102. The message may
contain the Cell_ID of the Barred Cell, plus the UE 104 IMSI value. The AF 2102 may
perform a further validation, via its provisioned data, that the Cell_ID referenced in the
received UEaccessedCheck message is indeed a Cell that has CB-for-GU enabled. (If it is
not, the AF 2102 may Publish a UEaccessedCheckResponse message to the Topic
“AF/biometric/<GUMMEI>" to indicate that the UE 104 passes the access test, and also
indicate the discrepancy between the MME 108 and the AF 2102 provisioning data. The
message is received only by the MME 108 that sent the original UEaccessedCheck message,
because of the inclusion of the unique GUMMEI value in the Topic string.) Assuming that
the Cell_ID is that of a Cell with CB-for-GU enabled, the AF 2102 may obtain from its
provisioning data the minimum value of Access Priority allowed to access the Barred Cell, or
the list of high priority access class values allowed to access the Cell. The value(s) of AC
priority value may exceed the values allowed in the 3GPP standards. The AF 2102 may then
obtain either from its provisioned IMSI values, or from an accessible database of IMSI
values, the priority of the UE 104 IMSI, the IMSI being that value received in the
UEaccessedCheck message. The AC priority value assigned to the IMSI may exceed the
values of AC priority allowed in the 3GPP standards. If the IMSI is not found in the
provisioning data, or in the IMSI database, the AF 2102 may return the
UEaccessedCheckResponse message to the MME 108 instance, indicating that the UE 104
should be Detached. The MME 108 may initiate a Detach procedure for the UE 104 in this
case, because only High Priority users acknowledged by the Government are allowed access
to the Cell with CB-for-GU enabled.

[00267] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,
or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it with the
minimum AC priority value provisioned for the Barred Cell, or with the provisioned set of
allowed high access class priority values. If the IMSI has too low a priority, or does not have

a matching priority, the AF 2102 may return the UEaccessedCheckResponse message to the

81



WO 2020/101747 PCT/US2019/037617

MME 108 instance, to cause the UE 104 to be detached. However, if the UE 104 AC priority
is high enough, or matches one of the allowed High Priority access classes, the AF 2102 may
check its provisioned data to determine if Biometric Testing is required for this Cell that has
CB-for-GU enabled. If not, the AF 2102 may return the UEaccessedCheckResponse message
to the MME 108 instance, indicating that the UE 104 may remain attached via the Barred
Cell. If Biometric Testing is enabled for the Barred Cell, the following processing may be
followed before a final resolution is determined regarding the UE 104 ability to remain
attached via the Cell that has CB-for-GU enabled.

[00268] The text above indicates that when the UE connects to the LTE network, the UE
Biometric Testing application 2202 may be started, and the UE 104 may connect
automatically (i.e., without user intervention) to a P/S Broker 1304 instance on an
Optimization Server 304 in the network. The UE 104 software may Subscribe to the Topic
“AF/biometric/test/<IMSI>", where <IMSI> is the unique IMSI value assigned to the UE
104. The UE Biometric Test app 2202 is a special purpose application loaded onto all UEs
104 that may need to access the Dual Use network during emergencies. Meanwhile, when the
AF 2102 initializes, it Subscribes to the Topic “AF/biometric/test/*”. With these mechanics
in place, and the checks through the previous paragraph being completed, the AF 2102
Publishes the StartBiometricTest message to the Topic “AF/biometric/test/<IMSI>", where
the <IMSI> is the value received in the UEaccessedCheck message sent by the MME 108
that serves the UE 104. The message is therefore delivered by the P/S Broker 1304 network
to the unique UE 104 that has the <IMSI> value, where it is consumed by the UE Biometric
Test app 2202. The message may contain data such as the type of biometric test that should
be performed, or any other data pertinent to the performance of the test. Other data may
include obtaining the GPS location of the UE 104, generating periodic reports of the GPS
location, continuing to make these reports even when the user attempts to put the UE 104 into
the Evolved packet system Connection Management (ECM) ECM-IDLE state, or even when
the user attempts to turn OFF the UE 104. (These latter capabilities may be required during
military operations, or during other government operations.) The StartBiometricTest message
may be delivered reliably by the P/S Broker 1304 network. A timer may be started by the AF
2102 for receipt of the Biometric Test data from the UE 104, in case the user chooses not to
enter the data. In this case, if the timer expires, the AF 2102 may send the
UEaccessedCheckResponse message to the MME 108 to indicate that the UE 104 should be
detached.
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[00269] When the biometric test is performed at the UE 104, the UE 104 Biometric Testing
App 2202 Publishes the BiometricTestResults message to the Topic
“AF/biometric/test/<IMSI>", and again, this message is received by the AF 2102. The AF
2102 cancels the timer previously established to receive this message, and starts the analysis
of the returned data. Depending on the type of test being performed (e.g., matching a speech
phrase, matching a fingerprint, or other biometric information, matching a password), the AF
2102 may analyze the data itself, or it may send the data to another service program to
perform the analysis. The analysis reveals whether or not the UE 104 should remain attached
via the Cell that has CB-for-GU enabled. The determination is returned to the serving MME
108 when the AF 2102 Publishes the UEaccessedCheckResponse message. Accordingly, the
UE 2102 is either detached from the Cell, or is allowed to remain attached via the Barred
Cell. In the latter case, the AF 2102 may set a BiometricTestPassed parameter for the IMSI,
and may start a timer whose duration is set by the value of the TimeBetweenBiometricTests
that is provisioned at the AF 2102 for the given Cell_ID.

[00270] When Biometric Testing is enabled at a Cell with CB-for-GU enabled, the testing
may be performed whenever the UE goes through an Initial Access procedure at the Barred
Cell, a Service Request procedure into the Barred Cell, or a Handover procedure into the
Barred Cell. The purpose of the timer is to avoid testing the UE 104 too frequently. When the
timer expires, the AF 2102 may reset the value of the BiometricTestPassed parameter
associated with the IMSI, so another biometric test may be performed for that UE 104 IMSI.
(The value of TimeBetweenBiometricTests may be set to INDEFINITE to ensure that just
one test is performed per UE 104, if that is desired by the Government administrator.)
[00271] The processing described in the previous paragraphs for UEs that remain attached via
the Cell with CB-for-GU enabled after the initial processing checks at the serving MME 108
is shown in Fig. 25.

[00272] The UEs 104 that remain attached via the Cell that has CB-for-GU enabled have had
their Access Priority validated, and have possibly had the user identity validated via a
biometric test. It may also be possible that UEs 104 not yet attached via the Barred Cell will
attempt to access the Cell via an Initial Attach LTE procedure, or via a Service Request LTE
procedure, or via a Handover LTE procedure. Such UEs 104 must also be checked before
being allowed to remain accessed to a Cell that has CB-for-GU enabled. The following
sections describe the processing that may be required to ensure that only appropriately

validated UEs 104 remain accessed to a Cell that is Barred for Government Use.
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Initial Access to Cells With CB-for-GU Enabled

[00273] As noted above, when a Cell is Barred for Government Use, a UE 104 that has an AC
priority that is less than 10 does not generally attempt to access the Cell, except for E911
calling (if E911 calls are allowed at the Barred Cell). If the ac-BarringFactor is set to 0, UEs
104 with low AC priority may not attempt access through the Barred Cell. Hence, when an
Initial Access Request is received at the eNB 102 via a Barred Cell, it is from a High Priority
UE 104. The Attach Request is sent from the eNB 102 to one of the MMEs 108 that serves
the Cell. See Section 5.3.2.1 of TS 23.401 v9.4.0 for the LTE Initial Attach procedure
specification. If the Cell is Barred for some reason other than for Government Use, no
additional processing is required, or indicated in this disclosure. However, if the Cell is
Barred for Government Use, the additional processing described here may be required.
[00274] As noted previously, each MME 108 is provisioned with the CB-for-GU parameters
whenever one of the Cells that it handles is Barred for Government Use. Hence, when an
Attach Request is received from an eNB 102, the MME 108 that receives the Attach Request
message may check its provisioned data to determine if the Cell through which the access is
occurring is Barred for Government Use. If it is, a modification may be introduced into the
MME 108 processing during the Initial Attach LTE procedure, as follows.

[00275] There are several points in the LTE Initial Attach Procedure where the MME 108
may initiate an interaction with the AF 2102 to determine whether the UE 104 should be
allowed to continue with the procedure, or whether the MME 108 should Reject the Attach
attempt. One point may be when the MME 108 first learns the IMSI of the UE (i.e., when it
receives the Attach Request message from the eNB 102). Another point may be when the
MME 108 receives the UE 108 Subscription data from the Home Subscriber Server (HSS
120) (i.e., when the MME 108 receives the Update Location Ack message from the HSS
120). The point at which the MME 108 interaction with the AF 2102 ensues does not
materially affect the design illustrated in this disclosure. (In fact, another alternative may be
for the HSS 120 to store the UE 104 AC priority with the rest of the IMSI Subscription data,
and have the MME 108 make the determination of whether the UE 104 should proceed
through the rest of the Initial Access procedure, rather than have the AF 2102 make the
determination.) In what follows, the receipt of the Attach Request message by the MME 108
is used to initiate the AF 2102 interaction if the MME 108 determines that the Cell through
which the UE 104 accesses the network is Barred for Government Use. See Fig. 26.

[00276] To more easily operate the Dual Use network, the default APN (the 3GPP Access

Point Name, as opposed to the All Purpose Network used herein to distinguish the type of
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advanced wireless network that is the subject of this disclosure) for all UEs 104 in the Home
Network and in all Equivalent Networks may be set to the APN that includes the
Optimization Server 304 on which the AF 2102 program runs. When an Attach Request is
received from a UE 104 that accesses the L'TE network via a Cell that is Barred for
Government Use, the MME 108 may be programmed to only allow an initial default bearer to
be set up to this default APN (i.e., to a PGW 114 element that serves the default APN).
[00277] As the processing in Fig. 26 shows, when the MME 108 receives the Attach Request
from the eNB 104, the MME 108 may determine if the Cell being accessed is Barred for
Government Use. This determination is made from the provisioning information that may be
sent to it by the Government EMS 802, as described previously. If the Cell is not Barred for
Government Use, the Attach procedure proceeds per the LTE standards with no modification
(Section 5.3.2.1 of TS 23.401 v9.4.0). However, if CB-for-GU is enabled at the Cell, the
MME 108 may Publish a UEaccessCheck message to the Topic
“AF/biometric/<GUMMEIL>", where <GUMMEI> is the unique ID assigned to the MME
108. The message contains the UE 104 IMSI and the Cell_ID of the Cell being accessed. As
noted previously, this message is received by the AF 2102. The AF 2102 may perform a
further validation via its provisioned data that the Cell_ID referenced in the received
UEaccessCheck message is indeed a Cell with CB-for-GU enabled. (If it is not, the AF 2102
may Publish a UEaccessCheckResponse message to the Topic “AF/biometric/<GUMMEI>"
to indicate that the UE 104 passes the access test, that no biometric test is required, and also
indicate the discrepancy between the MME 108 and the AF 2102 provisioning data. The
message is received only by the MME 108 that sent the original UEaccessCheck message,
because of the inclusion of the unique GUMMEI value in the Topic string.) Assuming that
the Cell_ID is that of a Cell with CB-for-GU enabled, the AF 2102 may obtain from its
provisioning data the minimum value of Access Priority allowed to access the Barred Cell, or
the set of high priority access class values allowed for access to the Cell. Note that these AC
priority values may include values that exceed the AC priority values specified in the 3GPP
standards, to implement a finer grained priority access feature than may be provided with
standardized Cell Barring. The AF 2102 may then obtain either from its provisioned IMSI
values, or from an accessible database of IMSI values, the priority of the UE 104 IMSI, the
IMSI being that value received in the UEaccessCheck message. If the IMSI is not found in
the provisioning data, or in the IMSI database, the AF 2102 may return the
UEaccessCheckResponse message to the MME 108 instance, indicating that the UE 104
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access request should be Rejected. The MME 108 may initiate a Reject response to the UE
104 in this case.

[00278] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,
or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it with the
minimum AC priority value provisioned for the Barred Cell, or compare it to the list of
allowed high priority access class values. Note that the AC priority value stored with the UE
104 IMSI may exceed the AC priority values allowed in the 3GPP standards, to introduce a
finer grained distinction of access priority classes than may be provided in the 3GPP
standards. If the IMSI has too low a priority, or does not have a priority value that matches
one of the allowed values, the AF 2102 may return the UEaccessCheckResponse message to
the MME 108 instance, to cause the UE 104 Attach Request to be Rejected. However, if the
UE 104 AC priority is high enough, or if the UE 104 AC priority matches one of the allowed
values, the AF 2102 may check its provisioned data to determine if Biometric Testing is
required for this Barred Cell. If not, the AF 2102 may return the UEaccessCheckResponse
message to the MME 108 instance, indicating that the UE 104 Attach Request processing
should proceed, and that no Biometric Testing is required. If Biometric Testing is enabled for
the Barred Cell, the AF 2102 may return the UEaccessCheckResponse message to the MME
108 instance, indicating that the UE 104 Attach Request processing should proceed, and that
Biometric Testing is required.

[00279] Per Fig. 26, if the Attach Request processing continues for access via a Cell that has
CB-for-GU enabled, and if the AF 2102 response to the initial MME 108 interaction indicates
that a further Biometric Test is required, the MME 108 may wait until it determines the IP
address assigned to the UE 104. This may occur when the MME 108 receives the Create
Session Response message from the SGW 110 during the LTE Initial Attach procedure. At
this point, the MME 108 may Publish a UEipInfo message to the Topic
“AF/biometric/<GUMMEI>", so the message is received by the AF 2102. The message may
contain the Cell_ID, the IMSI, the [P address assigned to the UE 104, and the IP address of
the PGW 114 that serves the UE 104. The AF 2102 may then use this information together
with additional provisioned data to interact with the PCRF 118 function to request that a
Filter Policy be set in the PGW 114 for this UE 104. The Filter Policy may be to restrict the
packets that will be forwarded uplink by the PGW 114, or accepted for downlink
transmission over the UE 104 bearer. The uplink packets allowed are only for the IP address
and port number of each P/S Broker 1304 instance that runs on an available OptServerPGW

304 node (there may be more than one of these server nodes at the PGW 114 location, and
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there may be more than one P/S Broker instance on each of these servers). Allowed downlink
packets can only come from one of these P/S Broker 1304 instances. The purpose of the
Filter Policy is to isolate the communications capability of the UE 104 until the Biometric
Test is completed. The UE 104 purpose-built software 2204 generally may attempt to connect
and interface to a P/S Broker 1304 when the default bearer is first established. This
communication is allowed by the Filter Policy.

[00280] Meanwhile, the standardized LTE Attach Procedure proceeds for the UE 104, eNB
102, MME 108, etc. When the eNB 102 sends the Attach Complete message to the MME
108, it indicates that the UE 104 has obtained its I[P address, and it may begin to send uplink
messages. (The UE 104 should attempt to connect to a P/S Broker 1304, which will be
allowed by the Filter Policy at the PGW 114.) When the MME 108 receives the Modify
Bearer Response message from the SGW 110, it indicates that the first downlink data can be
sent to the UE 104. Hence, it is at this point that the MME 108 may Publish the
initiateBiometricTesting message to the Topic “AF/biometric/<GUMMEI>". The message
contains the Cell_ID and the IMSI of the concerned UE 104. The message is received by the
AF 2102. The AF 2102 checks the BiometricTestingPassed variable kept for the IMSI, and if
it is set, no Biometric Test is performed. Instead, the AF 2102 may Publish the
UEBiometricTestInfo message to the Topic “AF/biometric/<GUMMEI>, so the message is
received by the serving MME 108. The message indicates the UE 104 is allowed to access
the Cell. On the other hand, if the BiometricTestPassed variable for the IMSI is not set, the
Biometric Testing ensues as follows.

[00281] Similar to what is shown in Fig. 25, the AF 2102 Publishes the StartBiometricTest
message to the Topic “AF/biometric/test/<IMSI>", where the <IMSI> is the value received in
the initiateBiometricTesting message sent by the MME 108 that serves the UE 104. The
message is therefore delivered by the P/S Broker 1304 network to the unique UE 104 that has
the <IMSI> value, where it is consumed by the UE Biometric Test app 2202. The message
may contain data such as the type of biometric test that should be performed, or any other
data pertinent to the performance of the test. Other data may include obtaining the GPS
location of the UE 104, generating periodic reports of the GPS location, continuing to make
these reports even when the user attempts to put the UE 104 into the ECM-IDLE state, or
even when the user attempts to turn OFF the UE 104. (These latter capabilities may be
required during military operations, or during other government operations.) The
StartBiometricTest message may be delivered reliably by the P/S Broker 1304 network. A
timer may be started by the AF 2102 for receipt of the Biometric Test data from the UE
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Biometric Testing app 2202, in case the user chooses not to enter the data. In this case, if the
timer expires, the AF 2102 may send the UErejectAccess message to the MME 108 to
indicate that the UE 104 Attach Request should be Rejected. In this case, the MME 108
rejects the UE 104 access, and access via the Cell with CB-for-GU enabled is denied for the
UE 104.

[00282] When the biometric test is performed at the UE 104, the UE Biometric Testing app
2202 Publishes the BiometricTestResults message to the Topic “AF/biometric/test/<IMSI>”,
and again, this message is received by the AF 2102. The AF 2102 cancels the timer
previously established to receive this message, and starts the analysis of the returned data.
Depending on the type of test being performed (e.g., matching a speech phrase, matching a
fingerprint, or other biometric information, matching a password), the AF 2102 may analyze
the data itself, or it may send the data to another service program to perform the analysis. The
analysis reveals whether or not the UE 104 should remain attached via the Cell that has CB-
for-GU enabled. The determination is returned to the serving MME 108 when the AF 2102
Publishes the UEBiometricTestInfo message. Accordingly, the UE 104 is either Rejected for
access to the Cell, or is allowed to remain accessed via the Barred Cell. In the latter case, the
AF 2102 may set a BiometricTestPassed parameter for the IMSI, and may start a timer whose
duration is set by the value of the TimeBetweenBiometricTests that is provisioned at the AF
2102 for the given Cell_ID. The purpose of the timer is to avoid testing the UE 104 too
frequently. When the timer expires, the AF 2102 may reset the value of the
BiometricTestPassed parameter associated with the IMSI, so another biometric test may be
performed for that UE 104 IMSI. (The value of TimeBetweenBiometricTests may be set to
INDEFINITE to ensure that just one test is performed per UE 104, if that is desired by the
Government administrator.)

[00283] If the UE 104 passes the biometric test, the AF 2102 may then interact with the
PCREF 118 via its Rx Diameter interface to cause the removal of the Filter Policy previously

installed at the PGW 114.

Avoiding Unnecessary Paging At Cells With CB-for-GU Enabled

[00284] Section 5.3.4.3 of TS 23.401 v9.4.0 specifies the LTE Network Triggered Service
Request Procedure. When the UE 104 transitions from the ECM-ACTIVE state to the ECM-
IDLE state, there is no connection between the UE 104 and an eNB 102, and hence, no
communications between the LTE network elements and the UE 104. Because the UE 104

was previously in the ECM-ACTIVE state, a context is kept in the MME 108 instance that

88



WO 2020/101747 PCT/US2019/037617

last served the UE 104. If, while in this state, a downlink packet arrives for the UE 104 at the
SGW 110, the SGW 110 sends a Downlink Data Notification message to the MME 108. The
MME 108 tries to locate the UE 104 by sending Paging messages to one or more eNB 102
elements that the MME 108 determines are most likely to cover the area in which the UE 104
resides. In a Dual Use network, it may be advantageous not to send Paging messages to an
eNB 102 for transmission using a Cell that has CB-for-GU enabled, unless it is first
determined that the UE 104 is allowed to access such a Cell. Fig. 27 shows the modification
to the Network Triggered Service Request procedure that may be used effectively in a Dual
Use LTE network. Note that if the UE 104 AC priority (which may have been obtained from
the HSS 120 UE Subscription data) is maintained in the UE 104 context at the MME 108, the
determination of initial access viability may be performed by logic in the MME 108, without
the need to interact with the AF 2102 for that purpose. Fig. 27 shows a procedure that may be
used when the UE 104 AC priority is not kept in the HSS 120 UE Subscription data.
[00285]In Fig. 27, when the MME 108 receives a Downlink Data Notification for a UE 104,
it determines the set of Cells over which Paging messages should be sent to attempt to reach
the UE 104. Using the data provisioned into the MME 108 by the Government EMS, the
MME 108 may determine the subset of these Cells that have CB-for-GU enabled. Using this
subset of Cells, the MME 108 may Publish the UEpagingCheck message to the Topic
“AF/biometric/<GUMMEI>", where the <GUMMEI> is the unique ID assigned to the MME
108. As described previously, this message is received at the AF 2102.

[00286] For each Cell_ID in the received message, the AF 2102 may obtain from its
provisioning data the minimum value of Access Priority allowed to access the Barred Cell, or
the list of allowed high priority access class values. Note that the AC priority values assigned
to the Cells with CB-for-GU enabled may exceed the set of values allowed in the 3GPP
standards. The AF 2102 may then obtain either from its provisioned IMSI values, or from an
accessible database of IMSI values, the AC priority of the UE 104 IMSI, the IMSI being that
value received in the UEpagingCheck message. Note that the AC priority value assigned to
the IMSI may exceed the values allowed in the 3GPP standards. If the IMSI is not found in
the provisioning data, or in the IMSI database, the AF 2102 may return the
UEpagingCheckResponse message to the MME 108 instance, indicating that the paging
message for the UE 104 not be sent to any of the Cells received in the request message. The
MME 108 may initiate paging to other Cells, but not to those with CB-for-GU enabled.
[00287] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,

or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it in turn
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with the minimum AC priority value provisioned for each Barred Cell, or compare it with the
list of allowed high priority access class values for each Cell in the check list. If the IMSI has
too low a priority for a given Cell_ID, or if the IMSI access priority does not match one of
the allowed values for the Cell, the AF 2102 may compose the UEpagingCheckResponse
message to indicate no-paging-allowed to the given Cell_ID. However, if the UE 104 AC
priority is high enough for the given Cell_ID, or matches one of the allowed values for the
Cell, the AF 2102 may check its provisioned data to determine if Biometric Testing is
required for this Barred Cell. If not, the AF 2102 may compose the UEpagingCheckResponse
message to indicate that paging is allowed to this Cell_ID, and that no Biometric Testing is
required. If Biometric Testing is enabled for the given Barred Cell, the AF 2102 may
compose the UEpagingCheckResponse message to indicate that paging is allowed to the
given Barred Cell_ID, and that Biometric Testing is required. When all the Cell_ID values in
the request message have been processed in this way, the AF 2102 may Publish the
UEpagingCheckResponse message to the Topic “AF/biometric/<GUMMEI>", so it is
received by the MME 108 instance that sent the request message.

[00288] When the MME 108 receives the UEpagingCheckResponse message, it uses the
results for each Barred Cell to determine whether, or not, a paging message can be sent to the
eNB 102 that handles that Cell. In this way, paging messages are not sent to Cells for which
UE 104 access is prohibited by CB-for-GU. For those Cells with CB-for-GU enabled to
which a paging message is sent, the MME 108 may save the status that paging is in progress
to the Cell, and may save the status of whether, or not, a biometric test is required if the UE
104 accesses the network through that Cell. The processing modifications to the Service

Request procedure to support the Dual Use network are described next.

Automatic Treatment of Restricted Users During Service Request

[00289] Section 5.4.3.1 of TS 23.401 v9.4.0 specifies the processing in the LTE network for
the UE Initiated Service Request procedure. As noted in the previous section of this
document, this procedure is also invoked when the UE 104 responds to a paging message.
[00290] As the processing in Fig. 28 shows, when the MME 108 receives the Service Request
from the eNB 102, the MME 108 may determine if the Cell being accessed is Barred for
Government Use. This determination is made from the provisioning information that may be
sent to it by the Government EMS 802, as described previously. If the Cell is not Barred for
Government Use, or if the Service Request is the result of a paging message (see the previous

section of this disclosure), the Service Request procedure proceeds per the LTE standards

90



WO 2020/101747 PCT/US2019/037617

(Section 5.4.1.3 of TS 23.401 v9.4.0), with no modification. However, if the CB-for-GU is
enabled for the Cell, and the Service Request is UE Initiated, the MME 108 may Publish a
UESrvcReqCheck message to the Topic “AF/biometric/<GUMMEI>", where <GUMMEI> is
the unique ID assigned to the MME 108. The message contains the UE 104 IMSI and the
Cell_ID of the Cell being accessed. As noted previously, this message is received by the AF
2102. The AF 2102 may perform a further validation via its provisioned data that the Cell_ID
referenced in the received UESrveReqCheck message is indeed a Cell with CB-for-GU
enabled. (If it is not, the AF 2102 may Publish a UESrvcReqCheckResponse message to the
Topic “AF/biometric/<GUMMEI>" to indicate that the UE 104 passes the access test, that no
biometric test is required, and also indicate the discrepancy between the MME 108 and the
AF 2102 provisioning data. The message is received only by the MME 108 instance that sent
the original UESrveReqCheck message, because of the inclusion of the unique GUMMEI
value in the Topic string.) Assuming that the Cell_ID is that of a Cell with CB-for-GU
enabled, the AF 2102 may obtain from its provisioning data the minimum value of Access
Priority allowed to access the Barred Cell, or obtain the list of high priority access class
values allowed to access the Barred Cell. Note that the AC priority value(s) in this case may
exceed the values used in the 3GPP standards, so that a finer grained differentiation of
priority users may be made in this case than with the 3GPP standards. The AF 2102 may then
obtain either from its provisioned IMSI values, or from an accessible database of IMSI
values, the Access Class priority of the UE 104 IMSI, the IMSI being that value received in
the UESrvcReqCheck message. Note that the value of AC priority assigned to the UE 104
IMSI may be greater than the set of values specified in the 3GPP standards. If the IMSI is not
found in the provisioning data, or in the IMSI database, the AF 2102 may return the
UESrvcReqCheckResponse message to the serving MME 108 instance, indicating that the
UE 104 Service Request should be Rejected. The MME 108 may initiate a Reject response to
the UE 104 in this case.

[00291] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,
or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it with the
minimum AC priority value provisioned for the Barred Cell, or compare it with the list of
allowed high priority access classes allowed for the Cell. If the IMSI has too low a priority,
or if the IMSI AC priority does not match one of the allowed access class values, the AF
2102 may return the UESrvcReqCheckResponse message to the MME 108 instance, to cause
the UE 104 Service Request to be Rejected. However, if the UE 104 AC priority is high

enough, or matches one of the allowed values for the Cell, the AF 2102 may check its
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provisioned data to determine if Biometric Testing is required for this Barred Cell. If not, the
AF 2102 may return the UESrvcReqCheckResponse message to the MME 108 instance,
indicating that the UE 104 Service Request processing should proceed, and that no Biometric
Testing is required. If Biometric Testing is enabled for the Barred Cell, the AF 2102 may
return the UESrveReqCheckResponse message to the MME 108 instance, indicating that the
UE 104 Service Request processing should proceed, and that Biometric Testing is required.
[00292]If the Service Request is to proceed, the remainder of the procedure specified in
Section 5.4.3.1 of TS 23.401 v9.4.0 is completed. When the MME 108 receives the Modify
Bearer Response message from the SGW 110, the standardized Service Request procedure is
finished, but the MME 108 has the following additional processing to perform in a Dual Use
network when the accessed Cell has CB-for-GU enabled. See Fig. 28.

[00293] When the MME 108 receives the Modify Bearer Response message from the SGW
110 to end the Service Request procedure, the MME 108 may check the information stored
for the UE 104 IMSL. If the information indicates that a Biometric test should be performed,
the MME 108 may Publish the initiateBiometricTesting message to the Topic
“AF/biometric/<GUMMEI>". The message contains the Cell_ID and the IMSI of the
concerned UE 104. The message is received by the AF 2102, and the Biometric Testing
ensues as follows.

[00294] Similar to what is shown in Fig. 25, The AF 2102 checks the BiometricTestPassed
variable kept for the IMSI, and if it is set, no Biometric Test is performed. Instead, the AF
2102 may Publish the UEBiometricTestInfo message to the Topic
“AF/biometric/<GUMMEI>, so the message is received by the serving MME 108. The
message indicates that the UE 104 is allowed to access the Cell. On the other hand, if the
BiometricTestPassed variable for the IMSI is not set, the Biometric Testing ensues as
follows. The AF 2102 Publishes the StartBiometricTest message to the Topic
“AF/biometric/test/<IMSI>", where the <IMSI> is the value received in the
initiateBiometricTesting message sent by the MME 108 that serves the UE 104. The message
is therefore delivered by the P/S Broker 1304 network to the unique UE 104 that has the
<IMSI> value, where it is consumed by the UE Biometric Test app 2202. The message may
contain data such as the type of biometric test that should be performed, or any other data
pertinent to the performance of the test. Other data may include obtaining the GPS location of
the UE 104, generating periodic reports of the GPS location, continuing to make these reports
even when the user attempts to put the UE 104 into the ECM-IDLE state, or even when the

user attempts to turn OFF the UE 104. (These latter capabilities may be required during
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military operations, or during other government operations.) The message may be delivered
reliably by the P/S Broker 1304 network. A timer may be started by the AF 2102 for receipt
of the Biometric Test data from the UE Biometric Testing App 2202, in case the user chooses
not to enter the data. In this case, if the timer expires, the AF 2102 may send the
UErejectAccess message to the MME 108 to indicate that the UE 104 should be Detached
from the network. In this case, the MME 108 starts the MME Initiated Detach procedure, and
the UE 104 is detached from the Cell with CB-for-GU enabled.

[00295] When the biometric test is performed at the UE 104, the UE Biometric Testing App
2202 Publishes the BiometricTestResults message to the Topic “AF/biometric/test/<IMSI>”,
and again, this message is received by the AF 2102. The AF 2102 cancels the timer
previously established to receive this message, and starts the analysis of the returned data.
Depending on the type of test being performed (e.g., matching a speech phrase, matching a
fingerprint, or other biometric information, matching a password), the AF 2102 may analyze
the data itself, or it may send the data to another service program to perform the analysis. The
analysis reveals whether or not the UE 104 should remain attached via the Barred Cell. The
determination is returned to the serving MME 108 when the AF 2102 Publishes the
UEBiometricTestInfo message. Accordingly, the UE 104 is either Detached from the Cell, or
is allowed to remain accessed via the Barred Cell. In the latter case, the AF 2102 may set a
BiometricTestPassed parameter for the IMSI, and may start a timer whose duration is set by
the value of the TimeBetweenBiometricTests that is provisioned at the AF 2102 for the given
Cell_ID. The purpose of the timer is to avoid testing the UE 104 too frequently. When the
timer expires, the AF 2102 may reset the value of the BiometricTestPassed parameter
associated with the IMSI, so another biometric test may be performed for that UE 104 IMSI.
(The value of TimeBetweenBiometricTests may be set to INDEFINITE to ensure that just

one test is performed per UE 104, if that is desired by the Government administrator.)

Automatic Detachment of Restricted Users During Handover

[00296] The LTE standards specify two different types of Handover procedures. In the first
type, called X2 Handover, there is a direct communications path between the source eNB 102
(i.e., the eNB 102 that manages the current Cell through which the UE 104 is accessed) and
the target eNB 102 (i.e., the eNB 102 that manages the Cell to which the UE 104 is being
handed over). When no direct path exists between the source eNB 102 and the target eNB
102, the MME 108 becomes involved in the Handover processing at an earlier stage of the

Handover, and uses its S1 links to arrange for communications between the source eNB 102
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and the target eNB 102. This type of Handover is therefore called an S1 Handover. In an X2
Handover, the MME does not change, but the SGW 110 element may change if the UE 104 is
moving to a Cell that is not handled by the current (source) SGW 110. In an S1 Handover,
there may be a change (i.e., a Relocation) to a new (target) MME 108, as well as a possible
change (Relocation) to a new (target) SGW 110 element.

[00297] A high level view of the LTE Handover processing is shown in Fig. 5. There are
three distinct phases to the Handover procedure, namely, the Handover preparation phase, the
Handover execution phase, and the Handover completion phase. During the Handover
preparation phase, the UE 104 context in the source eNB 102 is transferred to the target eNB
102. In the Handover execution phase, the UE 104 leaves the Cell at the source eNB 102, and
synchronizes and accesses the Cell at the target eNB 102. Uplink and downlink data can be
exchanged with the UE 104 once the Handover Execution phase is completed. In the
Handover completion phase, the UE 104 GTP tunnels at the SGW 110 are modified, so data
is sent from the SGW 110 to the target eNB 102 (until this is done, the data is sent to the
source eNB 102, and is forwarded to the target eNB 102 via the X2 communications path,
where the data is queued until it can be sent to the UE 102 without data loss).

[00298] The X2 Handover procedure is specified in Section 5.5.1.1.2 of TS 23.401 v9.4.0 for
the case where there is no SGW 110 Relocation. Section 5.5.1.1.3 provides the specification
for the X2 Handover case where there is an SGW 110 Relocation. In an X2 Handover, the
MME 108 serves both the source eNB 102 and the target eNB 102, so there is no change in
the MME 108, i.e., there is no MME 108 Relocation in an X2 Handover. Section 5.5.1.2.2 of
TS 23.401 v9.4.0 provides the specification of the S1 Handover case, and includes the
possibilities of MME 108 Relocation as well as SGW 110 Relocation.

[00299] This portion of the disclosure may identify the changes to the MME 108 processing
to implement a Dual Use network capability when the UE 104 is in Handover to a Cell that
has CB-for-GU enabled. It may be recognized by those skilled in the art that the points in the
standardized procedures chosen here to initiate MME-AF interactions is an example, as other
processing points may be chosen without altering the results, and without materially altering
the description provided here. Also, it may be pointed out that if the UE 104 AC priority is
kept with the Subscriber data stored at the HSS 120, it may be obtained by the MME 108
when the UE 104 first accesses the LTE network, and the checks of the UE 104 AC priority
versus the priority allowed at a Cell with CB-for-GU enabled may be performed by the MME
108 without the need to interface with the AF 2102 for this purpose.
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X2 Handover in a Dual Use Network

[00300]In an X2 Handover, the MME 108 first learns of the Handover when the Handover
Completion phase starts. The target eNB 102 sends the LTE Path Switch message to the
MME 108, and identifies the UE 104 and the target Cell ID. Fig. 29 shows the introduction of
additional MME 108 processing to implement a Dual Use network. When the Path Switch
message is received, the MME 108 determines from its provisioned data if the target Cell has
CB-for-GU enabled. If it does not, there is no change to the X2 Handover processing.
However, if the target Cell has CB-for-GU enabled, the MME 108 may check the UE 104
context data that it keeps, and determine if the UE 104 is making a High Priority call, or is
making an Emergency Call (i.e., check the Establishment Cause value for the UE 104). If the
UE 104 is making a normal call, or if the UE 104 is making an Emergency Call, but E911
calling is not allowed at the target Cell, the MME 104 may return the Path Switch Request
Failure message to the target eNB 102, and may start the MME-initiated Detach procedure
for the UE 104.

[00301]If the UE 104 is making a High Priority call, the MME 108 needs to determine
whether the UE 104 AC priority is high enough to be allowed to gain access to the target
Cell. Hence, the MME 104 may Publish the UEX2HandoverCheck message to the Topic
“AC/biometric/<GUMMEI>, where <GUMMEI> is the unique ID assigned to this MME 108
instance. As noted herein, this message is received by the AF 2102. The message contains the
UE 104 IMSI and the Cell_ID of the Cell being accessed. The AF 2102 may perform a
further validation via its provisioned data that the Cell_ID referenced in the received
UEX2HandoverCheck message is indeed a Cell with CB-for-GU enabled. (If it is not, the AF
2102 may Publish a UEX2HandoverCheckResponse message to the Topic
“AF/biometric/<GUMMEI>" to indicate that the UE 104 passes the access test, that no
biometric test is required, and also indicate the discrepancy between the MME 108 and the
AF 2102 provisioning data. The message is received only by the MME 108 instance that sent
the original UEX2HandoverCheck message, because of the inclusion of the unique GUMMEI
value in the Topic string.) Assuming that the Cell_ID is that of a Cell with CB-for-GU
enabled, the AF 2102 may obtain from its provisioning data the minimum value of Access
Priority allowed to access the Barred Cell, or the list of high priority access class values
allowed to access the Cell. Note that the value(s) received in this case may exceed the set of
values allowed by the 3GPP standards. The AF 2102 may then obtain either from its
provisioned IMSI values, or from an accessible database of IMSI values, the priority of the

UE 104 IMSI, the IMSI being that value received in the UEX2HandoverCheck message.
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Note that the value of AC priority assigned to the UE 104 IMSI in this case may exceed the
set of values allowed by the 3GPP standards, so that a finer grained discrimination of UE 104
AC priority classes may be implemented for the CB-for-GU feature than may be
implemented for the standardized Cell Barring feature. If the IMSI is not found in the
provisioning data, or in the IMSI database, the AF 2102 may return the
UEX2HandoverCheckResponse message to the serving MME 108 instance, indicating that
the UE 104 Handover should be Failed. In this case, the MME 108 may send the Path Switch
Request Failure message to the target eNB 102, and may then start the MME-initiated Detach
procedure for the UE 104.

[00302] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,
or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it with the
minimum AC priority value provisioned for the Barred Cell, or with the list of allowed high
priority access class values. If the IMSI has too low a priority, or does not match one of the
allowed high priority values, the AF 2102 may return the UEX2HandoverCheckResponse
message to the MME 108 instance, to cause the UE 104 Handover to be Failed, and the UE
104 to be Detached. However, if the UE 104 AC priority is high enough, or if it matches one
of the allowed high priority values, the AF 2102 may check its provisioned data to determine
if Biometric Testing is required for this Barred Cell. If not, the AF 2102 may return the
UEX2HandoverCheckResponse message to the MME 108 instance, indicating that the UE
104 Handover processing should proceed, and that no Biometric Testing is required. If
Biometric Testing is enabled for the Barred Cell, the AF 2102 may return the
UEX2HandoverCheckResponse message to the MME 108 instance, indicating that the UE
104 Handover processing should proceed, and that Biometric Testing is required.

[00303] If the X2 Handover procedure is to proceed, the parts of the procedure are followed
as specified in Section 5.5.1.1.2 of TS 23.401 v9.4.0 until the Modify Bearer Response is
received by the MME 108 for the case of no SGW 110 Relocation. For the case of SGW 110
Relocation, the parts of the procedure are followed as specified in Section 5.5.1.1.3 of TS
23.401 v9.4.0 until the Create Session Response is received by the MME 108. When the
MME 108 receives the Modify Bearer Response/Create Session Response message from the
SGW 110, the MME 108 checks whether Biometric Testing is required for the UE 104, and if
s0, initiates an interaction with the AF 2102 to perform the Biometric Test. See Fig. 29.
[00304] As shown in Fig. 29, the MME 108 may Publish the initiateBiometricTesting
message to the Topic “AF/biometric/<GUMMEI>". The message contains the Cell_ID and
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the IMSI of the concerned UE 104. The message is received by the AF 2102, and the
Biometric Testing ensues as follows.

[00305] Similar to what is shown in Fig. 25, The AF 2102 checks the BiometricTestPassed
variable kept for the IMSI, and if it is set, no Biometric Test is performed. Instead, the AF
2102 may Publish the UEBiometricTestInfo message to the Topic
“AF/biometric/<GUMMEI>, so the message is received by the serving MME 108. The
message indicates that the UE 104 is allowed to access the Cell. On the other hand, if the
BiometricTestPassed variable for the IMSI is not set, the Biometric Testing ensues as
follows. The AF 2102 may Publish the StartBiometricTest message to the Topic
“AF/biometric/test/<IMSI>", where the <IMSI> is the value received in the
initiateBiometricTesting message sent by the MME 108 that serves the UE 104. The message
is therefore delivered by the P/S Broker 1304 network to the unique UE 104 that has the
<IMSI> value, where it is consumed by the UE Biometric Test app 2202. The message may
contain data such as the type of biometric test that should be performed, or any other data
pertinent to the performance of the test. Other data may include obtaining the GPS location of
the UE 104, generating periodic reports of the GPS location, continuing to make these reports
even when the user attempts to put the UE 104 into the ECM-IDLE state, or even when the
user attempts to turn OFF the UE 104. (These latter capabilities may be required during
military operations, or during other government operations.) The message may be delivered
reliably by the P/S Broker 1304 network. A timer may be started by the AF 2102 for receipt
of the Biometric Test data from the UE Biometric Testing App 2202, in case the user chooses
not to enter the data. In this case, if the timer expires, the AF 2102 may send the
UErejectAccess message to the MME 108 to indicate that the UE 104 should be Detached
from the network. In this case, the MME 108 starts the MME-Initiated Detach procedure, and
the UE 104 is detached from the Cell with CB-for-GU enabled.

[00306] When the biometric test is performed at the UE 104, the UE Biometric Testing App
2202 Publishes the BiometricTestResults message to the Topic “AF/biometric/test/<IMSI>”,
and again, this message is received by the AF 2102. The AF 2102 cancels the timer
previously established to receive this message, and starts the analysis of the returned data.
Depending on the type of test being performed (e.g., matching a speech phrase, matching a
fingerprint, or other biometric information, matching a password), the AF 2102 may analyze
the data itself, or it may send the data to another service program to perform the analysis. The
analysis reveals whether or not the UE 104 should remain attached via the Barred Cell. The

determination is returned to the serving MME 108 when the AF 2102 Publishes the
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UEBiometricTestInfo message. Accordingly, the UE 104 is either Detached from the Cell, or
is allowed to remain accessed via the Barred Cell. In the latter case, the MME 108 may
continue the X2 Handover processing by sending the Path Switch Request Ack message to
the target eNB 102, and perform the remaining processing indicated in TS 23.401 v9.4.0.
Meanwhile, the AF 2102 may set a BiometricTestPassed parameter for the IMSI, and may
start a timer whose duration is set by the value of the TimeBetweenBiometricTests that is
provisioned at the AF 2102 for the given Cell_ID. The purpose of the timer is to avoid testing
the UE 104 too frequently. When the timer expires, the AF 2102 may reset the value of the
BiometricTestPassed parameter associated with the IMSI, so another biometric test may be
performed for that UE 104 IMSI. (The value of TimeBetweenBiometricTests may be set to
INDEFINITE to ensure that just one test is performed per UE 104, if that is desired by the

Government administrator.)

S1 Handover in a Dual Use Network

[00307] The S1 Handover procedure is specified in Section 5.5.1.2.2 of TS 23.401 v9.4.0, and
covers the case of MME 108 Relocation and of SGW 110 Relocation. The standards
specifications show that the MME 108 is involved in all three phases of an S1 Handover
procedure. It is noted here again that there may be multiple possible points in the S1
Handover processing where it may be appropriate to insert the additional behaviors required
in a Dual Use network. Regardless of the points selected in the S1 Handover procedure, the
results of these interactions must be the same, namely, that the UE 104 AC priority must be
checked to determine whether or not the UE 104 can remain attached through a target Cell
that has CB-for-GU enabled, and that a Biometric Test is performed if the target Cell with
CB-for-GU enabled is configured for such testing. Fig. 30 shows the point in the S1
Handover procedure that is selected here to show how additional processing may be used to
implement a Dual Use Network.

[00308]In an ST Handover, the MME 108 (the target MME 108, it MME Relocation is
involved) first learns the identity of the target Cell when it receives the Handover Notify
message from the target eNB 102. This message is sent during the Handover Completion
phase, so the UE 104 has already synchronized on the target Cell, and uplink and downlink
data may be exchanged with the UE 104. As Fig. 30 shows, the receipt of the Modify Bearer
Response message from the (target) SGW 110 is used to trigger the additional actions

required in a Dual Use network. Choosing this processing point ensures that the (target)
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MME 108 starts a timer for the deletion of the Indirect Data Forwarding paths, in case the
checks performed for the Dual Use network result in Detaching the UE 104.

[00309] When the (target) MME 108 receives the Modify Bearer Response message, it may
check its provisioned data to determine whether the target Cell has CB-for-GU enabled. If
not, the S1 Handover processing proceeds without any modification. However, if the target
Cell has CB-for-GU enabled, the MME 108 may check the UE 104 context data that it keeps,
and determine if the UE 104 is making a High Priority call, or is making an Emergency Call
(i.e., check the Establishment Cause value for the UE 104). If the UE 104 is making a normal
call, or if the UE 104 is making an Emergency Call, but E911 calling is not allowed at the
target Cell, the MME 108 may start the MME-initiated Detach procedure for the UE 104.
[00310]If the UE 104 is making a High Priority call, the MME 108 needs to determine
whether the UE 104 AC priority is high enough, or matches one of the allowed High Priority
AC values, to be allowed to remain accessed to the target Cell. Hence, the MME 108 may
Publish the UES1HandoverCheck message to the Topic “AC/biometric/<GUMMEI>, where
<GUMMEI> is the unique ID assigned to this MME 108 instance. As noted herein, this
message is received by the AF 2102. The message contains the UE 104 IMSI and the Cell_ID
of the Cell being accessed. The AF 2102 may perform a further validation via its provisioned
data that the Cell_ID referenced in the received UES1HandoverCheck message is indeed a
Cell with CB-for-GU enabled. (If it is not, the AF 2102 may Publish a
UES1HandoverCheckResponse message to the Topic “AF/biometric/<GUMMEIL>" to
indicate that the UE 104 passes the access test, that no biometric test is required, and also
indicate the discrepancy between the MME 108 and the AF 2102 provisioning data. The
message is received only by the MME 108 instance that sent the original
UES1HandoverCheck message, because of the inclusion of the unique GUMMEI value in the
Topic string.) Assuming that the Cell_ID is that of a Cell with CB-for-GU enabled, the AF
2102 may obtain from its provisioning data the minimum value of Access Priority allowed to
access the Barred Cell, or the list of high access class priority values allowed for access to the
Cell. Note that the AC priority value(s) may in this case exceed the values allowed by the
3GPP standards. The AF 2102 may then obtain either from its provisioned IMSI values, or
from an accessible database of IMSI values, the Access Class priority of the UE 104 IMSI,
the IMSI being that value received in the UES1HandoverCheck message. Note that in this
case, the value of AC priority assigned to the UE 104 IMSI may exceed the set of AC priority
values allowed in the 3GPP standards, so that a finer grained discrimination of UE 104 access

priority classes may be obtained than is possible in the standardized 3GPP Cell Barring
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feature. If the IMSI is not found in the provisioning data, or in the IMSI database, the AF
2102 may return the UES1HandoverCheckResponse message to the serving MME 108
instance, indicating that the UE 104 Handover should be Failed. In this case, the MME 108
may start the MME-initiated Detach procedure for the UE 104.

[00311] Alternatively, if the AF 2102 locates the UE 104 IMSI either in its provisioned data,
or in an IMSI database, it may retrieve the UE 104 AC priority value, and compare it with the
minimum AC priority value provisioned for the Barred Cell, or compare it with the list of
allowed high access class priority values. If the IMSI has too low a priority, or does not
match one of the allowed values, the AF 2102 may return the UES1HandoverCheckResponse
message to the MME 108 instance, to cause the UE 104 to be Detached. However, if the UE
104 AC priority is high enough, or matches one of the allowed high priority access class
priority values, the AF 2102 may check its provisioned data to determine if Biometric Testing
is required for this Barred Cell. If not, the AF 2102 may return the
UES1HandoverCheckResponse message to the MME 108 instance, indicating that the UE
104 Handover processing should proceed, and that no Biometric Testing is required. If
Biometric Testing is enabled for the Barred Cell, the AF 2102 may return the
UES1HandoverCheckResponse message to the MME 108 instance, indicating that the UE
104 Handover processing should proceed, and that Biometric Testing is required.

[00312] If the receipt of the UES1HandoverCheckResponse message indicates that the UE
104 is allowed access, but Biometric testing is not required, the MME 108 may continue with
the S1 Handover procedure with no further modifications. However, if the message indicates
that Biometric testing is required, the MME 108 may initiate an interaction with the AF 2102
to perform the Biometric Test. See Fig.30.

[00313] As shown in Fig. 30, the MME 108 may Publish the initiateBiometricTesting
message to the Topic “AF/biometric/<GUMMEI>". The message contains the Cell_ID and
the IMSI of the concerned UE 104. The message is received by the AF 2102, and the
Biometric Testing ensues as follows.

[00314] Similar to what is shown in Fig. 25, The AF 2102 checks the BiometricTestPassed
variable kept for the IMSI, and if it is set, no Biometric Test is performed. Instead, the AF
2102 may Publish the UEBiometricTestInfo message to the Topic
“AF/biometric/<GUMMEI>, so the message is received by the serving MME 108 instance.
The message indicates that the UE 104 is allowed to access the Cell. On the other hand, if the
BiometricTestPassed variable for the IMSI is not set, the Biometric Testing ensues as

follows. The AF 2102 may Publish the StartBiometricTest message to the Topic
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“AF/biometric/test/<IMSI>", where the <IMSI> is the value received in the
initiateBiometricTesting message sent by the MME 108 that serves the UE. The message is
therefore delivered by the P/S Broker 1304 network to the unique UE 104 that has the
<IMSI> value, where it is consumed by the UE Biometric Test app 2202. The message may
contain data such as the type of biometric test that should be performed, or any other data
pertinent to the performance of the test. Other data may include obtaining the GPS location of
the UE 104, generating periodic reports of the GPS location, continuing to make these reports
even when the user attempts to put the UE 104 into the ECM-IDLE state, or even when the
user attempts to turn OFF the UE 104. (These latter capabilities may be required during
military operations, or during other government operations.) The message may be delivered
reliably by the P/S Broker 1304 network. A timer may be started by the AF 2102 for receipt
of the Biometric Test data from the UE Biometric Testing App 2202, in case the user chooses
not to enter the data. In this case, if the timer expires, the AF 2102 may send the
UErejectAccess message to the MME 108 to indicate that the UE 104 should be Detached
from the network. In this case, the MME 108 starts the MME Initiated Detach procedure, and
the UE 104 is detached from the Cell with CB-for-GU enabled.

[00315] When the biometric test is performed at the UE 104, the UE Biometric Testing App
2202 Publishes the BiometricTestResults message to the Topic “AF/biometric/test/<IMSI>”,
and again, this message is received by the AF 2102. The AF 2102 cancels the timer
previously established to receive this message, and starts the analysis of the returned data.
Depending on the type of test being performed (e.g., matching a speech phrase, matching a
fingerprint, or other biometric information, matching a password), the AF 2102 may analyze
the data itself, or it may send the data to another service program to perform the analysis. The
analysis reveals whether or not the UE 104 should remain attached via the Barred Cell. The
determination is returned to the serving MME 108 when the AF 2102 Publishes the
UEBiometricTestInfo message. Accordingly, the UE 104 is either Detached from the Cell, or
is allowed to remain accessed via the Barred Cell. In the latter case, the MME 108 may
continue the S1 Handover processing indicated in Figure 5.5.1.2.2-1 of TS 23.401 v9.4.0.
Meanwhile, the AF 2102 may set a BiometricTestPassed parameter for the IMSI, and may
start a timer whose duration is set by the value of the TimeBetweenBiometricTests that is
provisioned at the AF 2102 for the given Cell_ID. The purpose of the timer is to avoid testing
the UE 104 too frequently. When the timer expires, the AF 2102 may reset the value of the
BiometricTestPassed parameter associated with the IMSI, so another biometric test may be

performed for that UE 104 IMSI. (The value of TimeBetweenBiometricTests may be set to
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INDEFINITE to ensure that just one test is performed per UE 104, if that is desired by the

Government administrator.)

Using Access Barring and Roaming Restrictions to Secure a Government Base

[00316] In some circumstances, it may be desirable to allow only a restricted set of users to
access Cells that provide coverage to a government-controlled area, or base. One method that
may be used is to assign all the Cells that provide RF coverage of the base to a Closed
Subscriber Group (CSG). The CSG is then broadcast in one of the System Information
Blocks periodically sent by each Cell. Only UEs 104 that have their SIMs configured with the
specific CSG value bound to each of the Cells is allowed to access those Cells. This approach
may have the following loopholes, or issues. Invalid users may gain access to the CSG value
of the Cells (simply by monitoring the System Information transmitted by the Cells), and may
be able to place the CSG value into their SIM card. These invalid UEs 104 are then able to
access the Cells. Secondly, it may be necessary to allow access to personnel not normally
present at the base, and therefore not equipped with UEs 104 that have the specific CSG
configured. Because of these issues, it is desirable to use alternative methods to restrict the
access to the Cells that cover a government base. The Cell Barring and Roaming restrictions
described in this disclosure may provide a good alternative to providing the restricted access.
[00317] Roaming concepts may be used as a first line of defense against unauthorized access
to the Cells that cover the government base. Each of the Cells may be provisioned with a set
of allowed Roaming networks that cover the government users that are authorized to access
these Cells. The Roaming list may also be a null list, so only UEs from the Home Network
ascribed to the Cells, and from a set of Equivalent Networks ascribed to the Cells, are
allowed to access these Cells. In this case, it may be that all the government users have UEs
104 with IMSIs in one PLMN (MCC, MNC), where members of different government
agencies may be differentiated by using different IMSI ranges for the members of the
different agencies. Alternatively, as described previously, members of different government
agencies may be assigned IMSI values in different Equivalent Networks.

[00318] The Cells that provide the RF coverage of the government base may also be placed
into one or more Tracking Areas (T As), where the TA(s) only contain Cells that cover the
government base. Via provisioning data, the MMEs 108 in the LTE network that handle the
neighbor Cells to the Cells that cover the government base may be sent Handover Restriction
lists that contain the TA(s) that contain the Cells that cover the government base. This

Handover Restriction list may then be delivered to all UEs 104 that are ineligible for
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accessing the Cells that cover the government base. The list may also be delivered to all UEs
104 on the neighbor Cells that are not allowed to access the Cells that cover the government
base for other reasons. Handover of these UEs 104 is then prohibited, if the target Cell is one
that covers the government base.

[00319] Access to the Cells that cover the government base may also be further restricted by
introducing Cell Barring for Government Use to these Cells. In this case, UEs 104 that are
able to access these Cells must be High Priority UEs 104. The capabilities described
previously in this disclosure for CB-for-GU may then be applied. Hence, verification checks
of the UE 104 IMSI and of the UE 104 AC priority value versus the Access Priority allowed
at the restricted Cells may be performed by an entity separate from the UE 104 (i.e., by the
MME 108, or by an AF 2102 that runs on an Optimization Server 304 deployed in the LTE
network). Furthermore, the user identity may be verified via the Biometric Testing described
previously in this disclosure. These checks and the Biometric Testing are performed as

described herein.

APN LTE Network to Serve as a Platform for Sensor Data Collection, Processing,
Storage, and Distribution

[00320] Government and commercial applications are more and more using sensors of all
types to gather information. Sensors can include image capturing devices, video capturing
devices, audio capturing devices, scanning devices, chemical detectors, smoke detectors, etc.
Sensors may be carried on airborne drones or on manned aircraft, or may be deployed on the
ground in moving vehicles or robots, or may be deployed at stationary points such as lamp
posts, in or on buildings, in supermarkets and at other shopping areas, in mobile phones that
are carried by a multiplicity of users, etc. It may be seen that the amount of data being
collected by sensors in different applications is growing at a rapid rate. Sensor data needs to
be collected and transmitted to points where the data can be stored and processed. Depending
on the application, data from a multiplicity of sensors of the same or of different types may
need to be analyzed together to generate results, or to generate tertiary data, and then may
need to be distributed to one, or to a multiplicity of endpoints for further processing or for
decision making. Wireless technology may offer beneficial ways to acquire and transport the
data collected by sensors. However, the amount of data that needs to be collected in certain
sensor-based applications may exceed the capacities of current wireless networks.

Furthermore, a wireless network that has the ability to acquire, process, store, and distribute
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the sensor data efficiently and quickly is not available. Such capabilities are referred to herein
as characteristics of a sensor platform.

[00321] The system described herein utilizes aspects of the APN LTE Wireless Network
presented in prior sections of this disclosure, plus additional concepts, to create the sensor
platform outlined in the previous paragraph. These aspects may include the higher data
capacity that may be available using the APN network beam forming technique, the ability to
co-locate Optimization Servers 308 with the eNB 102 elements, close to the wireless access
points of a large set of sensors, the ability to use the Publish/Subscribe 1304 communications
in the APN LTE Wireless network to collect and distribute the sensor data among a large set
of endpoints in an efficient manner, and the ability to use the Optimization Servers 304 and
308 as storage and analysis processing points for the sensor data. A large set of sensor-based
applications may be built using these capabilities, as revealed in the example scenario below
that illustrates the present disclosure. It may be understood by those skilled in the art that the
example shown herein is an illustration of the power and applicability of the APN LTE
Wireless Network in providing a sensor platform, and that many other sensor-based

applications may be built using the capabilities described herein.

Using Optimization Servers and Publish/Subscribe Messaging to Handle Data from a
Multiplicity of Sensors

[00322] Fig. 13 shows how a Publish/Subscribe (P/S) Broker 1304 middleware messaging
system may be used to provide a means of interconnecting a set of diverse endpoints, which
in this case may be a diverse set of sensors, computer programs for processing and storing
sensor data, and user terminals and devices that may receive the results of the sensor data
processing and data distribution. Per the teachings disclosed in the earlier sections of this
disclosure, the Publishing endpoints 1308 and the Subscribing endpoints 1310 do not interact
directly with one another, and are therefore decoupled. This decoupling provides a benefit in
that entities (e.g., sensors, processors, user terminals) may be added to or deleted from the
network without impacting the behavior of any Publisher 1308 or of any Subscribers 1310 to
the data being sent or received. All communicating entities may have one connection into the
P/S Broker 1304 network, and through it, are able to send to, or receive from, a multiplicity
of other endpoints. Publishers 1308 may send one packet, and any replication of the packet
required to reach a multiplicity of Subscribers 1310 is taken care of by the P/S Broker 1304
middleware. Hence, the system is efficient, and may operate in a simpler manner than with

other communications architectures.
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[00323] Fig. 14 shows an example deployment of P/S Broker 1304 instances on the set of
Optimization Servers 304 and 308 that may be deployed in the APN LTE Wireless Network.
Note that at least one OptServereNB 308 is associated with each eNB 102 network element.
In addition, the OptServerPGW 304 may be associated with the PGW 114 that serves the
users that gain access via the eNB 102 elements. The teachings in this disclosure also
describe how a UE bearer 302 may be redirected at the eNB 102, so it connects to the
OptServereNB 308 that is associated with the eNB 102. This procedure may give the UE 104
a short path to reach the services that may be provided by the OptServereNB 308, and
especially, to allow the UE 104 to connect to a P/S Broker 1304 instance that may run on that
server 308. Furthermore, the use of the redirected bearer 312 may result in reducing, or
eliminating, the use of back haul 112 resources when sending data to the UE 104, or when
receiving data from the UE 104. It may also result in the lowest delay possible in sending or
receiving data from a server program to/from a UE 104, when the server runs on the
OptServereNB 308 that is associated with the eNB 102 that serves the UE 104. In this
instance, the UE 104 may be a sensor, or it may be a user terminal that displays the sensor
data or controls the sensors that may connect via this type of LTE Wireless Network. The
number of sensors that may connect to the network may be large, especially when the Beam
Forming system referenced in this disclosure is used at the eNB 102 elements to increase the
system capacity. Many sensors may be able to connect to the LTE network at each eNB 102
element.

[00324] Over the past dozen years, several universities around the world have participated in
specifying and building service architectures that can accommodate collaborative audio and
video conference meetings. These types of services may be precisely what are needed to
support sensors deployed to serve troops in the field, or to support Emergency workers at a
disaster scene, or to support many types of commercial services involving sensors.
Collaborative audio communications may be needed by the people involved in an emergency
or military operation. Video streams are likely to be generated by sensors, and may need to be
distributed to sets of people who need the information to improve their decision making
ability, and to inform them before making a next move. Likewise, large collections of images
taken by sensors may need to be stored, so they can be sent later to users who need to make
decisions based on the image contents. The ability to interconnect the sensors and the users in
a conference arrangement using the P/S Broker 1304 middleware of the APN LTE Wireless
Network may facilitate the storage, processing, and distribution communications needs of

applications involving sensors. These services may extend naturally into the commercial
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domain as well, although person-to-person, or sensor-to-person communications may be used
more frequently than conference services. However, conference services may have their place
in the commercial domain, and the P/S Broker 1304 communications may facilitate the
operation of the conferencing service. Meanwhile, person-to-person and sensor-to-person
communications may likewise be handled efficiently by using the P/S Broker 1304
middleware, as illustrated in the present disclosure.

[00325] Fig. 31 shows the minimum set of functions that may be required to set up and
manage multimedia conference services using the P/S Broker 1304 middleware for
communications. Fig. 31 shows how these functions may be distributed across the set of
Optimization Servers 304 and 308 that may be deployed in the APN LTE Wireless Network.
The Conference Repository 3110 may contain a list of scheduled conferences, together with
the set of user 104 IMSI values that are allowed access to the conference, the role of each
user 104 in the conference (e.g., sensor of a particular type, general participant, chairperson,
speaker, listener), and the conference start and end times. The Conference Manager 3102 may
start and terminate the conference, interact with the Session Manager 3104 to add or delete
specific types of sessions (e.g., audio, video, alarms), and manage the orderly use of the
Conference resources by the participants. The Session Manager 3104 may interact with the
Media Server 3108 to start and delete media types from the Conference. The Media Server
3108 may provide services specific to different types of media. The Session Manager 3104 is
the interface point for sensors, devices, and users 104 who wish to join a particular session
associated with the Conference that the endpoint (sensor, device, or user 104) has joined.
[00326] The generic ideas presented in Fig. 31 are that the Optimization Servers 304 and 308
and the associated P/S Broker 1304 communications middleware may be used as a platform
to receive, process, store, and redistribute the sensor data in an LTE Wireless network. A
conference capability may be required to facilitate the implementation of the distribution and
collection functions, depending on the application, and may serve to organize the sensor,
processing, and end user resources into one application. Other functions required by the
specific sensor application may be deployed on the set of Optimization Servers 304 and 308,
and may be connected to the P/S Broker 1304 system. There is no restriction on the type of
functionality that may be added. The following subsections of this disclosure describe a set of
additional functions, such as an Image Server 3302 and an Alarm Server 3304, that receive,
process, store, and redistribute sensor data as part of a specific application. The inclusion of
these functions may serve to illustrate how the APN LTE Wireless Network may serve as a

platform for building sensor applications.
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[00327] Deployment of these sensor services may be on the Optimization Server 304
associated with the PGW 114, or may be on the Optimization Server 308 associated with the
eNB 102. The choice may depend on the location of the sensors and of the human and
machine participants in the sensor application. As the following subsections show, choosing
the appropriate server 304 and/or 308 to execute the function may result in large savings in
bandwidth utilization on the network communications links 112 and 704 and/or in greatly

reduced delay in getting information from or to an endpoint.

An Emergency Application Example Involving Sensors

[00328] This example application of sensors may serve to illustrate how the capabilities built
into the APN LTE Wireless Network may be used as a platform to build sensor-based
applications. A set of diverse sensor capabilities are used in this example to emphasize and
illustrate how the sensor platform may be used.

[00329] When disasters occur, it frequently happens that the wireless infrastructure required
to support the communications needs of Emergency responders is destroyed along with other
infrastructure. The enhanced data capacity of the APN Beam Forming technology and the use
of the Optimization Server 304 and 308 technology in an APN network may be used to
restore LTE wireless capabilities over the area in which the Emergency responders must
operate. In addition, deployment of the Publish/Subscribe Broker 1304 message delivery
middleware and an associated set of conferencing software may be used to support the sensor
data collection, analysis, and distribution that is vital to the safety of the responders and to the
success of the Emergency operation. The details provided in this disclosure may illustrate
how these aspects are addressed. Multimedia conference capabilities are also important to the
response team and to the staff situated remote from the area of operation in a Command Post.
The ability to co-locate service applications with the eNB 102 elements offers back haul 112
utilization savings and minimizes delays in providing information to the response team. The
following example scenario may illustrate how the APN network may be used to support
these important requirements of an Emergency Action application.

[00330] The example scenario that illustrates the use of the APN LTE Wireless Network as a
sensor platform is one in which wireless infrastructure has been destroyed in the disaster area.
Hence, an Unmanned Aerial Vehicle (UAV) 708 is used to deploy an eNB 102 element and
an OptServereNB 308 element above the disaster area. The UAV-based APN network
deployment shown in Fig. 32 may be used in this example scenario. A single eNB 102 carried

in a UAV 708 is assumed to be sufficient to cover the emergency area of operation. While
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Fig. 32 shows the use of a second UAV 710 to carry the Enhanced Packet Core (EPC)
components (MME 108, SGW 110, and PGW 114), it is understood by those skilled in the art
that communications from the eNB 102 to a ground-based EPC is another possible
deployment option.

[00331] Table 7 shows the main players and functions involved in the communications and
processing aspects of the Emergency Action operation example scenario, and indicates where
each function may be deployed in the architecture. A functional architecture for this scenario
is shown in Fig. 33. A deployment architecture for this scenario is shown in Fig. 34 (it should
be understood by those skilled in the art that not all the service functions listed in Table 7 are

shown in Fig. 34 because of the lack of space in the figure).

Table 7: Actors, Deployment, and Descriptions for an Example Emergency Action

Scenario Involving Sensors

Function

Description

Where Deployed

Notes

Emergency responder
team members and their
UE devices 3310

Humans engaged in first
responder activities in the
emergency area of
operation.

Deployed across the area
of operation.

All are in an audio
conference call, so their
actions can be
coordinated and
modified based on
conditions in the field.

Conference Chairperson
UE device 3310 or 3308

The entity recognized by
the Conference software
as being able to make
decisions about the
conference.

Generally, one of the
emergency responders
3310, or someone at the
command post 3308.

Decides whether to give
the “floor” of the
conference to someone
else; decides whether
someone not on the
initial attendance list can
join the conference.

Command Post
personnel and their UE
devices (computers,
mobile phones) 3308

Personnel who can
coordinate the actions of
human responders 3310
and sensors 3312 and
3314.

Deployed at a fixed
location distant from the
area of operation.

Is in audio conference
with all human
responders 3310 and
command post personnel
3308, and has control of
the robotic sensors 3314
deployed into the
emergency operational
area.

Conference Manager
3102

A software service
function that manages the
Conference.

Deployed on the
OptServerrew 304 node.

Starts the conference,
terminates the
conference, interacts
with the Session
Manager 3104 to start
and terminate media
sessions. Keeps a
database of conference
attendees and session
templates. Keeps the set
of roles participants play
in the conference,
including the identity of
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Function Description Where Deployed Notes
the Conference
Chairperson.
Session Manager 3104 A software service Deployed on the Based, generally, on

function that manages the
media sessions that are
part of the conference
(e.g., audio session 3324,
video session 3328,
Alarm session 3330,
robot control session
3332). Admits
participants to the
sessions they select, and
sends information that
enables communications
within the session.

OptServerprgw 304 node.

control commands from
the Conference Manager
software; creates the
sessions for a
Conference, and
manages the data
streams that are used by
participants to use in
each of the sessions.

Media Processing Server
3108

Audio mixer 3318 to
handle multiple audio
streams that arrive
simultaneously. Publish
mixed audio stream to
each participant. Video
mixer 3320 to handle
multiple concurrent
video streams in the
video session. Image
Grabber 3322 to “grab” a
single image from each
video stream, so a
representation of that
user or sensor video can
be displayed on each
participant 3308 or 3310
device. Other functions
may include vocoder
translations.

Deployed on the
OptServerens 308
associated with the eNB
102 element that serves
the Emergency Action
operational area.

When a participant audio
stream is added to the
conference, the
participant's stream is
added to the audio
stream-mixing function
3318, and a stream
containing the audio of
all participants 3308 and
3310 except that one is
Published to a unique
topic Subscribed-to by
the added participant
3308 or 3310.

Fixed Sensors (a special
purpose UE as far as the
LTE network is
concerned) 3312

In this scenario, the fixed
sensors are carried to a
spot by a robot, and
dropped into place at the
command of a human
operator 3308 or 3310.
These sensors detect such
things as fire, smoke,
specific chemicals,
movements, sounds. No
video.

Deposited throughout the
Emergency area of
operation, based on
directions from the
Command Post 3308 or
from first responders
3310 to the mobile
robots that carry them.

The fixed sensors 3312
are not involved in the
conference. Instead, they
send their data to the
Fixed Sensor Data
Analysis Server 3304.

Mobile Sensors (robot-
mounted; a special
purpose UE as far as the
LTE network is
concerned) 3314

In this scenario, these
sensors are mounted on
moving robots, whose
motions in the
emergency area of
operation are controlled
by the Command Post
personnel 3308, or by a
First Responder 3310.
The video streams they
generate are part of the
Conference. Their

These robot-mounted
sensors are distributed
throughout the
emergency area of
operation.

‘When a robot-mounted
sensor is set up near the
operational area,
someone at the
command post 3308, or a
first responder 3310,
positions the robot to a
point where the fixed
sensor(s) 3312 that it
carries can be deposited.
Further control
commands direct the
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Function Description Where Deployed Notes
control data stream is robot to other points in
also used to control the the operational area,
movement of the robot where video of the area
that carries the sensor. is distributed to the
conference participants.
Fixed Sensor Data This function receives Deployed on the Each conference
Analysis Server 3304 the data from each of the | OptServerpgw 304. participant 3308 or 3310
fixed sensors 3312 can obtain details about
deployed in the the Alarm, including
emergency area of type of Alarm (e.g.,
operation. If an alarm movement or sound from
condition is determined a disaster victim is
to exist, an Alarm is detected), location of the
Published to all sensor, etc. The
conference participants command post 3308 (or
3308 and 3310 who are any participant 3310
set up to receive the gaining control of the
Alarm. conference) can direct a
robot-mounted sensor
3314 to the location of
the Alarm to send video
information.
Image Server 3302 Stores images sent from Deployed on the During the Emergency

cameras integrated into
the Response Team
members' UEs 3310.
Delivers images to
participants 3308 and
3310 for display.

OptServerens 308
associated with the eNB
102 element that serves
the Emergency Action
operational area.

operations, many
detailed photos may be
taken of different areas
to get closer, different,
better looks at the scene.
Images can be used for
historical comparison, or
for near real-time
information gathering
and analysis.

P/S Broker 1304

Provides the attachment
point for each entity
(sensor 3312 and 3314,
UE 3308 and 3310)
involved in accessing the
APN LTE network and
obtaining the services
offered on the APN
Optimization Servers 304
and 308. Allows
connected entities to
Publish and Subscribe to
“Topics.” Routes a
message Published to a
Topic to all entities that
have Subscribed to that
Topic.

Deployed on the
OptServerpgw 304 and

on the OptServerens 308.

Decouples senders of
data from receivers of
the data. Allows an
arbitrary number of
Publishers and
Subscribers to be
involved in a Service,
and allows entities to be
added to, or deleted
from, the service
dynamically.

[00332] Because of the deployment of the Media Server 3108 on the OptServereNB 304 that

is located over the Emergency Action operational area, all audio and video data streams may

be mixed and delivered to each first responder 3310 team member with little use of the back

haul 112 interface. The audio data stream from each first responder 3310 may be routed via
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its re-directed dedicated L'TE bearer 312 to the OptServereNB 308 associated with eNB_2
102, which covers the area of operation. The audio streams are mixed in the Media Server
3108, so concurrent packets from different user audio streams may appear in the single audio
data stream that each participant 3308 and 3310 receives from the Media Server 3108 (the
packets sent by a specific user 3308 or 3310 are not mixed in the audio stream returned to
that user). The back haul 112 is not used in these interactions because of the re-directed
bearer 312 used to carry the data to/from the UE 3310 and the OptServereNB 308, where the
Media Server 3108 executes (see Fig. 3 for the meaning of a redirected bearer 312).
[00333]1If a UE 3308 located at the Command Post joins the Audio session 3324 of the
conference, the audio packets from that UE 3308 may be routed via the P/S Broker 1304
associated with eNB 1 102 via the wireless back haul 112 to the P/S Broker 1304 associated
with the PGW 114 to the P/S Broker 1304 associated at eNB_2 102, and then to the Media
Server 3108. The mixed audio stream generated at the Media Server 3108 for that UE 3308
may be routed via the reverse path. Hence, lower packet delays may be achieved for the first
responder team members 3310, and lower back haul 112 utilization may be achieved overall
than with a traditional architecture.

[00334] The Image Server 3302 may be deployed on the OptServereNB 308 that is associated
with eNB_2 102. Hence, no back haul 112 may be utilized to store images collected by the
first responder 3310 team members. Because each image is a large file, the back haul 112
savings are significant with this architecture. When images are uploaded, the application on
the UE 3310 for image handling may tag the image with a date, time, GPS coordinates, and
user comments. By interacting with the Image Server 3302, any UE 3308 or 3310 in the
operation may obtain a list of images, filtered by criteria set by the user. Any user may thus
view any of the large set of detailed images that may be recorded during the team operation.
In this case, because of the APN Optimization Server 304 and 308 architecture, the image
download to the UE 3310 or 3308 comes from the OptServereNB 308 with little delay, and
no back haul 112 may be used to transmit the images to the first responder team members
3310. See Fig. 34.

[00335] With the UAVs 708 and 710 deployed over the operational area, the first responder
team 3310 may approach the disaster area, load the mobile robots 3314 with their fixed
sensor 3312 payloads, and turn on the mobile robots 3314. The responder team members
3310, the Command Post personnel 3308, and the robots 3314 with their video sensors may
all join the multimedia conference. In this scenario, the robots 3314 may only send a video

stream. They do not receive video, but they do have a control channel 3332 to receive
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commands for movement and for control of the fixed sensors 3312 that they carry. The
mobile robot sensor video streams 3314 may appear on the displays of the command Post
3308 personnel, who use the communications control channels 3332 to direct the robots
further into the disaster area. Based on the video stream from a particular robot-mounted
sensor 3314, its fixed sensor 3312 payload may be deposited on the ground, and turned on.
The software/firmware in these fixed sensors 3312 may connect to the LTE network, and
then to the P/S Broker 1304 network, locate the Fixed Sensor Data Analysis service 3304,
and announce themselves and their capabilities (e.g., fire detection, sound detection, chemical
detection, motion detection) and their GPS location coordinates. The data sent from each
fixed sensor 3312 may be collected and analyzed by the Fixed Sensor Data Analysis service
program 3304 that runs (in this example) on the OptServerPGW 304, and an Alarm may be
generated based on the data received from the fixed sensor 3312. All participant UEs 3310
and 3308 Subscribe to receive the Alarm data stream 3330.

[00336] Meanwhile, all participants 3308 and 3310 may be able to communicate via the voice
conferencing setup, and may be able to select the video feed from any of the robot-mounted
sensors 3314, or from videos played by any first responder 3310. Based on the needs of the
first responders 3310, robots 3314 may be commanded to move in particular directions. The
commands may come either from the Command Post personnel 3308, or from a first
responder team member 3310. As an example, a robot 3314 near the area of a fixed sensor
3312 can be sent to “investigate” an Alarm that is generated by the data from that fixed
sensor 3312. Also, video streams that may be generated by the UEs 3310 of the first
responders are made available to all the conference participants 3308 and 3310 via the
Conference video session capabilities. The conference participants 3308 and 3310 may have
the ability to select a video data stream for display from a list of all the entities in the
conference that generate video data, via the still images available from the Image Grabber
3322. Likewise, the images captured by the response team mobile devices 3310 may be
selected for display on any participant's UE 3308 or 3310.

[00337] The following sub-sections of this disclosure provide details, understandable to those
skilled in the art, for how the Multimedia Conference may be set up to allow audio and video
communications among all the conference participants, how the video streams from the
mobile robot-mounted sensors 3314 may be made available to all the conference participants
3308 and 3310, how the Alarm notification messages may be made available to the
conference participants 3308 and 3310, and how control channels may be set up to allow

users at the Command Post 3308 to control the motions of the mobile robots 3314, and to
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control the locations at which the fixed sensors 3312 are deposited by the mobile robots 3314.
The interactions among participant UE 3308 and 3310 devices and the Image Server 3302 is
outside the scope of the multimedia conference, as are the interactions between the fixed
sensors 3312 and the Fixed Sensor Data Analysis server 3304. The Image Server 3302
interactions and the Fixed Sensor Data Analysis Server 3304 interactions with the fixed

sensors 3312 are also described in the succeeding subsections in this disclosure.

Setting Up the Multimedia Conference

[00338] The Conference Manager 3102 application may have associated with it a Registry
3110 of Conferences. The data for each Conference stored in the Registry 3110 may have the
following information: Conference Name, Conference ID (defined by the Conference
Manager 3102 when the Conference is activated), Start time, end Time, attendee list,
chairperson ID, list of Roles and Capabilities, and a Template for each Session that can be
selected for this Conference. A field in each Session Template may indicate whether the
Session should be activated by the Conference Manager 3102 when the Conference is started.
Attendees may not join a session until the session is activated, and sessions may be activated
dynamically by any participant 3308, 3310, or 3314 once the Conference starts. In this
scenario, all the sessions are started by the Conference Manager 3102, based on the
information in the Registry 3110 for the “Emergency Action” Conference. The Conference
Manager 3102 may also create a set of Topics for use in the Publish/Subscribe
communications schema for all the activities required in the Conference. Additional Topics
may be created and distributed by the Conference Manager 3102 as each participant 3308,
3310, or 3314 joins a session, so the participant may be able to receive a unique and
appropriate view of the conference data.

[00339] The Registry 3110 information may be created by any authorized UE 104 to set up a
future Conference, but can also be set up by an Element Management System 802. In this
scenario, assume that the Registry 3110 entry for the “Emergency Action” conference has
already been set up when the Emergency Operation needs to begin.

[00340] UEs 3308, 3310, and 3314 may join and leave the Conference at any time. UEs 3308,
3310, and 3314 may join or leave any, all, or a subset of the Sessions 3324, 3328, 3330, and
3332 that are activated for the Conference, and for which they are allowed to join. Hence, in
this Emergency Action scenario, the number of participants 3308, 3310, and 3314 may
change dynamically. For instance, one or more robots 3314 may be disabled, and new ones

may replace them, or additional ones may be added to the operation as needed.
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[00341] Table 8 may show some of the information the Registry 3110 may contain for the
“Emergency Action” Conference before and after the Conference is Activated (some entries
may be made after the Conference Starts, such as ConferencelD and the list of Activated
Sessions and their Topics). The entries may be made by the Conference Manager 3102 once

the Conference is started, but may be made by any entity (e.g., EMS 802 or a user) before the

Conference is started.

Table 8: Emergency Action Conference Parameters

Conference Value(s) When Entry Is
Parameter Made
Conference Name Emergency Action Prior to
Conference Start
ConferencelD <a number, or a text string> ‘When the
Conference is
Started
Start Time <time>, but IMMEDIATE in this scenario Prior to
Conference Start
End Time <time>, but in this case UNTIL-TERMINATED Prior to

Conference Start

Attendee List

May be names of users, or IMSIs of user UEs, or names
such as “Alarm Generator,” or generic IDs such as “any
first responder,” “any robot,” or “any Commander”

Prior to
Conference Start,
although
additional entries
may be made via
the EMS 802, or
by approval of the
Chairperson

Chairperson ID

<a unique ID in the Conference>: may be an IMSI or a
participant name

Prior to
Conference Start,
but the
Chairperson may
be changed
dynamically via
RequestChair/Giv
eChair
interactions
between
participants and
the Conference
Manager 3102

Roles and
Capabilities

“FirstResponder,” (all sessions); “CommandPost,” (all
sessions); “AlarmGenerator,” (send alarms and alarm
information, receive alarm queries);

“MobileRobot,” (send video, receive commands);
“FixedSensor,” (send data);

Prior to
Conference Start

Conference Topics

ServiceControl/ConfSve/EmergencyAction/<confID> (the
Conf Mgr Subscribes to this Topic);

append /<IMSI> to direct Conf Mgr responses to a
particular UE

‘When the
Conference is
Started

Session Topics:

See next items

‘When Session is
Activated; in this
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Conference Value(s) When Entry Is
Parameter Made

scenario, when
the Conference is
Started

Audio Session
control

ServiceControl/ConfSvce/EmergencyAction/<confID>/audio

‘When the audio
session 3324 is
activated; in this
case, when the
Conference starts.

Video Session
control

ServiceControl/ConfSvc/EmergencyAction/<confID>/video

‘When the video
session 3328 is
activated; in this
case, when the
Conference starts.

Alarm Session

ServiceControl/ConfSvc/EmergencyAction/<confID>/alar
m

‘When the Alarm
session 3330 is
activated; in this
case, when the
Conference starts.

Robot Control
Session

ServiceControl/ConfSvc/EmergencyAction/<confID>/robot
Control

‘When the Robot
Control session
3332 is activated;
in this case, when
the Conference
starts.

Session Control

ServiceControl/ConfSvc/EmergencyAction/<confID>/sessi
onUpdate

When the first
session is
activated; in this
case, when the
Conference starts.
Sessions may be
activated or
terminated by
participants
Publishing
messages to this
Topic.

The Conference
Manager 3102
and the Session
Manager 3104
may use a
separate pair of
Topics to
communicate
initially, before
the Session
Manager 3104
can learn the
<conflD>
assigned by the
Conference
Manager 3102.

Session Notification

ServiceControl/ConfSvc/EmergencyAction/<confID>/<sess
ionName-Notify>

This generic
Topic may be
used by the
Conference
Manager to notify
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Conference Value(s) When Entry Is
Parameter Made
all UEs that

participate in a
particular session
of changes in the
session
participant list.
All UEs in a
particular session
Subscribe to this
Topic to receive
these updates.

[00342] See Fig. 35, Fig. 36, Fig. 37, and Fig. 38 for the following description of how the
Conference may be started and operated. The use of the P/S Broker 1304 networking is
omitted in these figures for the sake of simplifying the figures, but it should be apparent to
those skilled in the art that the messaging interactions occur through the actions of the P/S
Broker 1304 middleware system.

[00343] Fig. 35 shows how the Conference may be started. Because the Registry 3110
contains an entry for the Emergency Action Conference indicating that it start
IMMEDIATELY, once the Registry 3110 entry is made, the Conference Manager 3102 may
be notified. The Conference Manager 3102 may start the Conference, assign a ConfID to the
Conference, and Subscribe to the Topic:
ServiceControl/ConfSve/EmergencyAction/<confID>. The <confID> may embed the
uniquelD assigned to this Conference Manager 3102, as opposed to any other instance, so
messages pertaining to its conferences are routed by the P/S Broker 1304 network only to this
Conference Manager 3102 instance.

[00344] The Conference Manager 3102 may determine from the Registry 3110 information
the Sessions that need to be started, and may Publish a Service Inquiry to the topic
Servicelnquiry/ConfSession/<ConfMgrID> to locate a Session Manager 3104 instance,
where <ConfMgrID> may be a unique ID assigned to this Conference Manager 3102
instance. All Session Manager 3104 instances may Subscribe to the Topic
Servicelnquiry/ConfSession/* to receive these Inquiries. In this case, there is just one Session
Manager 3104 instance, so the Conference Manager 3102 may receive one Service
Description reply that carries a SessMgrID that is unique among all the Session Manager
3104 instances. The Session Manager 3104 may Subscribe to its unique control channel that
is outside the scope of any particular Conference

(ServiceControl/ConfSession/<SessMgrID>). With each communicating entity in possession
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of the unique ID assigned to the other, the Conference Manager 3102 and the Session
Manager 3104 may now exchange messages via the P/S Broker 1304 network.

[00345] The Conference Manager 3102 may Publish a message to the Session Manager 3104
to indicate the start of the Emergency Action Conference, and may provide a list of sessions
that need to be started. The Topics for each Session may also be included in the information
passed to the Session Manager 3104. In this case, an audio session 3324, a video session
3328, an Alarm session 3330, and a Robot Control session 3332 may be activated. Because
an audio conferencing session 3324 is activated, and because a video conferencing session
3328 is activated, the Session Manager 3104 must locate a Media Server 3108 to reserve and
start the audio mixer 3318, video mixer 3320, and Image Grabber 3322 capabilities for the
Conference participants, so they are available when each participant joins the corresponding
session.

[00346] The location of the Media Server 3108 may involve a Service Inquiry being
Published by the Session Manager 3104 to the generic topic Subscribed-to by all Media
Server 3108 instances (in this example, there is just one instance), and a Service Description
response being returned to a Topic made unique by adding the uniquelD of the Session
Manager 3104 instance. The reply contains the uniquelD assigned to the Media Server 3108
instance, and from that point onwards, the two instances may communicate via the P/S
Broker 1304 network to set up the media processing for the audio and video sessions. The
availability of audio mixer 3318, video mixer 3320, and image grabber 3322 resources may
be included in the Service Description response generated by the Media Server 3108, so the
Session Manager 3104 is able to select from among several Media Servers 3108 when there
is more than one instance available in the network. Hence, the Topic Subscribed-to by the
Session Manager 3104 for the audio session in this Conference may be
ServiceControl/ConfSvce/EmergencyAction/<confID>/audio/<SessMgrID>. The Topic
Subscribed-to by the Media Server 3108 for the audio session in this Conference may be
ServiceControl/ConfSve/EmergencyAction/<confID>/audio/<MediaServerID>. The audio
mixing resources 3318, video mixing resources 3320, and the image grabbing resources 3320
may be reserved at the Media Server 3108 instance for the Emergency Action Conference.
The Emergency Action Conference is now in the Activated state. The Conference Manager
3102 may return an Acknowledgement to the Registry 3110 to indicate the start of the
Conference, and may provide the Registry 3110 with the ConfID that has been assigned to
the Conference. This value must be passed to each participant to allow the participant to Join

the Conference.
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[00347] Fig. 35 shows the interactions discussed above for starting the Emergency Action
Conference. As noted, the use of the P/S Brokers 1304 to route these messages is not shown
in Fig. 35 as a simplification. The inclusion of the P/S Broker 1304 routing is therefore to be
understood by the reader as underpinning each of the interactions shown in Fig. 35. It should
be remembered that the only point-to-point connections are those between an entity (e.g.,
Session Manager 3104, Media Server 3108, sensor 3314) and a P/S Broker 1304. There are
no explicit connections between the communicating service entities, sensors, or participant
UEs. Also, every message sent is actually Published to a Topic, and every message received
implies a Subscription to the Published Topic. The Topics that may be used in this scenario

may be found in Table 8.

Farticipants Join the Conference and Join Sessions

[00348] See Fig. 36 for this description of how entities may join the Conference and the
Sessions allowed to them. Each conference participant UE 3308, 3310, and each sensor 3314,
needs to communicate with the Conference Manager 3102 to join the Conference. For this
and other Conference control purposes, the Conference Manager may Subscribe to the Topic:
ServiceControl/ConfSve/EmergencyAction/<confID>. Hence, the participant device must
obtain both the Conference Name and the <confID> before it is able to Publish a request to
join the Conference. While the Conference Name may be provisioned into the participant
device, the <confID> may not, because it is assigned by the Conference Manager 3102 when
the Conference is started. This behavior adds a degree of security to the Conference Join
procedure.

[00349] When the user 3308, 3310, or 3314 selects to Join a Conference, the UE 3308, 3310,
or 3314 may Publish a Service Inquiry to the Topic
Servicelnquiry/ConfSvc/Registry/<IMSI>, where <IMSI> is the unique value assigned to the
UE. Because all Registry 3110 instances may have Subscribed to the Topic
Servicelnquiry/ConfSvc/Registry/*, the UE 3308, 3310, or 3314 message may be routed by
the P/S Broker 1304 network to all Registry 3110 instances. The Service Description
response message Published by a Registry 3110 instance may include the unique UE 3308,
3310, or 3314 IMSI in the Topic, to allow routing the response to this particular UE 3308,
3310, or 3314. The Servicelnquiry message may contain the Conference Name (Emergency
Action), so the Registry 3110 may respond if it has information for that Conference. In this
example, there is only one Registry 3110, so just one Service Description response message

may be returned to the UE 3308, 3310, or 3314. It contains the unique ID of the Conference
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Manager 3102, and the information about the Emergency Action Conference, including the
<confID>. (In this case, the Conference Name may be provisioned into the sensors 3314 and
other UEs 3308 and 3310 that need to join the conference.)

[00350] The UE 3308, 3310, or 3314 may now Publish a Join message to the Conference
Manager 3102 for the Emergency Action Conference. The list of Attendees available to the
Conference Manager 3102 may allow it to admit the UE 3308, 3310, or 3314 to the
Conference. The Join may have information related to the Role of the UE 3308, 3310, or
3314, and hence, the Conference Manager 3102 may determine the set of sessions the UE
3308, 3310, or 3314 may be able to join, and may send the Session list to the UE 3308, 3310,
or 3314 in an Acknowledgment to the Join request. Thus, the UE 3308, 3310, or 3314 is able
to display all the Sessions that the UE 3308, 3310, or 3314 is able to Join. The Conference
Manager 3102, as the initiator of the Sessions, sends an Invite() message to the UE 3308,
3310, or 3314 for each session that the UE 3308, 3310, or 3314 is able to Join. The UE 3308,
3310, or 3314 may not Join a Session without first receiving an Invite() from the Session
initiator, which may be the Conference Manager 3102 in this scenario.

[00351]In other Conference situations, the user may select the Sessions to be Joined. In this
case, the UE 3308, 3310, or 3314 may be programmed to automatically Join those sessions
pertinent to its Role. Hence, the UEs 3308 of Command Post personnel and those UEs 3310
of First Responders may accept a Join Invite() to the audio 3324, video 3328, Alarm 3330,
and Robot Control 3332 sessions. The robot-mounted video sensors 3314 may accept a Join
Invite() only of the video session 3328 with an ability only to send/Publish video, but not to
receive it. The Fixed Sensors 3312 are not participants in the Conference in this example
scenario. They may only Publish their data to the Topic indicated in the next subsection,
where the Topic is Subscribed-to by the Fixed Sensor Data Analysis Service 3304.

[00352] When the UE 3308, 3310, or 3314 Publishes a request to Join a Session (e.g., for a
video session 3328: ServiceControl/ConfSvc/EmergencyAction/<confID>/video), the
Conference Manager 3102 may receive the request, determine from the Role of the UE 3308,
3310, or 3314 whether the request can be granted, and if it can, may generate one or more
Topics to assign to the UE 3308, 3310, or 3314 for the session. For instance, a Join of an
audio session 3324 may generate two Topics. One is for the UE 3308 or 3310 to use in
Publishing its audio stream. The other is for the UE 3308 or 3310 to Subscribe-to, so it may
receive the mixed audio stream being sent to it by the audio mixer 3318 in the Media Server

3108. The mixed audio stream has the concurrent audio packets generated by all UE
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participants, except for the UE receiving the stream. Robot-mounted sensor UEs 3314 do not
participate in the audio session 3324 in this scenario.

[00353] For a video session 3328, two Topics may be generated for the First Responder 3310
and for the Command Post 3308 UEs. Only one Topic may be generated for a robot-mounted
sensor 3314 UE. The first Topic may be used by the UE 3308, 3310, or 3314 in Publishing its
video stream. The second, if generated, may be for the UE 3308 or 3310 to Subscribe-to to
receive the mixed video stream being generated by the video mixer 3320 at the Media Server
3108. Here, too, the mixed video contains the video streams generated by all video-
generating-sensors and by all participant UEs 3308, 3310, or 3314, except for the receiving
UE. (Actually, a sequence of grabbed images, one from each participant 3308 and 3310 and
sensor stream 3314, may be sent. When the user selects a particular video stream, only the
video stream from the selected participant 3308 or 3310, or sensor 3314, may be sent to the
requesting UE 3308 or 3310.)

[00354] For an Alarm session 3330, one Topic may be generated, and is Subscribed-to by the
UE 3308 or 3310 to receive the Alarms. Only First Responder 3310 and Command Post 3308
UEs may Join the Alarm session, and most likely, the same Alarm Topic may be assigned to
all UEs 3308 and 3310 that Join the Alarm session, so the Alarm is Published once by the
Fixed Sensor Data Analysis 3304 Alarm generator function, and all Subscribing UEs 3308
and 3310 may be able to receive it.

[00355] For the Robot-control session 3332, two Topics may be generated. The first may be
for the UE 3308 or 3310 to use to Publish Robot control commands. The second may be for
the UE 3308 or 3310 to use to Subscribe for reception of Robot responses to those
commands.

[00356] As the participant list changes for each Session, the Conference Manager 3102 may
Publish an updated session participant list, so it is received by each UE 3308 and 3310
participating in that Conference session. Per Table 8, all UEs 3308 and 3310 participating in
a session whose name is “sessionName” Subscribe to the Topic:
ServiceControl/ConfSve/EmergencyAction/<conflD>/<sessionName-Notify> to receive the
Session participant change notices for that particular session (e.g., for the video session 3328,
the last part of the Topic string may be “video-Notify™).

[00357] The Topics generated by the Conference Manager 3102 may not be strings, but may
be 8-byte numbers. Transmission of audio 3324 and video 3328 streams requires low delay,
so the use of String Topics may be avoided to reduce the time spent by the P/S Broker 1304

network to determine routing of these packets. Because the Topic generation is handled by
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the Conference Manager 3102, their uniqueness may be guaranteed. When a UE 3308, 3310,
or 3314 joins a Session, the Conference Manager 3102 has to generate the Topic(s), and may
send the Topics to the UE 3308, 3310, or 3314 and also to the Session Manager 3104, which
takes care of Publishing them to the Media Server 3108, where the audio and video streams
from UEs are collected, and where the mixed streams 3324 and 3328 are Published. In the
case of the Alarm session 3330, the Conference Manager 3102 may send the Topic to the
Fixed Sensor Data Analysis service 3304, as well as to the UEs 3308 and 3310 that Join the
Alarm session 3330. For the Robot-control session 3332, the Topics may be sent to the Robot
participants 3314 that Join the Robot-control session 3332 (they all do in this scenario), as
well as to the UEs 3308 and 3310 that Join the Robot-control session.

[00358] Meanwhile, the First Responder UEs 3310 and the Command Post personnel UEs
3308 may display all the available sessions to the user, as well as those sessions that the user
may have Joined.

[00359] Fig. 36 shows the message interactions that may occur when a UE 3308, 3310, or
3314 Joins the Conference, and then subsequently Joins one or more Sessions. Again, the P/S
Broker 1304 routing and interactions are omitted in Fig. 36 for the sake of simplifying the
messaging diagram. To keep the interactions to a limited number in Fig. 36, all the Session
Joins for the UE 3308, 3310, or 3314 are not shown. Readers who are skilled in the art may
recognize that all sessions required by a particular UE-type may be joined in the manner
indicated in Fig. 36.

[00360] Once the UE 3308, 3310, or 3314 has Joined all of its sessions, it may participate in
all the services allowed to it during the Conference. A UE 3308 or 3310 that has joined the
audio session 3324 may now Publish its audio packets to the Topic received in the
Join(audio) interactions. It also may receive the mixed audio stream 3324 via the audio Topic
to which it now Subscribes for that purpose. The user 3308 or 3310 is thus in audio
conference with every other user 3308 and 3310 in the audio session 3324. Likewise, the UE
3308 or 3310 may display the grabbed image of each video stream in the video session 3328
of the Conference, including those of the Robot-mounted sensors 3314 and those of the First
Response team members 3310. When a user 3308 or 3310 selects one of the grabbed images
on the display, the UE 3308 or 3310 may send a control message to the Conference Manager
3102 to select a particular video stream. The Conference Manager 3102 may send the
instruction to the Session Manager 3104, which informs the Media Server 3108 to stop
sending the mixed video stream to the Topic it Publishes on for that UE 3308 or 3310. The
Conference Manager 3102 may return to the UE 3308 or 3310 the Topic number used by
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another UE 3308, 3310, or 3314 to Publish the selected video stream. The requesting UE
3308 or 3310 may Subscribe to that Topic, and may begin to receive the selected video
stream. Thus a first responder 3310 or a command person 3308 may receive the video stream
being sent by any sensor 3314, or by any video publisher 3310 in the conference. Note that
the P/S Broker 1304 middleware being used in this disclosure does not change the way in
which the generator of (in this case) a video stream transmits its video packets. If another
endpoint (i.e., user 3308 or 3310) needs to receive that video stream, the P/S Broker 1304
network arranges for the delivery of the stream, as long as the new viewer Subscribes to the
Topic being used to Publish the video stream packets.

[00361] Likewise, once the UE 3308, 3310, or 3314 Joins any other session, and the
corresponding Topics are distributed appropriately, the UE 3308, 3310, or 3314 may be able
to participate in that Session. First Responder 3310 and Command Post 3308 UEs may
receive the Alarms generated by the Fixed Sensor Data Analysis service 3304. First
Responder 3310 and Command Post 3308 UEs may send movement commands to the mobile
Robot UEs 3314 (the Conference Manager 3102 distributes a Subscribe Topic to each mobile
Robot UE 3314 when it Joins the Robot-control session 3332, and distributes that Topic as a
Publish Topic to each First Responder 3310 and Command Post 3308 UE that joins the
Robot-control Session 3332).

Fixed Sensor Data Collection and Alarm Distribution

[00362] As noted in the above descriptions in this disclosure, the Fixed Sensors 3312 in this
scenario do not directly participate in the Multimedia Conference. Depending on their
capabilities, they may monitor for movement, or may detect smoke or chemicals, or may
detect heat, or sound, etc. When they sense something to report, these sensors 3312 may send
their information to the Fixed Sensor Data Analysis service 3304, which may analyze the
data, and generate an Alarm, if appropriate. Thus, when a Fixed Sensor 3312 is turned on, it
may connect to the LTE network, it may connect to a P/S Broker 1304, and it may send a
Service Inquiry to locate one or more instances of the Fixed Sensor Data Analysis service
3304 (there is just one in this scenario example). Suppose the Fixed Sensor Data Analysis
service 3304 subscribes to the Topic Servicelnquiry/FixedSensor/* to receive the Service
Inquiry messages. Each Fixed Sensor 3312 may Publish its Service Inquiry message to the
Topic Servicelnquiry/FixedSensor/<myIMSI>. By including its unique IMSI value, the Fixed
Sensor Data Analysis 3304 service software may Publish a Service Description reply that is

routed by the P/S Broker 1304 network only to the Fixed Sensor 3312 that generated the
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Service Inquiry. The Service Description may include an identity value that is unique across
all the Fixed Sensor Data Analysis 3304 service instances in the network. Once the Fixed
Sensor 3312 and the Fixed Sensor Data Analysis 3304 program are in possession of the
unique ID of the other party, the Fixed Sensor 3312 and the Analysis 3304 service program
may thereafter exchange messages with one another via the P/S Broker 1304 network.
[00363] The Fixed Sensor 3312 may send an InitiateService() message to the Fixed Sensor
Data Analysis 3304 service instance, providing information such as its GPS location
coordinates and its detection capabilities. The Fixed Sensor Data Analysis 3304 service
software may Publish an InitiateService Ack() message in which it assigns a Topic that the
Fixed Sensor 3312 is to use to Publish data for whatever it detects.

[00364] Meanwhile, as indicated above in Fig. 36, each UE 3308 and 3310 that Joins the
Alarm session may receive a Topic to which it Subscribes to receive Alarms, and that Topic
may also be maintained at the Fixed Sensor Data Analysis 3304 service program as a Publish
Topic for Alarms. If all UEs 3308 and 3310 in the Session are to receive all Alarms, then the
same Topic may be assigned to each UE 3308 and 3310 participant in the Alarm session. If
different UEs 3308 and 3310 are to be made responsive to different sets of Alarms, then the
Alarm session Topics assigned to different UEs 3308 and 3310 by the Conference Manager
may be different. At any rate, when a Fixed Sensor 3312 Publishes data to its assigned Topic,
it is received by the Fixed Sensor Data Analysis 3304 service software, analyzed, and if an
Alarm is generated, it is Published to the Topic, or Topics, associated with that Alarm type.
The Alarm may then be received by all UEs 3308 and 3310 in the Alarm session that have
Subscribed to the Published Topic. These interactions are shown below in Fig. 37. The P/S
Broker 1304 network is again omitted in Fig. 37 for the sake of simplifying the interaction

diagram.

Image Collection, Storage, and Distribution

[00365] As noted in the above descriptions of the Emergency Action scenario, the UEs 3310
of the First Responder team members may be capable of taking pictures as the members go
through the area of operation. These images may need to be loaded onto a server, and made
available to the other members of the First Responder team 3310, as well as to the personnel
3308 located at the Command Post. The Image Server 3302 shown in Fig. 34 may run on the
OptServereNB 308 associated with the eNB 102 that covers the area of operation, and may
provide the means to upload and store these images, and to make them available for

download to any participant 3308 or 3310 in the Emergency Action operation. By executing
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the Image Server 3302 software on the OptServereNB 308, no back haul 112 is used to carry
the images from the First Responder team member UEs 3310 to the storage site, and no back
haul 112 is used to download the images to members of the First Responder team 3310.
Transmission delays over the back haul 112 are thus avoided in this architecture, and back
haul 112 utilization is minimized, so it is available for other services. When images are
downloaded to participants 3308 at the Command Post, the back haul 112 is used, because in
this example scenario, their UEs 3308 access the network via a different eNB 102 element
from the one associated with the OptServereNB 308 that runs the Image Server 3302. See
Fig. 34.

[00366] When the user invokes the image handling program on the UE 3308 or 3310, the
program must first locate an Image Server 3302 in the APN network. To do so, it may
Publish a Service Inquiry message to the Topic Servicelnquiry/ImageService/<IMSI>, where
<IMSI> is the unique ID assigned to the UE 3308 or 3310. Meanwhile, all Image Server
3302 instances Subscribe to the generic Topic Servicelnquiry/ImageService/*, and therefore
receive the Service Inquiry messages that are Published by the UEs 3308 or 3310. The Image
Server 3302 may Publish a ServiceDescription reply message to the Topic
Servicelnquiry/ImageService/<IMSI>, so the P/S Broker 1304 network may route the reply
only to the UE 3308 or 3310 that sent the Service Inquiry. In this example scenario, there is
only one Image Server 3302 in the network, so one Service Description is returned to the UE
3308 or 3310 for its Inquiry. The Service Description message may contain the unique 1D
assigned to the Image Server 3302 program. Hence, from this point onwards, the UE 3308 or
3310 and the Image Server 3302 instance may exchange messages via the P/S Broker 1304
network. The UE 3308 or 3310 image handling program may register itself with the Image
Server 3302 instance, and may receive a Topic to use when Publishing images to the Server
(only UEs 3310 do this in this example scenario), a second Topic to use when Publishing
service requests (e.g., for image downloads and for image information) to the Image Server
3302, a third Topic to use to Subscribe to receive service response information from the
Image Server 3302, plus a fourth Topic to use to receive downloads of images from the
Image Server 3302.

[00367] When an image is recorded at the UE 3310, the image handling program on the UE
3310 may tag the image with the current GPS coordinates of the UE 3310, may add the date
and time, and may allow the user to enter comments. This information may be kept together
with the image in the UE 3310 memory. When the user selects to upload this image to the

Image Server 3302, the UE 3310 image handling program may use the Publish Topic given to
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it during its initial interaction with the Image Server 3302 to upload the image and the
associated tag information to the Image Server 3302. The image and its tag data may be
saved to permanent storage by the Image Server 3302.

[00368] When a user (3308 or 3310) elects to see one or more images kept at the Image
Server 3302, the UE 3308 or 3310 may Publish a request message via its assigned service
request Topic. The request may ask for a list of images stored from a particular user 3310, or
from a set of dates/times, or from a set of locations, etc. The list may be returned to the user
UE 3308 or 3310 via the Topic assigned to it to receive responses to the service requests.
Another service request Published by the user UE 3308 or 3310 may request the download of
one or more specific images from the list. These images may be downloaded to the user UE
3308 or 3310 via the Topic assigned to the UE 3308 or 3310 to receive image downloads.
These interactions are shown in Fig. 38. Here, too, the P/S Broker 1304 interactions in the
messaging scheme are omitted for the sake of simplicity.

[00369] The disclosure presented herein utilizing the Emergency Action scenario shows how
the APN LTE Wireless Network and its associated Optimization Server 304 and 308
architecture, plus the redirected bearer 312 capability, and the P/S Broker 1304 Middleware
components may be used to handle a variety of sensor requirements. It should be clear to
those skilled in the art that any sensor data collection and processing not covered in this
scenario example is capable of being deployed in an efficient manner using the APN LTE
Wireless Network Optimization Servers 304 and 308, the bearer redirection 312 capability,
and the associated P/S Broker 1304 middleware, thereby demonstrating the ability of the
systems disclosed in this document to be used as a platform for sensor data collection,

storage, analysis, and distribution.

APN LTE Network to Give Data Rate Priority to LTE Users

[00370] In an LTE network, and especially in a Dual Use LTE network, users may be given
Access Priorities, and may be assigned bearer priorities, but they are not assigned a priority
for being allocated air interface resources to send or receive data. It may be desirable to
assign priorities to users for receiving high data rates when there are many users accessed
through a particular Cell. This situation may occur when there is no emergency condition,
and therefore Cell Barring for Government Use (CB-for-GU) is not enabled at the Cell.
Alternatively, there may be an emergency or disaster condition, and the Cell may be barred

for Government Use, but there are still so many users accessing the LTE network through the
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restricted Cell that the highest priority users are not able to receive the high data rates that
they may need.

[00371]In an LTE system, user equipment (UE 104) is granted a set of Physical Resource
Blocks (each PRB is a set of 12 contiguous sub-carriers used in the system) and a time for
sending uplink data. Likewise, the LTE system schedules a time and a set of PRBs to carry
downlink data to a particular UE 104. The software component within the LTE system that
performs this function is the Scheduler within the eNB 102 element. The Scheduler may
generally be designed to give fair treatment to all the UEs 104 that access the LTE network
through the Cells of the eNB 102. However, there may be situations in which UEs 104
designated as High Priority UEs 104 require preferential treatment in the assignment of PRBs
for over-the-air transmissions. The number of PRBs assigned to the UE 104, plus the

encoding applied to the data, determines the data rate that is provided to the UE 104.

Assigning Data Rate Priorities to UEs and Configuring the eNB Scheduler to Use the Values
[00372] This disclosure describes methods and systems for configuring the eNB 102
Scheduler with a Data Rate Priority value for each UE 104 that accesses a Cell contained
within the eNB 102. The Scheduler may use the Data Rate Priority value associated with a
given user to guide its assignment of Physical Resource Blocks (PRBs) to the user for
sending and receiving data over the LTE air interface, and/or to give time-based priority to
the UE 104 for access to the LTE air interface. Previous sections of this disclosure are
pertinent to the present disclosure, namely, the use of a Publish/Subscribe (P/S) Broker 1304
middleware to implement efficient communications among elements in the APN LTE
network, the use of a set of Optimization Server 304 and 308 nodes that are associated with
the LTE network elements and integrated into the LTE procedure processing in the network,
the use of a Wireless Control Process (WCP) 3902 and its interface to the eNB 102 elements
to effect the delivery of UE 102 Data Rate Priority values to the eNB 102, and thence, to the
Scheduler, the use of an Application Function (AF 2102) that contains provisioning data for
high priority UEs 104 (IMSI values), or is able to access a database of IMSI values that may
contain provisioning information pertaining to the Data Rate Priority capability. See the
previous sections of this disclosure.

[00373] The following set of list items describes the mechanics that may be put into place to
implement the Data Rate Priority capability referred to above. It may be recognized by those

skilled in the art that deviations from the descriptions given below may be made, while
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achieving the same result. The teachings presented specifically below are thus illustrative of

how a Data Rate Priority feature may be implemented in an LTE Wireless Network.

1. All users 104 may be assigned by the eNB 102 Scheduler a Data Rate
Priority value of 1 by default when they first gain access to a Cell. The
default value of UE 104 Data Rate Priority may be inserted by the
Scheduler into a data record kept for the UE 104 by the Scheduler.

2. The AF 2102 program that may run on the OptServerPGW 304 node may
be provisioned on a per-Cell basis with DataRatePriority OFF, or ON. The
default value may be OFF. When the value of the DataRatePriority
variable is changed for a Cell, the AF 2102 may interact with an
application program referred to herein as the Wireless Control Process
3902 to cause the Data Rate Priority value of each currently Registered UE
102 that is served by the Cell to be updated appropriately (i.e., to the value
1 if the DataRatePriority becomes OFF at the Cell, or to the UE 104 Data
Rate Priority value assigned to the UE 104 if the DataRatePriority
becomes ON at the Cell).

3. The eNB 102 interface with the Wireless Control Process 3902 that runs
on the OptServerPGW 304 may be used to send a Data Rate Priority value
to the eNB 102 for a given UE 104 (the C-RNTI kept at the Wireless
Control Process 3902 as part of the data saved per UE 104 is used to
identify the UE 104 at the eNB 102).

4. Hence, for all UEs 104 that do not interface with the Wireless Control
Process 3902, their Data Rate Priority remains set at the default value 1.
Such UEs 104 may be those of non-government agency users that may be
Roaming on the Dual Use APN Wireless Network. All government agency
users, and likewise, many, or all, other users of the Dual Use APN
Wireless Network may have software that interfaces with the Wireless
Control Process 3902 via the P/S Broker 1304 middleware. For UEs 104
that interface with the Wireless Control Process 3902, such interfacing
may occur whenever the UE 104 accesses a Cell in the APN Wireless
Network, i.e., whenever the UE 104 sends the Register message (i.e., after
the LTE Initial Access procedure), or sends the RegisterUpdate message

(i.e., after the LTE Service Request procedure), or sends a Handover
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message (i.e., after the LTE Handover procedure), to the Wireless Control
Process 3902. See Fig. 4 and Fig. 6. During the processing of any of these
messages, the Wireless Control Process 3902 may interface with the AF
2102 via the P/S Brokering 1304 middleware to obtain the Data Rate
Priority value associated with the UE 104 IMSI. If the provisioning at the
AF 2102 for the Cell ID in the Wireless Control Process 3902 request
message indicates DataRatePriority OFF, the AF 2102 may return the
value 1 for the UE 104 Data Rate Priority. Otherwise, the AF 2102 may
check the Data Rate Priority provisioned into it for the UE 104 IMSI, or
check the value provisioned into an accessible IMSI database. If the AF
2102 does not retrieve information provisioned for the UE 104 IMSI, the
default value of 1 may be returned. Otherwise, the AF 2102 may obtain the
Data Rate Priority value provisioned for the UE 104 IMSI, and return that
value to the Wireless Control Process 3902. The Wireless Control Process
3902 may therefore send the UE 104 Data Rate Priority value to the eNB
102 when it processes the UE 102 Register message, or RegisterUpdate
message, or Handover message, whether or not a UE 102 bearer 302 is
subsequently redirected at the eNB 102 by the Wireless Control Process
3902. The values used for the UE 104 Data Rate Priority may be any value
1, or greater, with the higher number value implying a higher Data Rate
Priority for the UE 104.

The eNB 104 Scheduler may be changed from current implementations to
take the Data Rate Priority value into account when scheduling the UE 104
to receive or send data. For example, if the eNB 102 Scheduler is about to
schedule downlink data to be sent to a set of UEs 104, the set of available
PRBs may be assigned based on the RF conditions reported previously by
the UEs 104, and also based on the Data Rate Priority associated with the
UEs 104. The UE 104 with the highest Data Rate Priority value may
receive the maximum number of PRBs consistent with sending the data
queued for that UE 104, or, may be handled by the Scheduler before the
Scheduler handles a UE 104 with a lower Data Rate Priority value.
Meanwhile, all UEs 104 with Data Rate Priority 1 may receive a number
of PRBs smaller than the maximum number that might otherwise be

assigned, because some number of PRBs have been assigned to UEs 104
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with higher Data Rate Priority values. All UEs 104 with the same Data
Rate Priority value may receive equal treatment by the Scheduler in terms

of being assigned a number of PRBs, or in terms of being handled first by

the Scheduler.

[00374] The disclosure in the above paragraphs may be seen in Fig. 39, Fig. 40, Fig. 41, Fig.
42, and Fig. 43. The first three of these figures add the Data Rate Priority interactions to the
interactions shown in Fig. 4 and Fig. 6, where the Wireless Control Process 3902 and the P/S
Broker 1304 messaging infrastructure are shown explicitly (Fig. 4 and Fig. 6 do not show
these components explicitly). Fig. 39 may apply to the situation in which the UE 104 has not
yet registered with the Wireless Control Process 3902 (i.e., during the Initial Access
Procedure). Fig. 40 may apply to the situation in which the UE 104 has previously registered
with the Wireless Control Process 3902, but must provide an update because, for example,
the UE 104 is in transition from the ECM-IDLE state to the ECM-CONNECTED state. Fig.
41 may apply to the situation where the UE 104 is in Handover to a new eNB 102. Each of
these three situations may result in the UE 104 accessing a different Cell than previously, and
hence, the newly accessed eNB 102 must be informed of the Data Rate Priority for the UE
104. Fig. 42 may apply to the situation where the AF 2102 is provisioned to turn
DataRatePriority ON for one or more Cells in the LTE network. Fig. 43 may apply to the
situation where the AF 2102 is provisioned to turn DataRatePriority OFF for one or more
Cells in the LTE network.

[00375] Fig. 39 shows an elaboration and modification of the procedure shown in Fig. 4 and
described earlier in this disclosure. The elaboration shows how the UE 104 may use the P/S
Broker 1304 middleware to communicate with the Wireless Control Process 3902 that runs
on the OptServerPGW 304 node. The portNumber in the StartServices message is the port
number of the P/S Broker to which the UE 104 connects. Meanwhile, the AF 2102 software
that plays a role in the disclosure provided herein for implementing a Dual Use Network may
also be provisioned with IMSI data, or have access to an IMSI database, that includes the
Data Rate Priority value assigned to the UE 104 IMSI. In a modification to the procedure
described in Fig. 4, the Wireless Control Process 3902 and the AF 2102 may communicate
via the services of the P/S Broker 1304 middleware, as shown in Fig. 39, Fig. 40, Fig. 41,
Fig. 42, and Fig. 43, to provide the Data Rate Priority value for a given IMSI, and to update
the serving eNB 102 with this value.
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[00376] To receive messages from a multiplicity of UEs 104, the Wireless Control Process
3902 may Subscribe to the Topic “WirelessControl/*”. To communicate with the Wireless
Control Process 3902, a UE 104 may Publish its message to the Topic
“WirelessContol/<myIMSI>", where <myIMSI> is the unique IMSI value assigned to the UE
104. When the Wireless Control Process 3902 responds to a particular UE 104, it may
Publish the message to the Topic “WirelessControl/<IMSI>", where <IMSI> is the value
assigned to the targeted UE 104. The UE 104 must have previously Subscribed to this Topic
to receive messages on this Topic.

[00377] To effect the exchange of messages between the Wireless Control Process 3902 and
the AF 2102, the AF 2102 may Subscribe to the Topic “AF/data/*”. The Wireless Control
Process 3902 may then Publish the DataRatePriorityCheck() message to the Topic
“AF/data/<WCPid>", where <WCPid> is a unique ID assigned to the Wireless Control
Process 3902, and where the Wireless Control Process 3902 Subscribes to receive messages
on the Topic “AF/data/<WCPid>". The AF 2102 may then reply to the Wireless Control
Process 3902 by Publishing the DataRatePriorityCheckResponse() message to the Topic
“AF/data/<WCPid>".

[00378] When the UE 104 first accesses the LTE network, it proceeds as described in the
earlier sections in this disclosure (see Fig. 4), until the DedicatedBearerEstablished message
is Published by the UE 104 to Wireless Control Process 3902 (see Fig. 39). At this point in
the Registration Procedure, it may be appropriate for the Wireless Control Process 3902 to
Publish the DataRatePriorityCheck message to the AF 2102. The AF 2102 may use the
Cell_ID in the message and the IMSI to obtain a Data Rate Priority value for the IMSI, and
may then Publish the DataRatePriorityCheckResponse message to the Wireless Control
Process 3902. The Wireless Control Process 3902 may then use its direct interface with the
eNB 102 that serves the UE 104 to deliver the Data Rate Priority value associated with the
UE 104, and the value may be passed by the eNB 102 software to the eNB 102 Scheduler.
The remainder of the Registration procedure proceeds as shown in Fig. 4 (and Fig. 39).
[00379] Fig. 40 shows the processing that may be used when the UE 104 transitions from the
ECM-IDLE state to the ECM-CONNECTED state, and successfully completes the LTE
Service Request Procedure. The interactions that ensue to register the UE 104 with the
Wireless Control Process 3902 for the new Cell ID and new C-RNTI value are the same as
shown in Fig. 39, except that the RegisterUpdate and RegisterUpdateAck messages are
exchanged, instead of the Register and RegisterAck messages of Fig. 39. The same

parameters may be contained in the messages in both cases.

130



WO 2020/101747 PCT/US2019/037617

[00380] Fig. 41 shows an elaboration and a modification of the procedure shown in Fig. 6 and
described earlier in this disclosure. The elaboration shows how the UE 104 may use the P/S
Broker 1304 middleware to communicate with the Wireless Control Process 3902 that runs
on the OptServerpgw 304 node. The portNumber received by the UE 104 in the
ResumeSession message is the port number of the P/S Broker 1304 to which the UE 104
connects. Fig. 6 shows the interactions during a Handover procedure for integrating the
Optimization Server 304 and 308 into the LTE network behaviors, and for redirecting a UE
bearer 312 at the target eNB 102 for the purpose of allowing the UE 104 to communicate
directly with an OptServereNB 308 node associated with the target eNB 102. Per the present
disclosure, Fig. 41 shows how the procedure of Fig. 6 may be modified to also include
making an update at the target eNB 102 Scheduler for the UE 104 Data Rate Priority value.
[00381] When the Handover is completed, and the UE 104 Publishes the Handover message
to the Wireless Control Process 3902, the new C-RNTTI and the new Cell ID values are made
available to the Wireless Control Process 3902, along with the UE 104 IMSI value. The
Wireless Control Process 3902 may therefore interact with the AF 2102 to obtain the Data
Rate Priority assigned to the UE 104 (or, the value 1, if the new Cell_ID has DataRatePriority
OFF). The Wireless Control Process 3902 may then deliver the UE 104 Data Rate Priority to
the target eNB 102 via a direct communication interaction, so it may be passed to the eNB
102 Scheduler. The Wireless Control Process thereafter may continue with the processing of
the Handover procedure by exchanging the RedirectBearer and RedirectBearerResponse
messages with the target eNB 102, and with causing the UE 104 to resume its service session

via the OptServereNB 308 that is associated with the target eNB 102. See Fig. 6 and Fig. 41.

Data Rate Priority is Turned ON for One or More Cells

[00382] See Fig. 42 for the following message interaction descriptions. As noted in the
preceding paragraphs, the AF 2102 may be provisioned with the DataRatePriority value
assigned to each Cell in the LTE network. When the DataRatePriority variable is changed
from OFF to ON for a Cell, all the UEs 104 that are Registered with the Wireless Control
Process 3902 and that access the LTE network via the Cell need to have their Data Rate
Priority values updated at the Scheduler of the serving eNB 102 that contains the Cell. The
current Data Rate Priority of the UE 104 may have the value 1 at the Scheduler, because the
DataRatePriority value previously associated with the Cell is OFF. Fig. 42 shows the
processing that may be required to update the eNB 102 Scheduler with the Data Rate Priority

values of each Registered UE 104 that accesses the network via that Cell.
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[00383] The Wireless Control Process 3902 may Subscribe to the generic Topic
“WirelessControl/*” to receive messages from a multiplicity of endpoints. When the AF 2102
is provisioned with a value of ON for the DataRatePriority for a given Cell, or Cells, the AF
2102 may Publish a CellDataRatePriorityON message to the Topic
“WirelessControl/dataRatePriority/< AFid>", so the message may be received by all instances
of the Wireless Control Process 3902. The message contains a list of Cell ID values. This
message is received by the Wireless Control Process 3902. For each Cell_ID in the message,
the Wireless Control Process 3902 may search its data structures for all UEs 104 that have
registered with it, and have indicated their serving Cell ID as the value selected from the
message sent by the AF 2102. The list of UE 104 IMSI values thus collected by the Wireless
Control Process 3902 may be placed into a BulkDataRatePriorityRequest message that is
Published to the Topic “AF/<WCPid>", so it is received by the AF 2102. A message is sent
for each Cell_ID in the message received by the WCP 3902. When the
BulkDataRatePriorityRequest message is received by the AF 2102, the AF 2102 may search
its provisioned data, or an accessible IMSI database, on a per-IMSI basis, for the Data Rate
Priority value of each IMSI. The results may be placed into a BulkDataRatePriorityResponse
message that may be Published to the Topic “AF/<WCPid>", so it is received by the
requesting Wireless Control Process 3902 instance. The Wireless Control Process 3902 may
then retrieve from its provisioned data the C-RNTI value corresponding to each IMSI, and
also retrieve from its provisioned data the IP address of the eNB 102 that serves each Cell in
the received message, and send the Data Rate Priority value for each UE (C-RNTI) that
accesses the network through each corresponding Cell. These interactions are followed for

each Cell_ID value in the CellDataRatePriorityON message.

Data Rate Priority is Turned OFF for One or More Cells

[00384] See Fig. 43 for the following message interaction descriptions. When the
DataRatePriority variable is changed from ON to OFF for a Cell, all the UEs 104 that are
registered with the Wireless Control Process 3902 and that access the LTE network via the
Cell need to have their Data Rate Priority values updated at the Scheduler of the eNB 102
that contains the Cell. At the Scheduler, the current Data Rate Priority of the UE 104 may
have the value provisioned for the UE 104 IMSI, because the DataRatePriority value
previously assigned to the Cell is ON. These values now need to be changed to the value 1, so
all UEs 104 that access the network through that Cell can obtain equal priority treatment from

the eNB 102 Scheduler. Fig. 43 shows the processing that may be required to update the eNB
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102 Scheduler with the Data Rate Priority value of 1 for each Registered UE 104 that
accesses the network via that Cell.

[00385] When the AF 2102 provisioning is changed, so the DataRatePriority value of one or
more Cells is changed from ON to OFF, the AF 2102 may Publish the
CellDataRatePriorityOFF message to the Topic “WirelessControl/dataRatePriority/<AFid>",
so the message may be received by all instances of the Wireless Control Process 3902. The
message contains a list of Cell ID values. For each Cell ID in the received message, the
Wireless Control Process 3902 may search its data structures for all UEs 104 that have
registered with it, and have indicated their serving Cell ID as the value selected from the
message sent by the AF 2102. The data kept at the Wireless Control Process 3902 for each
such UE 104 includes the C-RNTI value, which is the identifier by which the UE 104 is
known at the serving eNB 102. The list of UE 104 C-RNTI values may be collected by the
Wireless Control Process 3902, and placed into a UEDataRatePriorityList message that is
sent to the eNB 102 that handles the selected Cell whose DataRatePriority value has changed
to OFF. For each C-RNTI value, the message may indicate that the Data Rate Priority value
of 1 is to be associated with the C-RNTI that identifies a UE 104 to the eNB 102 Scheduler.
When this message is received by the eNB 102, the UE 104 values are updated accordingly
by the Scheduler.

Collecting and Reporting Billing Data at Optimization Servers in an APN LTE Network
[00386] When a UE bearer is redirected at its serving eNB 102, so the bearer is connected to
a local Optimization Server 308, rather than to an SGW 110 element and then to a PGW 114
element, the PGW 114 is unable to create billing information for the usage of the air interface
by the data that traverses the redirected bearer.. This condition may not be important for some
applications (e.g., for a military application, or for an Emergency application), but may be
important for commercial applications. In this latter case, programs on the OptServereng 308
may keep track of the bytes, packets, connection time, etc. required to generate the equivalent
of a Call Detail Record (CDR) for the transport of data that traverses a redirected bearer 312,
and must be able to convey this information to the PGW 114, or to some other billing data
processor, at the appropriate time(s). (Different charging may be applied to this usage,
because the back haul 112 may not be used to transport the data between the OptServerens
308 and the UE 104.) Furthermore, the resources provided by the Optimization Servers 304
and 308 may include permanent data storage, temporary data storage, program execution

time, etc., and the operator of the APN network may desire to charge for the use of these
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system resources. Hence, billing data must also be collected for the Optimization Server 304
and 308 resource usage.
[00387] The Broadband Forum IPDR (IP session Detail Record) is specified in TR 232

(http://www.broadband-forum.org/technical/download/TR-232.pdf), and provides an outline

for data reporting that may be used to organize and report the collection of the billing data at
the OptServerens 308 and at the OptServerpgw 304, and the sending of the detail record to the
PGW 114, or to another processing point for such data. Passing the billing detail requires a
specification of the precise data to be collected, and either an interface into the PGW 114 that
allows an Optimization Server 304 or 308 to effect the transfer of the information, or the
specification of another processing entity that is charged with handling this information.
[00388] Furthermore, collection of IP detail records for particular redirected bearers 312
associated with particular UEs 104 needs to be worked out, because at the OptServerens 308
with a redirected bearer 312, no bearer-to-IMSI mapping is immediately available. The
extension of the redirected bearer 312 that remains at the PGW 114 is no longer applicable to
this situation, because packets that traverse a redirected bearer 312 do not pass through the
PGW 114, and hence, cannot be accounted for by the PGW 114 in its usual manner of
collecting billing data. The bearer-to-IMSI mapping for the redirected bearer 312 may need to
be conveyed to a billing data collection program on the OptServerens 308, and a design may
need to be made to generate the data, and to transport the billing data to the billing data
collection service. This disclosure may provide such a design. Also, when the UE 104 moves
from one eNB 102 to another, the redirected bearer 312 moves from one OptServerane 308 to
another, and the billing data collection point may need to be migrated for the data that
traverses the redirected bearer 312. This disclosure may also provide details for how this
movement of the billing data collection point may be arranged.

[00389] As noted above, in addition to the transport of user data packets via the redirected
bearer 312 entities, use of the resources at the OptServerpgw 304 and OptServerens 308
entities may need to be reported. For this purpose, operating system statistics may be
collected and used, e.g., process text size and bss (random access memory) size, permanent
memory file size and storage time, etc. This disclosure may provide details of how this data
collection and reporting may be arranged on the OptServerpew 304 and OptServereng 308

nodes in the APN network architecture.

An Architecture that May be Used to Collect and Report Billing Data at Optimization Servers
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[00390] Readers skilled in the art may recognize that many alternative means may be devised
to organize the collection and reporting of data that may be used for billing purposes in an
APN LTE Network with its set of integrated Optimization Servers 304 and 308. However,
any architecture that succeeds in this task may be seen to provide a means of identifying a set
of usage data, including, perhaps, duration of usage, with a particular user or other billing
entity, and of transferring the collected data in a timely manner to an appropriate designated
billing center. The teachings provided in this disclosure provide one such architecture. The
architecture takes advantage of capabilities made inherent in the APN Network via the
disclosures reported previously in this document, and thus provides what may be a most
efficient means of collecting and reporting the needed billing data.

[00391] Fig. 44 shows that on each OptServerens 308 node, a program called the IP Billing
Data Record (IPBDReng 4404) program instance may run for the purpose of collecting billing
data pertinent to using the resources of the OptServerens 308 and also pertinent to collecting
billing information related to the transport of user data using the redirected bearers 312 that
terminate on the OptServereng 308 node. Further, a similar program instance, the IPBDRpgw
4402, is seen to run on the OptServerrgw 304 node that is associated with the PGW 114
element in the APN LTE Network. Whereas the IPBDReng 4404 program may be concerned
with collecting billing data for resource usage on its local server and also for the transport of
data over UE 104 redirected bearers 312, the [IPBDRpgw program may only be concerned
with collecting billing data for resource usage on its local server. The reason for this
difference is that any user data transported by LTE bearers to the OptServerpgw passes
through the PGW 114 element, and therefore, billing data for this transport is collected and
reported by the PGW 114 element in the usual fashion well known to those skilled in the art.
Fig. 44 also shows a set of Service Programs 4408 that run on the Optimization Servers 304
and 308. These may be the same service program, such as depicted in Fig. 17, or they may be
different service programs. Also shown in Fig. 44 is a Central IP Billing Data Collection and
processing program 4410. This program 4410 is shown to run on a server 124 that is external
to the APN LTE Network, but the server location may alternatively be within the APN LTE
Network, on the OptServerpgw 304 node, for example. The function of this program in the
architecture shown in this disclosure is to aggregate the data being collected and reported by
the IPBDRpgw 4402 program and by the multiplicity of IPBDReng 4404 programs, to store
the aggregated results in a database for easier access by the operator of the APN LTE
Network, and to distribute the aggregated billing data to the formal billing system programs

used by the LTE Network operator for Wireless Network billing purposes. Note that in Fig.
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44, all the program components mentioned above connect to a P/S Broker 1304 instance, and
hence, are able to participate in the Publish/Subscribe messaging described throughout this
disclosure.

[00392] A unique ID may be assigned to each OptServereng 308 node and to the
OptServerpcw 304 node. This assignment may be desirable to facilitate the creation of a
unique ID for each P/S Broker 1304 instance that is deployed in the APN LTE Network. In
the present disclosure, when the IPBDRpgw 4402 or when an IPBDRng 4404 initializes, it
may be provided with the ID assigned to the Optimization Server 304 or 308, respectively, on
which it runs. The processor type (i.e., OptServerpgw 304 or OptServerens 308) may also be
provided to the initializing program, so it may determine whether to register with the
Wireless Control Process 3902 for the purpose of collecting data related to the transport of
user packets via a redirected bearer 312. The IPBDRcnp 4404 programs may register with the
Wireless Control Process 3902, as shown in Fig. 45.

[00393] Meanwhile, the Wireless Control Process 3902 may have provisioning data that
associates each P/S Broker 1304 instance on each OptServereng 308 and on the OptServerpgw
304 with an associated eNB 102 element, or a PGW 114 element, respectively, for the
purpose of assigning a P/S Broker 1304 to a UE 104 for communications using a dedicated
bearer. The StartServices message and the ResumeSession message in Fig. 4, Fig. 6, Fig. 39,
Fig. 40, and Fig. 41 show this assignment of the P/S Broker 1304 IP address and port number
to the UE 104. The provisioning data at the Wireless Control Process 3902 for each P/S
Broker 1304 instance may now also include the server ID. Doing so may enable the Wireless
Control Process 3902 to associate a registered IPBDReng 4404 program with a UE 104 IMSI
and the P/S Broker ID or IP address and port number information.

[00394] Once these associations are made, Fig. 45 shows that whenever a UE 104 bearer 312
is redirected to the OptServereng 308 that hosts the IPBDReng 4404 instance, the IPBDRcng
4404 instance receives from the Wireless Control Process 3902 the UE 104 IMSI, plus the [P
address and Port number of the P/S Broker 1304 to which the UE 104 connects via the
redirected bearer, plus the IP address assigned to the UE 104 (the UE 104 IP address may be
included in the Register and RegisterUpdate messages that the UE 104 sends to the Wireless
Control Process 3902; see the Register and RegisterUpdate messages in Fig. 39 and Fig. 40).
See Fig. 39, Fig. 40, and Fig. 41 for the LTE processing situations in which a dedicated
bearer 312 may be redirected for a UE 104.

[00395] Once the IPBDRcng 4404 instance obtains the UE IP address and the IP address and
port number of the P/S Broker 1304 to which the UE 104 connects, Fig. 45 shows that the
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IPBDReng 4404 may communicate with the P/S Broker 1304 instance to inform it to collect
billing data for the UE (via the BrokerStartCollection() message), and to cause it to transfer
the billing data to the IPBDReng 4404 program either continuously, or at periodic intervals, or
upon command by the IPBDReng 4404 program. Because the P/S Broker 1304 instance is in
the direct path of conveyance of packets to and from the UE 104 redirected bearer 312, all
such data can be counted, and the results conveyed by the P/S Broker 1304 instance to the
IPBDReng 4404 instance. The data that may be collected includes the start time and the end
time of the billing data collection, the bearer ID of the redirected bearer 312, the number of
bytes and packets sent to, and received from, the UE 104 via the redirected bearer 312, and
also a breakout of these numbers into bytes and packets sent and received per Topic. The
association of the values with a Topic may help to determine whether the data traverses the
back haul 112 network, or whether the data is being exchanged with a real time service, such
as an interactive game, that requires very low delay. Different billing policies may then be
applied to the usage data when the data is differentiated by the Topic used to convey the data
via the P/S Broker 1304 communications.

[00396] The analysis of the Topic-based usage data to determine whether the back haul 112 is
used, or to determine whether a different billing policy should apply because low delay is
provided to the data transport by the proximity of the OptServer.ng 308 to the user 104 access
point, may be most conveniently provided by the Central IP Billing Data Collection 4410
program. The program 4410 may be provisioned with information that relates the Topics used
in the APN LTE Network to other information that may be used to determine billing policies
that may apply to the collected data. Subsequently, the billing data may be reported by the
Central IP Billing Data Collection 4410 program to the billing system used by the APN LTE
Network Operator.

[00397] Fig. 45 shows, in addition, that when a Handover occurs, the ResumeSession()
message is sent to the UE 102. In this case, the OptServerens 308 element is changed from
one at the source eNB 102 location to one at the target eNB 102 location. The explicit
message interaction to start billing data collection at the target location is shown via the
StartDataCollection() message. It is also the case that billing data collection for the redirected
bearer at the source location must be ended, and any unreported data may now be reported to
the Central IP Billing Data Collection 4410 program. Fig. 45 shows that the Wireless Control
Process 3902 may send the StopDataCollection() message to the IPBDReng 4404 instance at
the source location to cause a final reporting from that program to the Central IP Billing Data

Collection 4410 program, to cause the P/S Broker 1304 at that location to cease data
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collection for the UE 102, and to remove context data for the UE 102 at the IPBDR.np 4404
instance at the source location. These latter interactions are not shown in Fig. 45, but may be
understood by those skilled in the art to take place as described herein.

[00398] The StopDataCollection() message is shown in Fig. 45 to indicate how billing data
collection for a UE 102 redirected bearer 312 is stopped during a Handover, when the UE
102 moves away from the source location where the redirected bearer 312 was formerly
terminated. Data collection also needs to be stopped when the UE 102 transitions from the
ECM-CONNECTED state to the ECM-IDLE state, and also when the UE is detached from
the LTE network. The interactions that may be used to implement this behavior are shown in
Fig. 46 for the case of transition to ECM-IDLE, and in Fig. 47 for the case when the UE 102
is detached from the LTE network.

[00399] The transition of a UE 104 from the ECM-ACTIVE state to the ECM-IDLE state is
shown in Section 5.3.5 of TS 23.401 v9.4.0. The LTE procedure is called the S1 Release
procedure. The 3GPP specification shows that the UE 104 may, or may not, be involved in
the S1 Release message interactions, but that the MME 108 entity is always involved. Figs.
25, 26, 27, 28, 29, and 30 show that the MME 108 entity may be connected to the P/S Broker
1304 middleware in an APN LTE Network, and thus may be used to facilitate the notification
of the IPBDReng 4404 instance when a UE 104 transitions to the ECM-IDLE state. Fig. 46
shows how the LTE S1 Release procedure may be extended for the MME 108 element to
enable the IPBDReng 4404 instance that currently collects the redirected bearer 312 data
usage for the UE 104 to be informed by the MME 108 when the UE 104 transitions to the
ECM-IDLE state. Each IPBDReng 4404 instance may Subscribe to the Topic
“IPBDR/<IMSI>" when it first starts collecting usage data for a particular UE 104 IMSI, i.e.,
when it receives the StartDataCollection() message from the Wireless Control Process 3902
(see Fig. 45). As shown in Fig. 46, when the MME 108 receives the UE S1 Context Release
Complete message from the eNB 102 that previously served the UE 104, the UE 104 is no
longer connected to the LTE network via any eNB 102 element. The MME 108 may then
Publish the StopDataCollection(IMSI) message to the Topic “IPBDR/<IMSI>,” so it is
received only by the [IPBDReng 4404 instance that serves that IMSI. The IPBDReng 4404
instance may then send any remaining usage data for the UE 104 to the Central IP Billing
Data Collection 4410 program, interact with the local P/S Broker 1304 instance to have it
stop collecting usage data for the UE 104, remove the UE 104 context data from the
IPBDReng 4404 memory, and UnSubscribe from the Topic “IPBDR/<IMSI>.”
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[00400] The LTE procedures used to Detach a UE 104 from the LTE network are specified in
Section 5.4.8 of TS 23.401 v9.4.0. Three situations may pertain to the current disclosure,
namely, the UE-Initiated Detach Procedure specified in Section 5.3.8.2 of TS 23.401 v9.4.0,
the MME-Initiated Detach Procedure specified in Section 5.3.8.3 of TS 23.401 v9.4.0, and
the HSS-Initiated Detach Procedure specified in Section 5.3.8.4 of TS 23.401 v9.4.0. Several
points in the procedures may be used by the MME 108 to Publish the
StopDataCollection(IMSI) message to the IPBDReNB 4404 instance in the first two
situations. One is when the MME 108 receives the LTE Delete Session Response message
from the SGW 110; the other is when the S1 Release Procedure completes with the reception
by the MME 108 of the S1 UE Context Release Complete message (see Figures 5.3.8.2-1 and
5.8.3.3-1in TS 23.401 v9.4.0). If the S1 Release Procedure occurs in these interactions, the
preferred point for the MME 108 to Publish the StopDataCollection() message may be at the
end of that part of the Detach procedure. Otherwise, the MME 108 may Publish the
StopDataCollection() message when it receives the LTE Delete Session Response message
from the SGW 110. When the Detach is an HSS-initiated Detach Procedure, the MME 108
may Publish the StopDataCollection() message preferably after the S1 Release portion of the
Detach procedure completes, but alternatively, when the MME 108 sends the LTE Cancel
Location Ack message to the HSS 120. See Fig. 47.

[00401] Note that although Fig. 45, Fig. 46, and Fig. 47 show the message interactions using
the facilities of the P/S Broker 1304 middleware, the descriptions provided herein do not
include a complete set of Topics that may be used for these exchanges. The previous
paragraphs and the preceding sections of this disclosure has included teachings as to how the
Topics may be constructed to provide effective communications among all the participating
entities, and those skilled in the art may be able to apply these teachings to the message
exchanges in the current disclosure.

[00402] In addition to collecting and reporting the usage data that traverses a redirected
bearer 312 associated with a particular UE 104, the IPBDRvg 4404 programs, and likewise,
the IPBDRpgw 4402 program, may also report billing data for the resource usage that occurs
on their processing node. In one embodiment of this capability, these program instances may
periodically obtain data collected by the operating system for their computing node.
Typically, these programs may collect the size of program text and .bss (i.e., RAM memory)
used by each Service Program 4408 shown in Fig. 44. The usage data thus collected may be
Published to the Central IP Billing Data Collection program 4410 for aggregation, deposition

into a database, and for sending to the LTE Network billing system.
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[00403] To obtain the number of bytes of permanent storage used by Service Program 4408
instances, and the amount of time used for permanent storage of Service Program 4408 data,
the IPBDRpgw 4402 and the IPBDReng 4404 instances may use an interface to the local disk
system that is constructed to provide this information to these billing data collection
programs. For example, the disk or permanent memory system may be segmented, so
Service Program 4408 data is stored in one or more particular segments. The IPBDRpgw
4402 instance and the IPBDReng 4404 instances may register on their respective
Optimization Server 304 and 308 processors to receive notifications whenever these
segments are changed. An agreement with the Service Program 4408 providers may be
necessary to allow tagging of the stored data with an ID that identifies the provider of the
Service Program 4408 for which data is being stored. With this type of arrangement, it may
be seen that the IPBDRpgw 4402 and IPBDReng 4404 instances may collect permanent
storage usage data for particular billable entities. This usage data may include the number of
bytes stored, the start time, end time, or duration of the storage, the node on which the data is
stored, number of accesses to a specified stored item per hour of each day, and the total
number of access to a specified stored item per day, the average length of time spent by users
in accessing this content item, the total volume of data involved in delivering a specific stored
content item using the Back Haul 112, the total volume of data involved in delivering a
specific content item not using the Back Haul 112, the number of control messages used in
delivering a specified content item per hour of each day. The permanent storage usage data
may then be formatted and Published to the Central IP Billing Data Collection program 4410
for aggregation, deposition into a database, and for sending to the LTE Network billing

system.

Efficient Reduction of Inter-Cell Interference Using Agile Beams

[00404] A problem of note in all wireless networks is the interference presented to users in
one Cell coverage area by the signals transmitted by an adjacent Cell. This interference is
called Inter-Cell Interference, and is especially encountered by users who are near the
boundary between two adjacent Cells. See Fig. 48, which shows two adjacent Cells modeled
as hexagonal areas 4802, where the solid dot represents the antenna that generates the RF
signal 4808 for the Cell. The RF signal 4808 from each Cell necessarily overlaps the
coverage area of the adjacent Cell, for otherwise, RF coverage holes result. The areas 4804
where the RF signals overlap are the areas in which Inter-Cell Interference occurs. Because

of the interference, the data rates offered to users located in the Cell boundary area 4804 may
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be reduced, and hence the Cell capacity and throughput, as well as the user experience, may
be impacted in a negative way. In an LTE Wireless Network, users are assigned sub-carriers
on which to transmit or receive their data. The sub-carriers are designed in the standards to be
orthogonal, so that users assigned to one set of sub-carriers observe no interference from the
transmissions for other users who are assigned a different set of sub-carriers. However, near
the Cell boundary, each of two adjacent Cells may assign the same set of sub-carriers to users
in its respective Cell boundary area 4804, which is part of its Cell coverage area 712. In this
case, each of these users may be interfered with by the transmissions in the adjacent Cell that
use the same sub-carriers as are assigned to the given user.

[00405] Techniques for reducing or eliminating this Inter-Cell Interference have long been
sought. Current techniques for LTE may include dividing the band of sub-carriers into
subsets, such that one subset of sub-carriers is assigned only to users near a boundary of the
serving Cell, while the second subset is assigned to users located in the interior of the serving
Cell. The subsets may be arranged in each of a set of adjacent Cells such that different
subsets of sub-carriers are used at the boundary of these Cells. While this technique mitigates
the Inter-Cell Interference problem, the technique leads to a reduction in overall Cell
throughput and to a reduced individual user data rate, because only a subset of all the
available sub-carriers is made available for assignment to any user.

[00406] Another technique currently being explored may be to have adjacent Cells
communicate with one another in real time to announce the set of sub-carriers that it will
assign to a user located in the boundary 4804 of its Cell coverage area 712. This technique
may allow the use of the entire set of sub-carriers by any user, but may result in extra
communications between base stations to coordinate their use of the available set of sub-
carriers. This technique results in not being able to assign sub-carriers to users at the Cell
boundary of one Cell, if the sub-carriers are being assigned to users at the Cell boundary of
an adjacent Cell. Hence, Cell throughput and individual user data rates may be impacted
negatively. This technique is referred to as Inter-Cell Interference Coordination.

[00407] The present disclosure uses neither of the above techniques. Rather, it may exploit
the use of Agile Beam Forming discussed earlier in this disclosure. In a given one
millisecond interval, a Cell with Agile Beam Forming generates a set of RF beams 902 (e.g.,
four beams) that covers a subset of the total Cell coverage area 712. A different set of (four)
RF beams 902 is generated in each of four one millisecond intervals in an LTE FDD system,
such that the sixteen RF beams 902 so generated span the entire Cell coverage area 712. In

the fifth millisecond, the first set of RF beams 902 is generated again, followed by the second
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set of RF beams 902 in the sixth millisecond, etc., and the rotation of the Agile Beams may
continue to sweep over the Cell coverage area with a periodicity of four milliseconds. An
example of a set of sixteen Agile Beams 902 covering the area 712 of an FDD LTE Cell is
shown in Fig. 9.

[00408] Using the hexagonal model for a Cell coverage area 712, Fig. 49 shows an example
arrangement of sixteen RF beam areas 902 that collectively span the Cell coverage area 712.
Fig. 49 shows the set of sixteen RF beam 902 areas grouped into four sets of four RF beam
areas 902 that are used to span the Cell coverage area 712, where the sub-areas belonging to
the same set are shaded in the same way. All sub-areas with the same shading are covered by
RF beams generated in the same one millisecond interval. It may be noted in Fig. 49 that the
RF beams 902 cannot be contained to the sub-areas shown, but spill over to some degree into
adjacent sub-areas, and likewise spill over at the Cell boundary to the sub-areas of adjacent
Cells. By using a large set of antennas to generate the Agile Beams, the spill-over into
adjacent sub-areas may be minimized, because the RF beams 902 may be better focused, and
the RF signal level of a particular beam 902 may be attenuated rapidly outside the sub-area of
its intended coverage. Note in Fig. 49 that the sub-areas 902 that are generated in any single
one millisecond interval are, in general, separated by one or more sub-areas 902 in the same
Cell. Hence, in any one millisecond interval, the use of Agile Beam forming allows the same
sub-carriers to be assigned to users in the same Cell (to up to four users), but who are located
in different sub-areas 902. The Cell capacity and throughput, as well as the maximum data
rate that may be assigned to any user, may be greatly increased compared with a Cell that
does not use Agile Beam forming.

[00409] It may therefore be noted that if the RF beam 902 rotations in adjacent Cells can be
arranged such that the RF beams 902 covering adjacent sub-areas in adjacent Cells are not
generated in the same one millisecond interval, the Inter-Cell Interference problem may be
solved without resorting to additional communications, and without resorting to limiting the

set of sub-carriers that may be assigned to users.

Establishing Non-Adjacent RF Beam Patterns in the Cells of the Same LTE Base Station
[00410] This disclosure presents the case where the same sets of four RF beam sub-areas 902
are generated in each Cell, although not necessarily at the same time in each Cell. It should
be noted that if the sixteen RF beams 902 are arranged in a pattern in which only one, two, or
three RF beams 902 cover any boundary 4804 of the Cell, then it may be possible to arrange

the beam rotations in adjacent Cells such that no two adjacent RF beam 902 sub-areas are
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generated in the same one millisecond interval. However, if the pattern of the RF beam sub-
areas results in there being four or more RF beam 902 sub-areas at any Cell boundary 4804, it
may not be possible to choose a beam rotation in each Cell without causing two or more
adjacent sub-areas to be generated in the same one millisecond interval.

[00411] Fig. 50 shows the case for a base station that supports three Cells. The antennas of
the base station system are located at the solid black dot in Fig. 50, and the three Cells are
labeled al, B1, and y1. The RF beam area 902 sub-areas are labeled 1 through 16. The same
sets of four RF beam areas 902 are used in each Cell, and for the RF beam 902 geometry
shown in Fig. 50, the same RF beam 902 rotation pattern may be used in each Cell. Hence, in
the first one millisecond interval, each of the three Cells generates RF beams 902 that cover
sub-areas 4, 6, 11, 13 in its respective Cell coverage area 712. These sub-areas are all shaded
with vertical lines in Fig. 50. Note that at the boundary between any two Cells, the adjacent
sub-area in the adjacent Cell is not being generated in this time interval, and hence, there is
no Inter-Cell interference in this first millisecond of operation.

[00412] In the second millisecond of operation, Fig. 50 shows that each Cell generates RF
beam areas 902 that cover sub-areas 2, 8, 10, and 16 in its respective Cell coverage area 712,
which are shaded with a dotted pattern. Again, it may be seen that at the boundary between
any two Cells, the adjacent sub-areas in the adjacent Cell are not being generated in this time
interval. Hence, there is no Inter-Cell Interference in the second millisecond of operation.
[00413] In the third millisecond of operation, Fig. 50 shows that each Cell generates RF beam
areas 902 that cover sub-areas 1, 7, 9, 15 in its respective Cell coverage area 712, which are
shaded with a fine hashed pattern. Again, it may be seen that at the boundary between any
two Cells, the adjacent sub-areas in the adjacent Cell are not being generated in this time
interval. Hence, there is no Inter-Cell Interference in the third millisecond of operation.
[00414] In the fourth millisecond of operation, Fig. 50 shows that each Cell generates RF
beam areas 902 that cover sub-areas 3, 5, 12, 14 in its respective Cell coverage area 712,
which are shaded with a slanted brick pattern. Again, it may be seen that at the boundary
between any two Cells, the adjacent sub-areas in the adjacent Cell are not being generated.
Hence, there is no Inter-Cell Interference in the fourth millisecond of operation.

[00415] The first set of RF beam 902 areas, 4, 6, 11, 13, are generated again in the fifth
millisecond of operation, so the pattern of RF beam 902 generation repeats again. Thus, it
may be seen that the RF beam rotation pattern selected for each Cell in Fig. 50 results in no
Inter-Cell Interference. No inter-Cell communications or coordination is required, and no

restrictions are placed on the LTE sub-carriers that may be assigned to users in any of the RF
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beam 902 areas in any given millisecond of operation. The selection of RF beam 902 sub-
areas grouped into sets of four is not unique, and the rotation pattern shown in Fig. 50 is not
unique. It may be apparent to those skilled in the art that other selections of the RF beam 902
sub-areas, and other choices for the RF beam rotation pattern may be selected with the same

result of no Inter-Cell Interference.

Establishing Non-Adjacent RF Beam Patterns in the Adjacent Cells of Different LTE Base
Stations

[00416] Fig. 51 expands the result shown in Fig. 50 by adding the adjacent Cells of neighbor
LTE base stations 2, 3, and 4. For the sake of easier understanding of the results, Fig. 51
shows only the adjacencies to the Cell al. In this hexagonal representation of a Cell, each
Cell has six sides and hence, each Cell has six adjacent Cells. Two of the adjacent Cells, 31
and y1, are in the same base station system as is a1, and the results of their RF beam rotation
patterns is already shown in Fig. 50. The other Cells that are adjacent to Cell a1 are 2 and y2
in base station system 2, Cell B3 in base station system 3, and Cell y4 in base station system
4, as shown in Fig. 51. The boundaries of Cell al are shown in highlight to make it easier to
see that there are no adjacent sub-areas being generated at the same time in any two adjacent
Cells, i.e., at any boundary 4804 of Cell a1, whenever an RF sub-area is being generated in
that Cell, the adjacent sub-area in the adjacent Cell is not being generated (has a different
shading).

[00417] Fig. 51 lists the RF beam rotation pattern followed in each of the Cells $2 and y2, and
B3 and y4 that are adjacent to Cell al, but not in the same base station system. Table 9 shows
the beam rotation patterns chosen for these Cells adjacent to Cell al, and located in a
different base station system from Cell al. It should also be noted in Fig. 51 that the adjacent
sub-areas at the boundary between Cells y2 and B2 and at the boundary between Cells y2 and
B3 likewise have different shading patterns, thereby indicating that no Inter-Cell Interference
occurs between these Cells. The same conclusion is reached for the boundary between Cells

B2 and y4 and for the boundary between Cells B3 and y1. See Fig. 51.

Table 9: Example of Beam Rotation Patterns for Cells Adjacent to a Given Cell,
but in a Different Base Station System

Base Station System Cell Rotation Pattern
al msec 1: 4,6,11,13
1 msec 2: 2,8, 10, 16
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Base Station System Cell Rotation Pattern
msec 3: 1,7,9,15
msec 4: 3,5,12, 14
B2 msec 1: 4,6,11, 13
msec 2: 2, 8,10, 16
msec 3: 3,5,12, 14
2 msec4: 1,7,9,15
v2 msec 1: 4,6,11,13
msec 2: 3,5,12, 14
msec 3: 2, 8,10, 16
msec4: 1,7,9,15
msec 1: 4,6,11,13
B3 msec?2: 1,7,9,15
3 msec 3: 3,5,12, 14
msec 4: 2,8, 10, 16
msec 1: 4,6,11,13
v4 msec 2: 3,5,12, 14
4 msec 3: 1,7,9,15
msec 4: 2,8, 10, 16

[00418] The example of Fig. 51 may be continued to show that when the remaining Cells of
base station systems 2, 3, and 4 are added, RF beam 902 rotation patterns may be selected, so
there is again no Inter-Cell Interference generated at any boundary of any Cell. This process
of selecting the RF beam 902 rotation pattern may be extended to every base station system,
and to every Cell, in the LTE Wireless Network. Fig. 52 shows the result when Cell o2 is
added for base station system 2, when Cells a3 and y3 are added for base station system 3,
and when Cells a4 and 4 are added for base station system 4. The RF beam 902 rotation
pattern is shown for each of these Cells in Fig. 52, and the boundary between each pair of
adjacent Cells is highlighted to make it easier to see that no like-shaded sub-areas are
adjacent to each other across any inter-Cell boundary. Thus, Inter-Cell Interference may be

avoided when Agile Beams are used in the LTE wireless system, as disclosed herein.

Arranging for Time Synchronization In Each Cell for RF Beam Generation

[00419] Fig. 50, Fig. 51, and Fig. 52 show how Inter-Cell Interference may be avoided in
wireless systems employing Agile Beam Forming for systems of three Cells in one base
station system and in a multiplicity of base station systems. In each case, the base station

systems must maintain the same notion of a start time, so each Cell is able to determine
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which sub-set of RF beam areas 902 must be generated in any given millisecond interval. The
time synchronization across all the Cells must therefore be precise to a tolerance much less
than one millisecond. The RF beam 902 patterns repeat in each Cell every four milliseconds,
and hence a given set of four RF beams 902 occurs in the same sub-frame of an LTE frame
every twenty milliseconds (i.e., in every other LTE frame). If each Cell is able to determine
when the first millisecond of an odd-numbered (or even-numbered) LTE frame occurs, all the
Cells may generate the correct subset of RF beam 902 patterns in every one millisecond
interval.

[00420] There may be several approaches to generate the desired result. One approach may
be if all the base station systems in the wireless network operate using GPS for timing. In this
case, each base station system may have the same notion of the current time to a precision
better than 20 nanoseconds. Each Cell may therefore be synchronized, for example, to start
an odd-numbered LTE frame coincident with a 1-second mark of the GPS timing system.
(Each LTE frame is 10 milliseconds in duration.) If GPS is not available to any, or to all, the
base station systems in the LTE network, then the Precision Time Protocol (PTP) specified in
the IEEE 1588 standard may be used. A master clock that is part of an IEEE 1588 timing
system may be synchronized to GPS time, for example, and precise timing information may
be distributed to each base station system in the LTE network, synchronized to the master
clock. Here, as in the use of GPS timing, each Cell may then, for example, synchronize its
odd-numbered LTE frame with a 1-second mark of the IEEE 1588 system. The precision
obtained may be much better than one millisecond, and hence, may be used for the purpose of

synchronizing the LTE Cells in their generation of the RF beam 902 patterns.

Baseband Data Transmission and Reception in an LTE Wireless Base Station
Employing Periodically Scanning RF Beam Forming

[00421] Beam forming techniques have been used for many years in the areas of audio signal
processing, sonar signal processing, and radio frequency signal processing to improve the
operation of the system. In many cases, these systems locate a transmitting or receiving point,
and then focus the system antennas to create a beam for that point. The systems disclosed
herein operate in a different manner, and take advantage of the fact that in LTE Wireless
Systems, user devices are scheduled either to receive a down link transmission, or to generate
an uplink transmission. The disclosed systems do not focus an antenna beam on a particular
user, but rather generate m sets of N RF beam patterns 902, where a given set of N RF beams

902 covers a fixed set of N sub-areas of the total Cell coverage area. The systems perform
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best when the sub-areas are non-adjacent. The maximum number of sets of N RF beam
patterns 902 may be restricted in an LTE FDD system to be 4, as disclosed herein, while the
maximum number of sets of N RF beam patterns 902 may be restricted in an LTE TDD
system to be either 1, 2, or 3, depending on the U/D configuration 1002 of the TDD system,
as disclosed herein. The total number, m times N, of RF beams 902 may be designed to
overlap the total Cell coverage area 712. In an LTE FDD system, each of the m sets of RF
beam patterns 902 may be generated in a one-millisecond sub-frame of an LTE frame, where
the m sets may fill every four consecutive sub-frames in an LTE FDD system in the same
sequence, and thus have a periodicity of 4 sub-frames, as disclosed herein. In an LTE TDD
system, each of the m sets of RF beam patterns may be generated in a one-millisecond sub-
frame of an LTE frame, wherein the m sets may be distributed across the 10 sub-frames of
each LTE frame in a restricted manner that depends on the TDD U/D configuration 1002, as
disclosed herein. In either the LTE FDD system, or in the LTE TDD system, the RF beams
may be seen to rotate over the Cell coverage area 712 in a periodic manner. These types of
beam forming systems are referred to as Periodically Scanning RF Beam Forming Systems,
or Periodic Beam Forming Systems, or Periodic Agile Beam Forming Systems.

[00422] The present disclosure teaches information related to the systems and methods that
may be used by the wireless base station digital baseband subsystem 5302 to construct and
process the data that passes via an interface between the RF and antenna subsystem 5304 and
the baseband processing subsystem 5302 of an LTE wireless RF base station that employs
Periodically Scanning RF Beam Forming. Hence, the present disclosure does not deal with
the system and methods used in the RF and antenna subsystem 5304 to generate the RF beam
signals that are transmitted or received by the wireless RF base station. The present
disclosure teaches that enabling the RF and antenna subsystem 5304 to form N concurrent
focused RF beams 902 requires the RF and antenna subsystem 5304 to work with N+1
separate data streams 5308 in the transmit direction and N+1 separate data streams 5310 in
the receive direction. For each transmit or receive direction of transmission, each one of N of
the data streams corresponds to a different one of the N focused RF beams 902, and one
additional data stream corresponds to an additional RF signal whose energy covers the entire
area of the Cell, the Cell-Wide transmit data stream, or the Cell-Wide receive data stream.
The teachings disclosed herein pertain to the placement of different types of information into
each of these data streams for transmission and pertains to the extraction of different types of

information from the received data streams. Hence, these teachings describe the operation of
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the baseband subsystem 5302 of the wireless RF base station that employs Periodically
Scanning RF Beam Forming.

[00423] Fig. 53 shows a depiction of interfacing the RF and antenna subsystem 5304 to the
wireless RF base station digital baseband processing subsystem 5302 for the case where N=4.
Fig. 53 therefore shows five digital transmit data streams 5308 between the two subsystems,
denoted by Cell-Wide!, B1', B2!, B3', B4'. These streams may be carried on separate physical
interfaces, or may be multiplexed onto a single physical interface between the two
subsystems. Fig. 53 also shows five digital receive data streams 5310 between the two
subsystems, denoted by Cell-Wide", B1*, B2, B3", B4". These streams may be carried on
separate physical interfaces, or may be multiplexed onto a single physical interface between
the two subsystems.

[00424] In every 1 millisecond LTE sub-frame interval in an FDD system, or in each D sub-
frame interval in a TDD system, the MAC (Medium Access Control) layer software 5312
must generate information for five transmit data streams 5308. One information set
corresponds to “Cell-Wide!,” where this is the stream whose data is intended to be transmitted
across the entire Cell coverage area during the upcoming 1 millisecond sub-frame interval.
Each of the four other information sets corresponds to one of the four transmit beam data
streams labeled “B1%” “B2%” “B3%.” and “B4".” Each transmit beam data stream is intended to
be transmitted via a separate RF beam that “illuminates™ a specific fixed Cell sub-area in the
upcoming 1 millisecond interval. The PHY (Physical) layer software 5314 processing may be
applied to convert each transmit information set received from the MAC layer software 5312
into a digital representation of the modulated sub-carriers of the composite signal that needs
to be transmitted over the LTE air interface. Hence, the LTE Physical Resource Block (PRB)
assignment to the information in each data stream 5308 may be applied by the PHY layer
software 5314.

[00425] The digital samples for each generated transmit data stream 5308 are conveyed to the
RF and antenna subsystem 5304, which contains the array of antenna elements used to
generate the RF beam signals 902 as well as the Cell-Wide RF signal. Each of the five digital
data streams 5308 is further processed to generate the Cell-Wide RF transmit signal, plus the
four RF transmit beam signals 902, which are transmitted over the air interface.

[00426] The receive process is analogous to the transmit process for beam forming. In each 1
millisecond interval in an FDD system, or in each U sub-frame in a TDD system, the array of
antenna elements in the RF and antenna subsystem 5304, plus additional processing

components, generates five digital receive signals 5310, one corresponding to each RF
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receive beam generated in the interval, plus one corresponding to a Cell-Wide RF receive
signal. These signals are denoted in Fig. 53 by Cell-Wide’, B1", B2", B3", B4", and are sent
over the interface to the wireless base station digital baseband subsystem 5302.

[00427]LTE is an OFDMA (Orthogonal Frequency Division Multiple Access) system.
Orthogonal Frequency Division Multiple Access is the scheme of multiplexing multiple users
onto an OFDM (Orthogonal Frequency Division Multiplexing) air interface. A number of
sub-carrier frequencies comprise the entire LTE bandwidth for a particular system, where the
carrier spacing is chosen so the sub-carriers are orthogonal to one another in the sense
specified in TS 36.211 a40. The spacing between sub-carriers is typically 15 kHz. The
multiple access of users is achieved by allocating a subset of the total set of sub-carriers to
different users at different times. Thus, the sub-carrier resources are assigned to users in a
time-shared fashion and in a frequency-shared fashion. LTE signals are allocated to users in
units of 12 adjacent sub-carriers (180 kHz), called a Physical Resource Block (PRB). The
allocation is for a time interval of 0.5 milliseconds, and usually contains 7 symbols whose
modulation can be either QPSK, 16QAM, or 64QAM in the current versions of the standards.
The OFDMA symbol period is 66.7 microseconds.

[00428] The PRBs and the time domain are viewed as a set of resources, with PRBs being
available for assignment to UEs in a given slot of time. The time domain is broken into a
series of Frames, each 10 milliseconds long. Each frame consists of 10 sub-frames of 1
millisecond each, and each sub-frame consists of two slots of 0.5 milliseconds each. In every
0.5 millisecond slot, 7 (typically) symbol time intervals occur. In each symbol time interval
(66.7 ps), the symbol can modulate an assigned sub-carrier. The combination of symbol time
and sub-carrier is referred to as a Resource Element. There are 84 (12 times 7) Resource
Elements per PRB in each slot, and 168 Resource Elements per PRB in each sub-frame. The
view of the Resource Elements (sub-carrier frequency and symbol time axes) is referred to as
a Resource Grid.

[00429] Some of the Resource Elements are assigned to Reference Signals, which are
transmitted with a predetermined amplitude and phase. These signals are sent by the wireless
base station PHY layer software and by the UE PHY layer software, and allow the receiving
end to perform coherent demodulation of the radio channel, or to determine the radio channel
conditions. Other Resource Elements are assigned to a set of channels used to convey control
and other information. The remaining (majority of) Resource Elements are available for
assignment to UEs for downlink user data transmissions and for uplink user data

transmissions.
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[00430] Table 10 lists the set of Reference Signals used in down link transmissions, and

describes the function of each signal. Table 11 lists the set of physical layer data channels

used in down link transmissions, and describes the function of each data channel. Table 12

lists the set of Reference Signals used in uplink transmissions and also describes their

functions. Table 13 lists the set of uplink physical layer data channels and describes their

functions. These tables may be used to determine the placement of each Reference Signal and

each data channel into the data streams used in the Periodically Scanning RF Beam Forming

System.

Table 10 Summary of Down Link Reference Signals

Down Link Reference Signal

Reference Signal Sub-
Type

Function

PSS-Primary Synchronization

Signal

Used in Cell search and initial
synchronization; conveys part of
the Cell ID and synchronization
to the system 5 millisecond

timing

SSS-Secondary Synchronization
Signal

Identifies frame (10 millisecond)
timing, and conveys the rest of

the Cell ID

RS-Reference Signal (Pilot)

Cell-Specific RS

UE-Specific RS

Channel State
Information (CSI) RS

MBSFEN RS

Positioning RS

Used for down link channel
estimation and coherent

demodulation of down link data

Table 11 Summary of Down Link Physical Layer Data Channels

Down Link Channel

Function

Physical Downlink Broadcast Channel (PBCH)

Conveys cell-specific information (e.g., number

of transmit antennas, system bandwidth)

Physical Control Format Indicator Channel

(PCFICH)

Conveys number of OFDM symbols used for
PDCCH in a sub-frame
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Down Link Channel

Function

Physical Hybrid ARQ Indicator Channel
(PHICH)

Conveys H-ARQ feedback to the UE for UE

transmissions

Physical Downlink Control Channel (PDCCH)

Conveys UL and DL scheduling information

and other information

Physical Downlink Shared Channel (PDSCH)

Conveys user data, Paging Messages, and some
system block information (SBI) of the

Broadcast Channel

Table 12 Summary of Uplink Reference Signals

Uplink Reference Signal

Function

Demodulation Reference Signal for the Shared

Channel (PUSCH-DMRS)

Used for uplink shared channel coherent

demodulation (per-UE)

Demodulation Reference Signal for the Control

Channel (PUCCH-DMRS)

Used for uplink control channel coherent

demodulation (per-UE)

Sounding Reference Signal (SRS)

used for uplink channel estimation when no

PUSCH or PUCCH is scheduled

Table 13 Summary of Uplink Ph

sical Layer Data Channels

Uplink Channel

Function

Physical Random Access Channel (PRACH)

Used to request signaling establishment with

the wireless RF base station

Physical Uplink Control Channel (PUCCH)

Carries ACK/NAK for downlink packets, CQI

information, and scheduling requests

Physical Uplink Shared Channel (PUSCH)

Carries User data

[00431] Based on the functions of each Reference Signal and on each data channel, a decision
may be made as to which digital data stream to use on the interface between the baseband
subsystem and the RF and antenna subsystem when sending or receiving each Reference
Signal, and when sending or receiving information for each data channel. The decision may

be to use the digital data stream corresponding to the Cell-Wide RF signal or to use the

151



WO 2020/101747 PCT/US2019/037617

digital data stream corresponding to the specific RF beam signal that covers the current user
location. The resulting determinations may be reflected in Table 14 for down link Reference
Signals, in Table 15 for down link physical layer data channels, in Table 16 for uplink
Reference Signals, and in Table 17 for uplink physical layer data channels.

Table 14 Mapping Down Link Reference Signals to Transmit Data Streams

Reference Signal

Cell-Wide Transmit Data

Per-Beam Transmit Data

unknown, this signal may be
sent with the downlink
PDSCH transmission of the
user data to allow coherent

demodulation at the UE.

Stream Stream
Primary Synchronization Must be seen by all UEs at all
Signal times and at all locations.
Secondary Synchronization Must be seen by all UEs at all
Signal times and at all locations.
UE-specific Reference Signal | When the UE location is When the UE location is

known, this signal may be sent
with the downlink PDSCH
transmission of user plane data
to allow coherent

demodulation at the UE.

Cell-specific Reference Signal

These signals must be seen by
all UEs at all times and at all

locations.

MBSEN Reference Signal

If these signals are used, they
must be seen by all UEs at all

times and at all locations.

Positioning Reference Signal

If these signals are used, they
must be seen by all UEs at all

times and at all locations.

CSI Reference Signal

This signal may be sent in the
beam signal for which a UE

measurement is desired.
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Table 15 Mapping Down Link Physical Layer Data Channels to Transmit Data Streams

Down Link Physical Layer
Data Channel

Cell-Wide Transmit Data

Stream

Per-Beam Transmit Data

Stream

PBCH

The system timing
information, Cell ID, and MIB
information must be received
by any UE in any location at
any time. The UE must receive
this information before the UE

accesses the Cell.

PDCCH

PDCCH Control information
is sent to UEs during the
Random Access procedure,
before the UE location is

known.

PHICH

H-ARQ ACK/NAK must be
sent to any UE in any location

at any time.

PMCH

Multicast data must be
received by any UE in any

location at any time.

PDSCH

Data for the logical Multicast
Channel needs to be
transmitted cell-wide, so it can
be received by a UE in any

location.

PDSCH

User plane data is sent to the
UE via the Cell-Wide data
stream when the UE location
is not known, e.g., when the
RA Contention Resolution

message is sent.

User plane data is scheduled
for downlink transmission in
the RF beam that covers the
UE location, if the UE location
is known. This data may
include data sent from
applications being used by the
user, and data sent to the UE
via the Logical Dedicated

Control Channel.
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Down Link Physical Layer
Data Channel

Cell-Wide Transmit Data

Stream

Per-Beam Transmit Data

Stream

PDSCH

The Logical Common Control
Channel information from
higher layer protocols in the
wireless RF base station is sent
via the PDSCH, and needs to
be received by the UE before

the UE location is known.

PDSCH

The Broadcast Channel SIBs
sent via the PDSCH must be
received by UEs before they
access the system, and before

the UE location is known.

PDSCH

Paging messages must be
transmitted cell-wide to reach
a UE in any location at any

time.

Table 16 Mapping Uplink Reference Signals to Receive Data Streams

Uplink Reference Signal

Cell-Wide Receive Data

Per-Beam Receive Data

Stream Stream
PUSCH-DMRS Received in Cell-Wide RF Received in an RF beam along
signal along with the with the corresponding UE
corresponding UE PUSCH PUSCH transmission, when
transmission, when the UE the UE location is known.
location is unknown.
PUCCH-DMRS Received in the Cell-Wide

receive signal along with the

UE PUCCH data.

Sounding Reference Signal

Received in an RF beam signal
to allow determination of the
uplink channel characteristics
for the beam-based reception
of user plane data by the

wireless base station.
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Table 17 Mapping Uplink Physical Layer Data Channels to Receive Data Streams

Uplink Physical Layer Data Cell-Wide Receive Data Per-Beam Receive Data
Channel Stream Stream
PRACH Data is sent on the PRACH

before the UE location is

known.

PUCCH Received in the Cell-Wide
receive stream to allow
requests and measurements to
be reported at any time, and to
avoid re-assigning this channel
whenever the UE moves to a

new RF beam location.

PUSCH User plane data is received via | User plane data is received via
the Cell-Wide receive stream areceive beam signal, if the

if the UE location is unknown. | UE location is known. This
data includes data sent on the
Logical Dedicated Control
Channel of the UE.

PUSCH Logical Common Control
Channel signaling is sent to
the UE before the UE location
is known, and hence, must be
received in the Cell-Wide
receive signal.

[00432] It may be seen from Table 14 and Table 15 that the Reference Signals and physical
layer data channel information transmitted to the UE using the transmit RF beam data stream
corresponding to the RF beam signal that covers the UE location may be limited to the UE-
specific Reference Signal used to allow demodulation of user data sent via an RF beam
signal, the CSI Reference Signals sent down link to allow the UE to report the down link
channel conditions, and the UE data sent via the PDSCH when the UE location is known. All
other down link Reference Signals and physical layer data channel information may be sent
via the Cell-Wide transmit data stream. The UE data may be sent to the RF and antenna
subsystem via the Cell-Wide transmit data stream when the UE location is unknown or when
the data is also sent via a transmit RF beam data stream. In the latter case, Transmission
Mode 2 (transmit diversity) may be used. When the UE data is sent only in a transmit RF data
stream, Transmission Mode 7 may be used (i.e., logical antenna port 5, the beam forming

port, is implied).
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[00433] It may be seen from Table 16 and Table 17 that the Reference Signals and physical
layer data channel information received from the UE using the RF beam that covers the UE
location are limited to the PUSCH-DMRS that may be transmitted with the UE data and may
be received via an RF beam signal when the UE location is known, the SRS signal
transmitted by a UE when the wireless base station determines the uplink channel conditions
and the UE location is known, and the UE data sent via the PUSCH when the UE location is
known. All other uplink Reference Signals and physical layer data channel information may
be received via the Cell-Wide receive data stream.

[00434] The teachings presented in this disclosure may therefore be used to constrain and
guide the behavior of the MAC layer software 5312 and the PHY layer software 5314 in their
operation in an LTE wireless base station employing a Periodically Scanning RF Beam
Forming system. In each Transmission Time Interval (TTIL, i.e., one millisecond interval of an
LTE Frame) in an FDD system, or in each D sub-frame of a TDD system, the MAC layer
software may interact with the PHY layer software to present a set of transport blocks for the
data that is to be transmitted during the TTI, where for each transport block, the MAC layer
software may also indicate the transmit beam data stream(s) that are to be used to transmit the
data block. For each common channel, the PHY layer software may be pre-provisioned by the
MAC layer software with the mapping to a transmit beam data stream. Also, the PHY layer
software may be pre-provisioned, or instructed in each TTI by the MAC layer, to include the
Reference Signals appropriate to the set of transport blocks in the transmit data streams
presented to the PHY layer.

[00435] Likewise, in each TTI (i.e., one millisecond interval of an LTE Frame) in an FDD
system, or in each U sub-frame in a TDD system, the MAC layer software may interact with
the PHY layer software to indicate the set of Resource Elements or PRBs to use to detect data
for a particular common or control channel, Reference Signal, or uplink shared channel, and
may also indicate the receive beam data stream(s) to use to perform the detection processing.
The MAC layer software may re-provision the PHY layer software for some of these items,
e.g., for the PRACH channel. It may be important for the PHY layer software to indicate to
the MAC layer software the receive data stream which was used to detect each item of
detected data presented to the MAC layer by the PHY layer.

[00436] Other teachings in this disclosure address the issue of locating and tracking UEs
within the sub-areas covered by the RF beams generated in a Periodically Scanning RF Beam
Forming system. To better enable the wireless base station MAC layer software to determine

which UEs are allowed to be scheduled for data transmission uplink and down link, the MAC
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layer may keep a list for each of the RF beams generated by the system, where each list
contains the set of UEs known to be in the sub-area corresponding to the RF beam

represented by the list.

Utilization of other networks

[00437] In embodiments, deployments may be within and around other types of wireless
networks, such as Wi-Fi, 3GPP 3G wireless networks, and the like, and even to non-wireless
networks, such as cable networks. Furthermore, deployments of the system across multiple
diverse wireless and non-wireless networks may be integrated into a broadband network that
unifies, providing services across the multiple network types while retaining the benefits

disclosed herein related to LTE networks.

Optimization Servers in a 3G Wireless Network

[00438] Fig. 54 shows a standard deployment of a 3GPP 3G wireless network. The base
station 5402 provides the baseband and RF processing for delivering user and control data to
and from the 3G RF interface that connects the base station 5402 to the user equipment (UE)
5404. The 3G base station 5402 is referred to as the Node B. The 3G base station network
5408 connects the Node B 5402 to a Radio Network Controller 5410 device, or RNC. The
RNC 5410 provides Radio Access Network (RAN) protocol handling, call control, and
handover processing, and hence, provides some of the functions that, in a 3GPP LTE
network, are handled by the eNB 102 element. The 3G back haul network 5412 connects the
RNC 5410 to the 3G Core Network. Bearers, or GTP tunnels, carry user data between the UE
5404, over the 3G air interface, through the Node B 5402, over the 3G intra-RAN network
5408 into the RNC 5410. In a standard 3G wireless network, these bearers continue through
the RNC 5410 to the Serving GPRS Support Node 5414 (SGSN) and on to the Gateway
GPRS Support Node 5418 (GGSN). The GGSN 5418 interfaces the 3G wireless network to
other packet data networks, such as the Internet, and thus performs some of the functions
provided by the PGW 114 element in a 3GPP LTE wireless network. The SGSN 5414 and
the GGSN 5418 comprise the components of the 3G Core Network that handle user data
transport and routing.

[00439] Fig. 55 shows one embodiment of how the Optimization Servers disclosed herein can
be deployed in a 3GPP 3G wireless network. Optimization Server 5502 is shown co-located
with the RNC 5410 element, and thus may be used to support users who access the collection

of Node B 5402 elements served by the RNC 5410. An alternative deployment is to co-locate
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Optimization Servers 5502 with each Node B 5402 element, as in an LTE network (see Fig.
2), but this deployment choice may suffer a disadvantage, because in a 3G network, the
protocol processing that delivers and retrieves data from UE 5404 devices is terminated in the
RNC 5410. The deployment shown in Fig. 55 complements the deployment shown in Fig. 2
by co-locating the Optimization Server with the element that controls the setting up of the
user bearers and which provides the protocol processing for the bearers, i.e., the RNC 5410
element. Fig. 55 also shows that one or more Optimization Server 5504 elements are co-
located with the GGSN 5414 element, on the packet data network side of the GGSN. Hence,
the deployment of Optimization Server elements 5502 and 5504 in a 3GPP 3G network can
be made similar to the deployment shown in Fig. 2 in an LTE wireless network.

[00440] As described herein, one or more Publish/Subscribe broker 1304 software
components may be deployed on each Optimization Server, 5502 and 5504, in the 3G
wireless network. Furthermore, in like fashion to the solution shown Figs. 3 and 4, one or
more UE bearers may be redirected at the RNC 5410, so the bearer connects to a co-located
Optimization Server 5502, rather than to the SGSN 5412. All of the mechanics and
advantages as described herein now apply to this modified 3G wireless network. Via its
redirected bearer, UE 5404 now has a direct path to the Optimization Server 5502 without
requiring its packets to traverse the entire set of 3G wireless Core Network components and
then traverse an external packet data network, such as the Internet. Thus, low latency is
provided to 3G UE devices when accessing software applications that run on the
Optimization Server 5502 element. In this case, the 3G back haul network 5412 is not used to
exchange service packets between a UE 5404 and a service-providing application.

[00441] In embodiments, the system described herein relating to LTE networks may be
applied to any wireless network where the user device packets are placed within bearer
tunnels to traverse the wireless network between the user device and an external packet data

network, such as the Internet.

Optimization Servers in a Wi-Fi Network

[00442] Fig. 56 shows a traditional deployment of a Wi-Fi network. Access Points 5602
provide a wireless interface to Wi-Fi devices, or stations, 5604. The serving area of a Wi-Fi
Access Point is referred to as a Basic Service Set (BSS) 5608. The Access Points 5602 are
connected by a Distribution Network 5610. The Distribution Network 5610 connects to a

wider geographical set of BSS 5608 and to a wider network, including the Internet.
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[00443] Fig. 57 shows an example deployment of Optimization Servers 5702 in a Wi-Fi
network. The deployment of Optimization Servers 5702 may be based on the clustering of
Access Points 5602 and/or on the traffic expected via one or more Access Points 5602. In
analogy with the Optimization Server architectures that support 3GPP wireless networks, one
or more Optimization Servers 5704 may be located at a centralized point with respect to the
collection of BSS 5608, and provide a connection to the Internet.

[00444] As described herein, one or more Publish/Subscribe broker software components
1304 can be deployed on each Optimization Server, 5702 and 5704, in the Wi-Fi network. A
Wi-Fi network does not carry user traffic within bearer tunnels as the user packets traverse
the Wi-Fi network between the user device and the Internet. Hence, the concept of a
redirected bearer does not apply to a Wi-Fi network. Via an interaction that is similar to the
one shown in Fig. 4, when the user Wi-Fi station 5604 first accesses the Wi-Fi network, it
may communicate with a control application hosted on, for example, the centralized
Optimization Server 5704, and may receive IP address and port information that enables it to
connect to a Publish/Subscribe broker 1304 that runs on the closest Optimization Server
5702. No bearer redirection is required in this case. All of the mechanics and advantages of
the teachings revealed in the previously filed documents now apply to this modified Wi-Fi
network. Wi-Fi station 5604 now has a direct path to the Optimization Server 5702 without
requiring its packets to traverse the entire Wi-Fi distribution network and then traverse an
external packet data network, such as the Internet. Thus, low latency is provided to Wi-Fi
devices when accessing applications that run on the Optimization Server 5702 element. In
this case, the Wi-Fi distribution network 5610 is minimally used to exchange service packets
between a Wi-Fi station 5604 and a service-providing application.

[00445] Embodiments described herein with respect to LTE networks may be applied to any
wireless network where the user device packets are not placed within bearer tunnels to
traverse the wireless network between the user device and an external packet data network

like the Internet.

Handling Handover Situations in a 3G Wireless Network

[00446]In a 3G Wireless network, when the user moves from one Node B 5402 coverage
area to the coverage area of another Node B 5402, such that a migration occurs from one
RNC 5410 element to another, it is desirable to move the user service point from the
Optimization Server 5502 co-located with the source RNC 5410 to an Optimization Server

5502 that is co-located with the target RNC 5410. The same principles shown in Figs. 5 and 6
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for an LTE network can be applied to a 3G network, or indeed, to any wireless network that
includes handover operations. In the case of a 3G wireless network, the RNC replaces the
eNB shown in Fig. 6. When the user device 5404 loses communication with the source Node
B 5402, the device is disconnected from the Optimization Server 5502 that currently provides
its service. Just after the user device 5404 establishes communications with the target Node B
5402, it communicates again with the centrally located control program to have a bearer
redirected at the target RNC 5410. Once this bearer redirection is completed, the user device
can resume receiving services via the new Optimization Server 5502 to which it is now

connected via its redirected bearer.

Handling Changes in Access Point in a Wi-Fi Network

[00447]In Fig. 57, it may be the case that a user moves from the coverage area of one Access
Point (i.e., from a source BSS) to the coverage area of another Access Point (i.e., to a target
BSS) in such a way that it becomes beneficial to migrate the user connection from an
Optimization Server 5702 that is close to the source Access Point to an Optimization Server
5702 that is close to the target Access Point. A simplified version of Fig. 6 can be applied in
this case. Whenever the Wi-Fi station 5604 loses communication with the source Access
Point 5602 and establishes communications with a different Access Point 5602, software on
the Wi-Fi station communicates with a control program deployed, for example, on a centrally
located Optimization Server 5704. The IP address and port number of a Publish/Subscribe
broker that runs on a closer Optimization Server 5702 is delivered to the Wi-Fi station. The
Wi-Fi station 5604 connects to this new Publish/Subscribe broker, and continues its service
from the Optimization Server 5702 that is close to the Wi-Fi station 5604 point of access to
the Wi-Fi network.

Integration of Services Across Diverse Wireless and Non-Wireless Networks

[00448] As described herein, Optimization Servers may be deployed within and close to the
boundaries of different types of wireless networks. These deployments provide advantages of
low latency and of minimal network facility utilization when providing services to the users
of those networks. The same principles may be applied to non-wireless networks, such as
cable networks. In this case, Optimization Servers may be spread throughout the access
portion of the network to provide a way for users to access services with low latency.
Meanwhile, one or more Optimization Servers may be deployed at the boundary of the non-

wireless network and another network, such as the Internet.
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[00449] In embodiments, a diverse set of wireless and non-wireless networks may be
integrated at the services level, so that users who access a service via one network can
continue to access the service with only a small interruption when the user moves to the
coverage of a different network type. For example, a user may be accessed through a 3G
wireless network, and may be receiving a service with low latency from an application that
runs on an Optimization Server 5502 that is deployed in the 3G wireless network. If the user
now moves to a point where Wi-Fi service is provided, the UE 5404 disconnects from the 3G
network, and hence, is disconnected from the Optimization Server 5502 that provides its
service, and connects to a Wi-Fi Access Point 5602. Software on the Wi-Fi station part of the
user mobile device communicates with a centrally located control application, and receives
information that allows it to connect to an Optimization Server 5702 that is deployed within
the Wi-Fi network. As long as the same service is provided on this target Optimization Server
as is provided on the source Optimization Server, service to the user can be continued with
only a short interruption. The same low latency provided via the 3G wireless network is now
provided via the Wi-Fi network.

[00450] Fig. 58 shows an example deployment that allows a diverse set of networks to
become integrated at the services level. Each of the diverse access networks connects to a
packet data network, such as the Internet. Fig. 58 shows that one or more Optimization Server
5802 nodes may be deployed there together with the Publish/Subscribe broker
communications middleware 1304 that runs on them. The brokers on these nodes 5802,
together with the brokers on the Optimization Servers 5502, 5504, 5702, 5704, 5804, 5804,
5808, 304, and 308 that are deployed in the different access networks, form a wider area
Publish/Subscribe broker network in which users accessing via any of the access networks
can receive services via the same delivery mechanisms, independent of any of the access
networks. Furthermore, as described herein, service continuity may be maintained as the user
moves across the different types of access networks. In this sense, services are integrated
across the different types of access networks.

[00451] The scope of applicability of Fig. 58 is large, and may be used to construct a
nationwide, or indeed, a worldwide, Optimization Server-based Publish/Subscribe broker
network that provides services across network types and across different types of OS
platforms, while achieving the lowest latency for user access to application services, and the
most efficient use of back haul communications resources in each of the access networks.
[00452] In embodiments, the Optimization Server architecture together with its

Publish/Subscribe broker communications middleware can be extended in applicability
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beyond the LTE wireless network as described herein, and that a set of diverse access
network types may be integrated at the application level by this architecture, where specific
application areas can be extended beyond the LTE network deployment configurations to

encompass a diverse set of wireless and even non-wireless networks.

Synchronous Delivery of Real-Time Events to a Multiplicity of Users

[00453] Fig. 14 and Fig. 15 depict an embodiment for distributing the audio and video
information associated with a “real-time event” concurrently to a large number of users who
access an LTE wireless network via a set of eNB 102 elements. The embodiment shows that
minimal use of the LTE back haul network 112 is achieved, and furthermore, that the
communications resources of the long-haul network (i.e., the Internet) is minimized in the
case shown in Fig. 15, where the information-providing server is located in the Internet. Fig.
59 shows how this may apply to a 3G wireless network. Fig. 60 shows how this may apply to
a Wi-Fi network, where in each case, the Optimization Servers and their associated
Publish/Subscribe Broker communications components are distributed in these networks as
shown in Figs. 59 and 60, respectively.

[00454]In Fig. 59, each of the users who subscribe to receive the real-time event data is
connected via a re-directed bearer through the serving RNC 5502 to the Publish/Subscribe
broker 1304 that runs on the co-located Optimization Server 5502. This broker 1304 in turn
has a connection to a Publish/Subscribe broker 1304 that runs on the Optimization Server
5504 that is co-located with the GGSN 5418. In turn, this broker 1304 has a connection to the
Publish/Subscribe broker 1304 that runs on the Optimization Server 5902, supporting the
real-time event application. Hence, the Real-Time Event Application 1502 in Fig. 59 need
only transmit a single packet stream of audio and a single packet stream of video to deliver
the streams to all the users who access the 3G wireless network and who are subscribed to the
Real-Time Event service. The Broker network takes care of routing the packets to the
Optimization Server 5504, and then to the Optimization Server 5502. The back haul network
5412 to each participating RNC 5410 thus needs to support a single audio packet stream and
a single video packet stream for this service. The Publish/Subscribe broker 1304 that runs on
Optimization Server 5502 is responsible for replicating each packet stream for transmission
to each user device 5404 connected to it and which subscribes to the service data
transmissions. This solution is thus similar to the one shown in Figs. 14 and 15 for an LTE

wireless network.
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[00455] A similar understanding may be ascribed to the Wi-Fi network shown in Fig. 60. In
the case of a Wi-Fi network, no bearer redirection is required, but the Wi-Fi stations 5604
have direct connections to a Publish/Subscribe broker 1304 that runs on an Optimization
Server 5702. This broker 1304 in turn has a connection to a Publish/Subscribe broker 1304
that runs on a centrally located Optimization Server 5704. This broker in turn has a
connection to a Publish/Subscribe broker 1304 that runs on the Optimization Server 5902,
supporting the Real-Time Event Application 1502. It may be seen that the Real-Time Event
Application 1502 need only transmit a single audio stream and a single video stream to reach
all the Wi-Fi stations 5404 that access the service via the Wi-Fi network. The broker 1304
deployed on the Optimization Server 5704 is responsible for replicating the packet streams
once per Optimization Server 5702 that has connections from user devices that subscribe to
the Real-Time Service transmissions. The broker on Optimization Server 5702 is responsible
for replicating the packet streams once per user device that subscribes to the packet
transmissions and are connected to that Optimization Server. Hence, this solution is also
similar to the one shown in Figs. 14 and 15 for an LTE wireless network.

[00456] Fig. 61 shows how the set of Optimization Servers and their associated
Publish/Subscribe broker software components provide an integrated service to the users who
access the Wi-Fi network, the 3G wireless network, the LTE network, and the like, or indeed
any network in which the Optimization Servers are embedded, or through which they can be
reached by the users of that network. As in the case where the Real-Time Event Service is
provided to the users of a single network type, the Real-Time Event Service 1502 transmits a
single stream of audio packets and a single stream of video packets to reach all of the users
who subscribe to receive the packet streams in each of the different access network types
through which these user are accessed. In Fig. 61, the broker 1304 deployed on Optimization
Server 5902 replicates the audio and video packet streams once per network that has users

who subscribe to the transmissions of the Real-Time Event Service 1502.

Asynchronous Delivery of Streaming Data to a Multiplicity of Users

[00457] Asynchronous delivery of streaming data refers to a situation wherein the same data
is delivered to a multiplicity of users, but not at the same time. Important examples of such a
service include delivery of a movie, a music video, or the like. Different users receive the
same data, but do so at different times.

[00458] Fig. 17 shows a solution to the delivery of streaming videos to a multiplicity of users

who connect to the streaming video service via an LTE wireless network. The teachings in
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the previously filed documents show how this architecture with its embedded Optimization
Servers and associated Publish/Subscribe communications brokers can optimize the use of
the LTE back haul network, and decrease the latency between the service-providing point and
the users who receive the service data. Fig. 62 shows how this service is provided in a similar
fashion in a 3G wireless network, while Fig. 63 shows how this service is provided in a
similar fashion in a Wi-Fi network. In each case, the same advantages of minimal back haul
network utilization and minimal latency result as in the LTE case. Fig. 64 shows how the
embedded Optimization Servers and their associated Publish/Subscribe brokers allow the
service to be provided uniformly across LTE, 3G, Wi-Fi, and other networks, where, as
described herein, the service can be made to continue when a user moves from one network

to another.

Sensor Platform

[00459] A network-based sensor platform may be defined as a network, plus a collection of
storage and processing resources that may be used to acquire, store, process, and redistribute
sensor data among a set of sensors, programs, and end-user devices. Figs. 31 through 38
show how a collection of Optimization Servers 308 and 304 may be deployed in an LTE
wireless network along with a set of Publish/Subscribe brokers 1304 and a set of software
components that comprise a Conferencing Service (i.e., components 3102, 3104, 3108) to
provide a collection of services that can be used to construct virtually any sensor application.
This collection of services and the network in which they are embedded form the sensor
platform.

[00460] The use of the Optimization Servers 308 enable storage and processing capabilities to
be located close to the sensor and user device points of access to the wireless network. The
use of the Publish/Subscribe brokers 1304 ensures that efficient use of communications
resources will accrue to the sensor application design, because of the ease with which one-to-
many and many-to-many communications can be arranged. Furthermore, the use of the
Publish/Subscribe broker 1304 communications middleware enables a program to
communicate with any number of entities for any number of communication sessions using
only a single connection to a broker. The use of the Conferencing Service components allows
the different types of data collected and processed in a sensor application to be organized into
a set of data sessions within the Conference, where user devices, sensors, and programs are
able to join only those sessions to which they contribute data, and/or from which they extract

data.
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[00461] Those skilled in the art may see that the architecture shown in Figs. 31 through 38 for
an LTE network are applicable with few modifications to the 3G and Wi-Fi networks shown
in Figs. 55, and 57, respectively. The OptServereNB in Fig. 31 becomes the Optimization
Server 5502 in Fig. 55, while the OptServerPGW in Fig. 31 becomes the Optimization Server
5504 in Fig. 55. In Fig. 57, the respective components are the Optimization Server 5702 and
the Optimization Server 5704. Hence, the Sensor Platform architecture as described herein is
shown to be also applicable to a 3G wireless network as well as to a Wi-Fi network. Fig. 65
shows how a combination of networks can support a sensor application whose components
span an LTE network, a 3G network, a Wi-Fi network, and the like, and indeed, any type of
network, and include servers located anywhere in the Internet, or in any other packet data
network. By installing Publish/Subscribe broker 1304 software on the Internet-based servers
and connecting these servers into the larger broker network, a cross-network sensor platform

can be created. Optimization Server 6502 in Fig. 65 is one such example.

Billing Usage Data Reporting Applied to a 3G Wireless Network

[00462] As Fig. 14 shows, in an LTE network with embedded Optimization Servers, a
set of user data traverses the UE 104, the LTE air interface, the eNB 102, a redirected bearer
312 to an Optimization Server 308, and thence to an Optimization Server 304 on the packet
data side of the PGW, and from there to a server in another packet data network, such as the
Internet. These packets therefore do not pass through the PGW element in the LTE Core
Network. Because billing data is collected at the PGW in an LTE network, billing data for
these packets will not be created, unless some other solution is provided. A similar situation
prevails in a 3G wireless network, where the GGSN 5418 contains the billing data collection
capability, but where packets that traverse a redirected bearer via an Optimization Server
5502 and an Optimization Server 5504 do not traverse the GGSN.

[00463] The problem of collecting and reporting this usage data in an LTE wireless
network that is enhanced with Optimization Server elements is shown in Figs. 44, 45, 46, and
47. The same solution can be applied to a 3G network with little change to the architecture
shown in these Figures. By comparison with Fig. 55, the Central Billing Data Collection
program 4410 remains to run on a server that is possibly remote from the wireless network.
The Wireless Control Process 3902, the Service Program 4408, and an IP Billing Data
Record (IPBDR) program 4402 run on the Optimization Server 5504 that is co-located with
the GGSN. The Service Program 4408 and the IPBDR program 4404 run on the Optimization
Server that is co-located with the RNC 5410 element. The processing shown in Figs. 45, 46,
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and 47 remain the same, except that the RedirectBearer and RedirectBearerDone messages
are exchanged with the RNC 5410 instead of with the eNB 102 (Fig. 45), and the
StopDataCollection message is issued by the RNC 5410 instead of by the MME 108 (Fig. 46
and Fig. 47). Hence, the architecture for a Billing Data Collection and reporting applies

equally well to an LTE wireless network and to a 3G wireless network.

Using a Publish/Subscribe Broker Network and a Queuing Service to Minimize Packet
Loss During Handover

[00464] Deployment and use of the Optimization Server and Publish/Subscribe Broker
technologies in and around LTE wireless networks, Wi-Fi networks, and other types of
networks, is described herein, including how to handle the migration, or handover, of the
point of service access in LTE, in Wi-Fi, and in other networks, and also when users move
across these different networks. When the RF signal power received at the user device
becomes too small to sustain a good connection at the user device, the previous teachings
show that the user mobile device is able to leave a serving (source) base station or an access
point, and to access another (target) base station or access point that provides a sufficiently
high power RF signal at the user device. The user device is able to reconnect to the
Publish/Subscribe Broker network at or through the target base station or access point, and
resume its services. However, if the time required to access a target base station or access
point is too long, service packets that are transmitted during the migration interval will be
lost, and the user service experience may be impaired. In embodiments, packet loss can be
avoided or minimized when the user point of service delivery changes either within the same
network, or when the user moves from one network type to another. The time duration taken
to perform the migration becomes a non-critical parameter, the maximum value depending
only on the storage capacity of a queuing service that is used to save and deliver user service
packets that are sent during a user device handover within the same wireless network, or
during the time when the user device migrates from one network type to another.

[00465] Figs. 66-69 represent message sequence diagrams specifying one way that the
behavior of the system components can be implemented when using the QueuingService
during Handover in an LTE wireless network and in a Wi-Fi network. Those skilled in the art
will see that the same principles can be applied to provide a solution to the packet loss
problem in any other type of network. Additionally, Fig. 70 presents a different set of system
behaviors that can be used with the Queuing Service to ensure that no packets are lost as

users move between the access nodes of the same or of different wireless networks, thereby
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implementing a Handover solution. The embodiment depicted in Figs. 66-69 may require less
memory than the embodiment depicted in Fig. 70.

[00466] The teachings as described herein show that in an L'TE environment, the
default bearer is used to connect the UE 104 client to a centrally located Broker 1304 and
from there to an LTE Wireless Control Process (WCP) 3902 in a centralized location. The
LTE Wireless Control Process 3902 arranges for a bearer to be re-directed at the target eNB
102, so the UE 104 client can use that bearer to connect to a Broker 1304 hosted by a
processor 308 that is co-located with the new serving eNB 102 (i.e., the target eNB). Services
are provided to the UE 104 client via the connection to the Broker 1304 that is located closest
to the client. The LTE Wireless Control Process 3902 selects a Broker 1304, and provides its
IP address and port number to the UE 104 client, and the client connects to this Broker to
resume its services. In a Wi-Fi network, there is no concept of a bearer, but a Wi-Fi Wireless
Control Process 6702 is still used to indicate to the client the closest Broker 1304 to which
the client should connect to receive its services. The use cases for minimizing packet loss via
queuing, and for delivery of packets and continuing services during LTE handover and during
migration from one Wi-Fi Access Point 5602 to another are shown in Figs. 66 and 67,
respectively. The use cases showing how packet loss is minimized, and how service is
continued, when the user 104 moves from Wi-Fi to LTE, or from LTE to Wi-Fi, are shown in
Figs. 68 and 69, respectively.

[00467] Fig. 66 shows the insertion of Publish/Subscribe Broker-based messaging
within a standard LTE Handover procedure to ensure that no service packets are lost (or a
minimum number are lost) when the service data is being delivered through the Optimization
Processors and the associated Broker network. L'TE handover processing ensures that packets
are not lost during Handover when the packets traverse the bearers that have been set up
through the Enhanced Packet Core network and the eNB 102. Packets that traverse the
Publish/Subscribe Broker network do not take this path, and services are generally provided
via the Optimization Processor 308 that is co-located with the serving eNB 102. Hence, if the
eNB 102 changes during handover, the point of Broker service delivery also changes, and
additional handling is required to ensure that a minimum number, or no, service packets are
lost during the handover and service point migration.

[00468] When the standard Handover command is received by the mobile device (UE
104), it is a signal for the UE 104 to drop its air interface connection at the source eNB 102,
and to connect over the air interface at the target eNB 102. In this case, before that operation

is allowed to happen, additional application-level software on the UE 104 uses the default
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bearer to publish a Service Inquiry message to identify a QueuingService 6602 application.
The message contains a topic that is unique to the UE 104 client sending the message, and the
UE 104 client subscribes to this topic. The QueuingService 6602 is best located in the
Internet, external to the LTE network, so its services can also be used by users connected to a
Wi-Fi (or other) network, and to users migrating back and forth between Wi-Fi and LTE
networks. If more than one QueuingService 6602 application is available, the UE 104 may
receive more than one Service Description response message, and must select one of them
(i.e., the first response can be selected, because it probably indicates the QueuingService
6602 closest to the UE 104). The Service Description message contains the uniquelD of the
QueuingService 6602 that sent the message, or contains a topic that is unique to the sending
application 6602. The UE 104 then publishes the “start” queuing message to the selected
QueuingService 6602 application, providing a unique topic (uniquelD) for identifying the UE
104 client and for returning queued packets to the client. A list of service topics is also
included, and the QueuingService 6602 subscribes to these topics, and begins queuing on
behalf of the UE 104 client any packets received on these topics. Meanwhile, after publishing
the “start” message to the QueuingService 6602, the UE 104 closes its connection to its local
Broker 1304, and moves to the air interface at the target eNB 102. At this point, the UE 104
is no longer receiving service packets via the Publish/Subscribe Broker network.

[00469] When the UE 104 successfully accesses the target eNB 102, it sends the
standard Handover Confirm message. The bearers assigned to the UE 104 at the source eNB
102 are now operational at the target eNB 102 in the uplink direction. The purpose-built
application software on the UE 104 uses the default bearer to publish a Handover() message
to the LTE Wireless Control Process 3902, so a redirected bearer can be established at the
target eNB 102, and so a local Publish/Subscribe Broker can be identified to the UE 104. The
UE 104 will use the re-directed bearer to connect to the local Broker 1304 to re-subscribe to
its service topics to resume its Broker-based services. When the UE 104 receives the local
Broker 1304 connection information from the LTE Wireless Control Process 3902, the UE
104 uses the default bearer to publish an “end” message to the QueuingService 6602. When
the QueuingService 6602 receives the “end” message from the UE 104 client, the
QueuingService un-subscribes from the UE 104 topics, and proceeds to publish all messages
queued for the UE 104 using the uniquelD topic that is associated with the UE 104.
Meanwhile, the UE 104 connects to the local Broker 1304, and re-subscribes to its service
topics to resume its Broker-based services. All service packets received on those topics are

queued locally at the UE 104 until all the packets being sent by the QueuingService 6602
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have been received by the UE 104. This behavior ensures that the UE 104 processes all
received services packets in the proper sequence. When all the services packets previously
queued at the QueuingService 6602 are received and processed by the UE 104, the UE
software proceeds to process all the Broker-based services packets that have been queued
locally during the interval when the QueuingService 6602 packets were being received.
When the processing of the locally queued packets completes, the Broker-based services
packets subsequently received are processed in the normal manner at the UE 104 without any
local queuing.

[00470] As noted above, in analogous fashion to the UE 104 operation in an LTE
network, the purpose-built software on the Wi-Fi mobile device 5604 establishes a
connection to a centrally located Broker 1304 as well as a connection to a Broker 1304 that is
closest to the Wi-Fi Access Point (AP) 5602 through which the mobile device 5604 is
currently accessing the Wi-Fi network, i.e., a local Broker 1304. The connection to the
centralized Broker 1304 is used for control purposes in the Wi-Fi network, while the
connection to the local Broker 1304 is used to deliver user services through the
Publish/Subscribe Broker network.

[00471] When the User Mobile Device 5604 detects that the signal received from the
current serving AP 5602 is getting close to the minimum value required to sustain a good
connection, the User Mobile Device 5604 prepares to “handover” either to another Wi-Fi AP
5602, or to migrate to an LTE eNB 102. Fig. 67 shows the message sequence diagram for the
case when another Wi-Fi AP 5602 is found to have a signal that is sufficient to sustain a good
wireless connection, while Fig. 68 shows the message sequence diagram for the case where
no Wi-Fi AP 5602 is found, but an LTE eNB 102 is found to have a signal that is sufficient to
sustain a good wireless connection. To allow service continuity to continue during migration
across different network types, the Broker networks associated with the different network
types must be connected to each other to form a larger Broker network.

[00472] Because, in Fig. 67, the User Mobile Device 5604 is initially accessed through
a Wi-Fi AP 5602, it may be that while the signal from the current serving AP 5602 is falling
below a level required for a good connection, there is no Wi-Fi AP 5602 and no LTE eNB
102 providing a signal level that is above this minimum required level. In this case, the User
Mobile Device 5604 follows the message sequence shown in Fig. 68 up to the point where
the Device 5604 closes its connection to the local Publish/Subscribe Broker 1304 in the Wi-
Fi network. If the User Mobile Device 5604 subsequently detects a good signal from a Wi-Fi
AP 5602, it follows the message sequence specified in Fig. 67, except that the Handover()
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message is replaced with a Register() message. Both contain the same information about the
serving Wi-Fi AP 5602. If the User Mobile Device 5604 has already detected a sufficient
signal from a Wi-Fi AP 5602 when the source signal level drops to the “migration level,”
then the message sequence specified in Fig. 67 is followed in its entirety.

[00473] In either case, the connection to the centrally located Publish/Subscribe Broker
1304 is used by the User Mobile Device 5604 to publish a Service Request message to the
QueuingService 6602. The User Mobile Device 5604 may select the first ServiceDescription
message received in response. A unique topic for the QueuingService 6602 instance is
contained in the Service Description message, and the User Mobile Device 5604 publishes its
“start” message to this topic. Receipt of the “start” message by the QueuingService 6602
causes the QueuingService to subscribe to the user service topics contained in the “start”
message, and queuing of the user 104 service messages begins at the QueuingService 6602.

[00474] Meanwhile, after the User Mobile Device 5604 has published the “start”
message, the User Mobile Device closes its connection to the local Publish/Subscribe Broker
1304 on the Wi-Fi network. If no Wi-Fi AP 5602 signal is detected, and if no LTE eNB 102
signal is detected, the UE 104 waits until one of these signals is detected with enough signal
power to provide a good wireless connection. Meanwhile, the UE 104 service packets are
being queued at the QueuingService 6602.

[00475] Suppose that a sufficient signal is detected from a Wi-Fi AP 5602. The
message sequence shown in Fig. 67 is continued (except that Register() replaces Handover()
if the User Mobile Device 5604 has de-Registered with the Wi-Fi WCP 6702 when the use
case was started). The User Mobile Device 5604 accesses the Wi-Fi network at the target AP
5602, and uses its connection to the centrally located Publish/Subscribe Broker 1304 to
publish the Handover() message to the Wi-Fi Wireless Control Process (WCP) 6702
(although the connection to the centrally located Broker 1304 was broken and not usable
during the migration to the target AP 5602, it was not closed in the client 5604 software, and
hence, becomes usable once the target AP 5602 is accessed). The Handover() message (and
the Register() message) contains parameters identifying the target AP 5602, and the Wi-Fi
WCP 6702 determines the IP address and port number of the closest Publish/Subscribe
Broker 1304. This address information is published to a topic uniquely subscribed to by the
User Mobile Device 5604. When the User Mobile Device 5604 receives this information, it
connects to the local Publish/Subscribe Broker 1304, and publishes the “end” message to the
QueuingService 6602 using its connection to the centrally located Publish/Subscribe Broker

1304. Receipt of this message causes the QueuingService 6602 to un-subscribe from all the
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user 5604 service topics, and to publish all packets queued for this user to a topic that is
subscribed-to only by this User Mobile Device 5604. When the queued packets start to arrive
at the User Mobile Device 5604, it uses its connection to the local Publish/Subscribe Broker
1304 to re-subscribe to all of its services topics. This action may cause new services packets
to overlap the arrival of the packets previously queued at the QueuingService 6602. Hence,
the packets received on the newly subscribed service topics are queued locally at the User
Mobile Device 5604 until all the packets queued at the QueuingService 6602 are received and
processed at the User Mobile Device 5604. This behavior ensures that the User Mobile
Device 5604 processes all services packets in the order in which they have been sent by the
services.

[00476] Fig. 68 specifies the message sequence that is followed when the User Mobile
Device 5604 is initially accessed to a Wi-Fi AP 5602, but the Wi-Fi signal falls below a
threshold value, and a signal of sufficient power level is detected from an LTE eNB 102. The
message sequence in Fig. 68 is followed whether the User Mobile Device 5604 detects the
signal from the L'TE eNB 102 before the use case is started, or after the Device leaves the
Wi-Fi network.

[00477] Per the message sequence specified in Fig. 68, the User Mobile Device 5604
de-Registers() with the Wi-Fi WCP 6702, uses its connection to the centrally located
Publish/Subscribe Broker 1304 to exchange Service Inquiry/Service Description messages
with a QueuingService 6602, selects a QueuingService 6602, and publishes the “start”
message to enable the QueuingService 6602 to subscribe to the user 5604 service topics, and
begin queuing packets received on those topics. Meanwhile, the User Mobile Device 5604
closes its connection to the local Publish/Subscribe Broker 1304, and leaves the Wi-Fi
network.

[00478] In this use case, the user 5604 is migrating from a Wi-Fi network to an LTE
network. Once the User Mobile Device 5604 has left the Wi-Fi network, and assuming it has
detected a strong-enough RF signal from an LTE eNB 102, the User Mobile Device 5604
goes through the standard Attach procedure to gain access to the LTE network. The User
Mobile Device uses a default bearer to connect to a centrally located Publish/Subscribe
Broker 1304, and proceeds to send a Register() message to the LTE WCP 3902. The message
identifies the new serving eNB 102, and the LTE WCP 3902 determines a closest
Publish/Subscribe Broker 1304, and publishes a message to the User Mobile Device 5604
with this information. The purpose-built application software on the User Mobile Device

5604 then opens a connection to this closest Publish/Subscribe Broker 1304, and uses the
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default bearer to send the “end” message to the QueuingService 6602. While the
QueuingService 6602 un-subscribes from the user 5604 service topics, and begins sending all
queued packets back to the User Mobile Device 5604, the software on the User Mobile
Device 5604 uses its connection to the local Broker 1304 to re-subscribe to its services topics.
This action may cause new services packets to overlap the arrival of the packets previously
queued at the QueuingService 6602. Hence, the packets received on the newly subscribed
service topics are queued locally at the User Mobile Device 5604 until all the packets queued
at the QueuingService 6602 are received and processed at the User Mobile Device 5604. This
behavior ensures that the User Mobile Device 5604 processes all services packets in the order
in which they have been sent by the services.

[00479] Fig. 69 specifies the message sequence for the case where the UE 104
migrates from an LTE eNB 102 to a Wi-Fi AP 5602, thus performing a migration across
networks from LTE to Wi-Fi. In this case, the UE 104 is initially accessed to the LTE
network via a serving eNB 102. When the UE 104 detects the signal from the LTE eNB 102
falling to a level approaching the “migration point,” if the UE 104 either detects no other
wireless signals, or detects a sufficiently powerful signal from a Wi-Fi AP 5602, the
interactions shown in Fig. 69 are followed. This message sequence may also be followed if
the UE 104 is configured to prefer access to a Wi-Fi network over an LTE network, so the
migration is performed as soon as a sufficiently powerful Wi-Fi signal is detected, even if the
signal received from the LTE eNB 102 is still sufficiently strong.

[00480] The UE 104 uses the default bearer to publish a de-Register() message via a
centrally located Publish/Subscribe Broker 1304. This same connection to a centrally located
Publish/Subscribe Broker 1304 is used by the UE 104 to exchange Service Inquiry/Service
Description messages with QueuingService 6602 instances. The UE 104 may select the first
Service Description message received, and publish the “start” message to the selected
QueuingService 6602 instance. The selected QueuingService 6602 instance subscribes to the
user 104 service topics contained in the “start” message, and begins queuing on behalf of the
UE 104 all packets received on these topics. Meanwhile, the UE 104 closes its connection to
the local Broker 1304, and detaches from the LTE network.

[00481] If the Wi-Fi AP 5602 signal is detected prior to the start of this migration use
case, or when the AP 5602 signal is detected after the UE 104 has detached from the LTE
network, the UE 104 accesses the Wi-Fi network at the target AP 5602, and makes a
connection to the centrally located Publish/Subscribe Broker 1304 serving the Wi-Fi network.
The UE 104 publishes a Register() message to the Wi-Fi WCP 6702, identifying the serving
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Wi-Fi AP 5602. The Wi-Fi WCP 6702 determines the IP address and port number of the
Publish/Subscribe Broker 1304 closest to the UE 104, and publishes the information in a
message uniquely subscribed-to by the UE 104.

[00482] When this information is received by the UE 104, the purpose-built
application software on the UE 104 opens a connection to this closest Publish/Subscribe
Broker 1304, and uses the connection to the centrally located Publish/Subscribe Broker 1304
to send the “end” message to the QueuingService 6602. While the QueuingService 6602 un-
subscribes from the user 104 service topics, and begins sending all queued packets back to
the UE 104, the software on the UE 104 uses its connection to the local Broker 1304 to re-
subscribe to its services topics. This action may cause new services packets to overlap the
arrival of the packets previously queued at the QueuingService 6602. Hence, the packets
received on the newly subscribed service topics are queued locally at the UE 104 until all the
packets queued at the QueuingService 6602 are received and processed at the UE 104. This
behavior ensures that the UE 104 processes all services packets in the order in which they
have been sent by the services.

[00483] Compared with Figs. 66-69, Fig. 70 shows an embodiment of a different
approach for providing a handover solution when users migrate between the access nodes of
the same wireless network, or of different wireless networks. For the sake of simplicity, Fig.
70 does not show the WCP 3902 or WCP 6702 entities depicted in Figs. 66-69, but those
skilled in the art will understand that these components are still present in this alternate
approach, and still have the task of providing to the user device 5604 the IP address and port
number of the closest broker 1304 to the location of the user device 5604. The following
paragraphs focus on the mechanics of this alternative approach to show how handover can be
achieved without loss of packets.

[00484] This alternative approach to packet recovery and delivery has the
QueuingService 6602 start queuing packets for a client topic as soon as the client subscribes
to the topic. Hence, this alternative approach may require more memory usage at the
QueuingService 6602 than does the approach shown in Figs. 66-69. The benefit, however, is
that there is likely to be no packet loss during a handover when using the approach shown in
Fig. 70.

[00485] Fig. 70 shows that the user device 5604 connects to a closest broker 1304. As
soon as the user device 5604 software determines that it will subscribe to receive service
packets from a particular service, and that the service packets must be delivered even when a

handover occurs, the user device 5604 exchanges Servicelnquiry/ServiceDescription
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messages to locate an instance of a QueuingService 6602. When an instance of a
QueuingService 6602 is selected by the user device 5604 software, that software publishes a
StartQueuingRequest message to the QueuingService 6602 instance. This message may
contain one or more topics that the user device 5604 software is using to receive the desired
application service packets. Upon receipt of the StartQueuingRequest message, the
QueuingService 6602 instance subscribes to the user topics to begin receiving and queuing
packets that are published by the application service being used by the user device 5604. The
user device 5604 software also subscribes to these topics, so it, too, receives and processes
the application service packets. Meanwhile, the QueuingService 6602 publishes a
StartQueuingAck message that is received by the associated user device 5604 client software.
This message contains a unique “replay topic” for every application service topic received in
the StartQueuingRequest message. The message is received by the user device 5604, and the
message contents are saved. Each packet that transits the network consisting of the brokers
1304 contains a sequence number. At the user device 5604, the last sequence number
received on a particular topic is saved by the device software.

[00486] At some point in time, the user may move to the RF coverage area of a
different wireless RF access node, perhaps in a different wireless network from the previous
wireless RF access node. With this approach to queuing service packets, it is not necessary
for the user device 5604 software to determine when a handover is about to take place. The
disconnection of the user device 5604 from the wireless RF access node can even be sudden,
as when the user moves from an outdoor environment to an indoor environment. The user
device 5604 software is made aware of the disconnection from the broker 1304 to which it
was formerly connected.

[00487] When the user device 5604 again accesses a wireless network through a
wireless RF access node, the procedure outlined in the paragraphs associated with Figs. 66-69
is followed to determine a (possibly) new closest broker 1304 instance, and the device
software now connects to this broker, and re-subscribes to the same topics subscribed to via
the previous broker 1304 connection. The user device 5604 software begins immediately to
receive application service packets from the applications being previously used. For each
topic being queued at the QueuingService 6602, the user device 5604 software compares the
sequence number in the first packet now received due to the re-subscription with the
sequence number of the last packet received from the previous subscription. If any sequence
numbers are missing, they represent packets sent by the application service, but not received

by the user device 5604, because the user device 5604 was in transition between two wireless
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RF access nodes, and not connected to either of them. The packets received due to the re-
subscription are queued at the user device 5604, and the user device 5604 software subscribes
to the replay topics previously received in the StartQueuingAck message, and publishes the
ReplayRequest message that is received by the QueuingService 6602. The message contains
the range of missing sequence numbers for each topic where missing packets are detected by
the user device 5604.

[00488] The QueuingService 6602 publishes the set of packets with the specified
sequence numbers to the replay topic originally assigned in the StartQueuingAck message.
The user device 5604 receives and processes the replay packets, meanwhile continuing to
queue application service packets that are received and which overlap the receipt of the
replay packets. Once the user device 5604 completes processing the replay packets for a
particular replay topic, it unsubscribes from the replay topic, and processes the corresponding
application service packets that it has queued, and thereafter processes the application service
packets in its normal fashion as they arrive over the connection to the broker 1304.
Meanwhile, the QueuingService 6602 continues to queue packets received on the topics
requested by the user device 5604, thereby allowing additional handover operations to occur,
wherein in each case, the user device 5604 does not lose any application service packets
while in transition between connections to wireless RF access nodes. The QueuingService
6602 maintains its subscriptions to the user device 5604 topics, and continues to queue
messages received on those topics, until the user device 5604 explicitly requests the queuing
to stop.

[00489] Those skilled in the art will understand that the specifics detailed herein depict
two embodiments that achieve the correct operation of the Queuing Service for the purpose of
avoiding packet loss during Handover, where the two embodiments depicted herein are not
meant to be limiting in any way, and that other procedure specifics may achieve the same

result.

Over-the-Air Data Rate Priority Based on Application Usage

[00490] Other teachings in this document show how to assign over-the-air priority to
LTE user devices based on a priority value contained in a database and assigned to the user
device, and hence, to the user. In some circumstances, it may be important to assign a priority
for access to the LTE air interface based not on who the user is (i.e., the user priority value
stored in a database), but based on the application currently being used by the user (i.e., the

application interacting with the user's mobile device and for which transfer of application
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data occurs over the air interface). In general, it is difficult to determine the application with
which a particular user is interacting. Traditional techniques involve using deep-packet
inspection to try to determine the application with which a particular data packet is
associated. Because applications are proprietary to the owners of the application, the
information contained in application data packets is not publicly available, so searching a
data packet for data patterns to use as keys to the associated application is difficult and may
be impossible. Furthermore, applications are continually updated, and the information carried
in application data packets is therefore prone to change over time. Hence, using deep-packet
inspection to determine the application associated with the data packet is not a fruitful
approach to use. However, when the application and the user device use the services of a
publish-subscribe broker network to convey application data packets, a simpler approach
becomes available to allow determination of the application being used by a particular user
device, and providing over-the-air data rate priority based on the application being used
becomes possible.

[00491] Fig. 71 shows the deployment of OptimizationServerang 308 elements at the
location of the eNB 102 elements of an LTE wireless network. Also shown is an
OptimizationServerpgw 304 which may be deployed close to the PGW element of the LTE
wireless network, on the packet data network side of the PGW. The publish-subscribe brokers
1304 run on each of the OptimizationServer hosts, and may also run on servers 124 located
elsewhere in the Internet. The publish-subscribe brokers 1304 are connected together into a
publish-subscribe broker network. End user devices and applications make use of the services
of the publish-subscribe broker network by connecting to one of the brokers 1304 in the
network. Fig. 71 shows a Medical Services application 7108 and a Food Services application
7110 connected to a broker 1304 that runs on server 124. Also shown at each of the
OptimizationServereng 308 elements is an Application Priority Service 7104 instance
connected to a broker 1304. User Equipment (UE) 104 connects over the LTE air interface at
the eNB 102 elements, and via teachings provided elsewhere in this document, are connected
via a re-directed bearer 312 to the broker 1304 instance that runs on the
OptimizationServereng 308 element that is associated with the serving eNB 102 element.
Because LTE operates via a scheduled air interface, the Scheduler 7112 program on the eNB
102 is responsible for granting air interface resources and access time to the UE 104
elements. Typically, access to the LTE air interface is granted by the Scheduler using
algorithms that ensure equal priority of access to all UE 104 elements. By provisioning the

eNB 102 to disable the application-based priority service, the equal access operational
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behavior may be continued even when the components are deployed that enable application-
based priority to be assigned to UE 104 elements.

[00492] As presented in teachings elsewhere in this document, application data packets
that traverse the publish-subscribe broker network between a UE 104 and a service-providing
application are routed by the brokers (publish-subscribe broker communications facilities)
1304 on the basis of a data element called a topic, rather than on the basis of an IP address, as
in traditional IP routed networks. A topic is an application-specific data item that is contained
in the packet, and which is unique to some aspect of behavior of the service-providing
application. Hence, a topic may be considered to be a representation of a specific
communications channel of a specific application. As each packet is received and routed by a
broker 1304 in the broker network, the topic must be retrieved from a well-known place in
the packet, and the topic must be used to determine the next routes over which the packet
must be sent. This is the typical behavior of the broker 1304 component.

[00493] To provide an application-based priority data service, the
OptimizationServereng 308 elements associated with the eNB 102 elements are provisioned
with a list of topics that are used by high priority service-providing applications. For
example, the list may contain the topics used by the Medical Service 7108 application, but
may not contain the topics used by the Food Service 7110 application. The list may be kept in
an Application Priority Data software component, APD 7102. Each topic stored in the APD
7102 may also have an associated priority value, which may be any value as determined by
the designers of the application-based over-the-air priority service. The contents of the
information in the APD 7102 may be provisioned by a management system or may be
updated dynamically. As each packet is sent by a UE 104, say UE_1 in Fig. 71, the topic is
retrieved by the broker 1304 at the OptimizationServereng 308 element, and while still using
the topic to determine the next route(s) for the packet, the broker 1304 may determine
whether the topic is contained in the local APD 7102. If it is not, the packet is routed as usual
by the broker 1304 with no further actions taken. However, if the topic is contained in the
APD 7102, the associated priority value is retrieved by the broker 1304, and the UE 104 IP
address and the priority assigned to the topic are passed to the Application Priority Service
7104 that is collocated with the broker 1304. The broker 1304 routes the packet as usual.

[00494] The Application Priority Service 7104 may determine via its local data
whether the priority now received for the UE 104 IP address is higher than is currently
assigned to the UE 104 due to its interactions with other application services. If it is not,

nothing further needs to be done by the Application Priority Service 7104 for this interaction.
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However, if the currently received priority value for the UE 104 is higher than the priority
currently assigned to the UE 104 IP address, an interaction with the Scheduler 7112 via a
purpose-built interface is used by the Application Priority Service 7104 to convey the UE 104
priority for air interface access. If there is no currently assigned priority value for the UE 104
in the Application Priority Service 7104 local data, then an interaction with the WCP 3902
may be required to map the UE 104 IP address to the C-RNTI value by which the UE is
known at the eNB 102 Scheduler 7112. When over-the-air priority is turned ON at the eNB
102, the Scheduler 7112 may assign the same default priority value to all UE 104 entities that
access the LTE eNB 102, unless instructed to do otherwise via an interaction with the
Application Priority Service 7104. The Scheduler 7112 uses the priority value assigned to a
UE 104 (via its associated C-RNTI value) to grant it access to the LTE air interface,
providing the UE 104 having higher priority access to the LTE air interface and air interface
resources before such access is granted to a UE 104 having a lower priority for access. To
restore a UE 104 to the default priority value, the Application Priority Service 7104 may use
a timer to determine when the UE 104 interaction with the high priority service application
ceases. The Application Priority Service 7104 may send a message to the Scheduler 7112 to
effect the lowering of the UE 104 priority for over-the-air access.

[00495] In view of Fig. 71, those skilled in the art will understand that similar
behaviors to the ones described in the above paragraph can be implemented to use downlink
packets being sent from the service application to the UE 104. The broker 104 must again use
the topic carried in the downlink packet to determine that it needs to be routed to the UE 104
instance, and the UE 104 IP address is also available to the broker 1304. Hence, uplink
communications, downlink communications, or both may be used to determine the
application-based priority to assign to a UE 104 device. Furthermore, it will be evident to
those skilled in the art that because only the topics used by high priority applications need to
be provisioned into the APD 7102, that a relatively small number of topics needs to be stored.

[00496] Furthermore, it will be evident to those skilled in the art that the application-
based air interface priority service embodiment described in the above paragraphs is
applicable not only to an LTE wireless network, but to any wireless network in which access
to the network air interface is based on a scheduling operation. The purpose-built interface
between the Scheduling component in the wireless network access node and the Application
Priority Service 7104 application is required. The components shown in Fig. 71 may thus be
associated with the RF access nodes of another type of wireless network, such as Wi-Fi

wireless networks. For a Wi-Fi network, the OptimizationServerens 308 of Fig. 71 becomes
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the OptServer 5702, while the OptimizationServerpgw 304 of Fig. 71 becomes the OptServer
5704, and the eNB 102 becomes the Wi-Fi AP 5602. Other mappings of the elements shown
in Fig. 71 to other types of wireless networks having scheduled air interfaces may also be

made.

Creating a Secure and Efficient Solution to the Network Utilization Problem Caused
by IoT Systems

[00497] The Internet of Things (IoT) is the term given to a group of devices and
applications interconnected by a network that is designed to handle the data communications
needs of a large number (i.e., sometimes billions) of devices. The devices may incorporate
sensors and the applications may include those for performing monitoring and control
functions for a large set of distributed sensors. A typical [oT system 7200 with distributed
sensors may look like the one shown in Fig. 72.

[00498] In Fig. 72, the number N of sensors (shown as 7202A-N) may be very large,
including up to tens of thousands, millions, or billions of sensors. Such a distributed sensor
system generates critical networking problems for the network 7206 through which the
sensors communicate their data to the smaller number of program applications 7208, 7210,
7212, and 7214 that process their data and that maintain the correct operation of the sensors
7202 A-N. Problems may also arise for the host computers that run the applications that
receive sensor data and that manage the set of sensors. Fig. 72 shows a management
application 7208 that may need to communicate with the large number of sensors 7202A-N to
provision them with operational parameters, or to collect performance information that is sent
periodically by each sensor. The large number of sensors 7202A-N may also need to send the
data that they collect to, for example, a sensor data processing application 7210. Meanwhile,
each of the large number of sensors 7202A-N need to communicate periodic messages to a
monitoring application 7212 that informs the overall system that each sensor is still in
operation. The period of these monitoring messages may be short if it is important to detect
quickly the failure of any sensor.

[00499] The distributed sensor system 7200 shown in Fig. 72 may have various
shortcomings. Although the following description deals with the sending of sensor data from
distributed sensors, the problems may be replicated in other communication aspects as well,
such as those previously described. In the example system of Fig. 72, all of the sensors
7202 A-N must send their data to the sensor data processing application 7210. One way to

accomplish this is to have each sensor send the data on a traditional socket connection to the
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sensor data processing application 7210. Such a socket connection can be made secure, which
is a key requirement for many distributed sensor systems. With a large number of sensors in
operation, this means that the computer that hosts the sensor data processing application 7210
may need to keep open tens of thousands, or even millions, of socket connections. This
approach means that the host of the sensor data processing application 7210 must implement
an expensive and potentially unsupportable networking arrangement.

[00500] To avoid this issue, a distributed sensor system may resort to using multicast
IP networking. In this arrangement, all the components join a multicast group, using a
multicast IP address. In this case, the sensor data processing application 7210 joins a
multicast group to which all the sensors 7202A-N are joined to send their data. This
arrangement reduces to one the number of sockets that need to be opened by the sensor data
processing application 7210. However, it is difficult to provide security on data transmissions
that involve using the mechanics of multicast [P networking. Moreover, the impact on the
network 7206 carrying the sensor data is severe and may not be supportable. Whenever a
sensor 7202A sends its data on the multicast group IP address, the network carries the data
not only to the sensor data processing application 7210 that is the target of the message, but
also to each of the other sensors 7202B-N that are likewise joined to that multicast IP
address. Every message sent by any one sensor 7202A is therefore carried by the network to
tens of thousands, or to millions, of other destinations that are not interested in processing
that data. When a large number of sensors send their data nearly concurrently, the network
7206 may easily become overloaded. At the very least, the network is busy carrying packets
unnecessarily to endpoints that do not need to process the messages. The issue highlighted
here may be important for distributed loT systems that involve a large number of sensors. For
example, if one million sensors each send one packet through a network using multicast [P
networking, each such packet is carried to all one million sensors as well as to the smaller
number of applications that actually need to receive that data. For one million messages sent
by the sensors, the network carries the messages to 10712 destinations.

[00501] This description illustrates that using traditional IP networking to handle the
communications needs of distributed [oT systems involving large numbers of sensors may
prove to be too expensive and may perform poorly. Therefore, a solution is needed to
overcome these issues, such as by using an enhanced version of publish-subscribe

networking.

Publish-Subscribe Networking
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[00502] As previously described herein, in a publish-subscribe (P-S) real-time network, an
application called a broker performs routing functions. In an extension to this idea, the
brokers can be made to provide security functions as well. An example of a simple publish-
subscribe broker network 7300 is shown in Fig. 73, and includes a plurality of brokers, each
hosted by a host.

[00503] Fig. 73 shows that a plurality of user devices 7306A-D and an application, such as a
TV service application 7308, do not connect directly to each other, as they would in
traditional IP networking. Instead, each entity connects to its closest publish-subscribe broker
7302A-C, which may be determined by software that runs on each device or host 7304A-C,
plus a service that is installed in the network at a well-known address to provide such
information.

[00504] The routing of packets between a user device 7306A and an application, such as TV
service application 7308, may be accomplished by routing the packets through the publish-
subscribe broker network 7300 rather than directly through the IP routers that traditionally
provide this function (although IP routers are used to carry the traffic exchanged between
brokers, and are used to carry packets between a broker and the devices and applications
connected to it). Because the traditional direct connection of a device 7306A to an application
7308 does not occur in this approach, IP addresses are not used by the brokers 7302A-C to
perform routing. Instead, a communications channel set up by an application is given a name,
and routing through the broker network is performed on the basis of the name. The removal
of the direct connection between client and server, and the removal of the IP address as the
basis for routing, enables the publish-subscribe broker network to provide security and other
services that are difficult or impossible to provide using traditional IP networking.

[00505] As an example of the routing, suppose a packet is sent (e.g., published on a named
channel) by the TV service application 7308, and is received by device 7306D connected to
broker 7302B (i.e., because device 7306D has previously subscribed to the name of the
channel on which the message is published). The path of the packet is from the TV service
application 7308 to broker 7302C, then from broker 7302C to broker 7302B, and then from
broker 7302B to device 7306D. If device 7306B and device 7306A are also subscribed to the
named channel used by the TV service application 7308, the messages are routed not only in
the manner noted for delivery to device 7306D, but also concurrently from broker 7302C to
broker 7302A, and then to device 7306B and to device 7306A. Hence, the TV service
application 7308 has sent one packet, but the publish-subscribe broker network has delivered

the packet to multiple endpoints 7306A, 7306B, and 7306D. Such a channel may be referred
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to as a multi-party channel. The routing decisions are based on the name of the
communications channel that is included in the packet. The communications between broker
7302C and broker 7302B, and from broker 7302C to broker 7302A, may use TCP, and are
carried by an underlying IP routed network. Other protocols may also be used to interconnect
the brokers 7302A-C, such as UDP. Further, other protocols, such as UDP, may be used to
carry communications between a device 7306A-D or application 7308 and a broker 7302A-C.
Thus, the traditional IP routed network transports the packets between brokers 7302A-C, and
the publish-subscribe broker network 7300 becomes a routing overlay network atop the
traditional IP routed network.

[00506] Because all traffic in the publish-subscribe network flows through the brokers
7302A-C, each broker has the ability to act as a guardian of the publish-subscribe broker
network to provide security services as well as the routing service. This guardian aspect is an

extension of the concept of publish-subscribe networking.

User Authentication, Access Control, and Security

[00507] As described, an extension to publish-subscribe networking solutions may include
adding a guardian function to the broker. A part of the guardian functionality may be to
provide an authentication function before allowing a user to maintain a connection to the
broker, and therefore be able to send and receive messages via the publish-subscribe broker
network. For instance, a device or application may be authenticated by an X.509 certificate.
Certificates contain identification information about the device or application, as well as
specific rights associated with the device (i.e., a User) or an application. PKI (Public Key
Infrastructure) requires each certificate to be signed by a valid CA (Certificate Authority)
certificate as well as adhere to a set expiration date. Each certificate has a unique ID
attributed to it that may be used as the main identifier of the user, but additional identifying
attributes may be added to the certificate.

[00508] When a user device or application attempts to gain access to a broker, the user device
or application may connect to the broker, and establish a secure connection, where the user or
application identity is authenticated via a secure handshake. The handshake may be, or may
be analogous to, a TLS (Transport Layer Security) handshake. In this handshake, each end of
the connection authenticates the other end of the connection. Hence, the broker authenticates
the user device or application, and the user device or application authenticates the broker.
[00509] In addition to the authentication procedure noted above, the broker may generate a

challenge that is sent to the user device or application. The challenge may be to provide a
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password, or other secret knowledge, or, it may be more sophisticated, such as requiring a
finger print or a voice print, etc. If the user device or application does not respond with the
correct information, the user device or application may be disconnected from the broker, and
thus from the publish-subscribe broker network.

[00510] The publish-subscribe broker network may support not only Point-to-Point-Secure
(PTPS) communications channels, but also may support one-to-many, many-to-one, and
many-to-many secure communications channels. For this type of secure communications, as
well as for the PTPS communications, the publish-subscribe broker network may include
extended capabilities wherein the brokers may be aware of the channels that have been made
secure. For example, the brokers may be programmed to recognize a particular structure in
the channel name as being a channel that has security (e.g., <identifier of first
endpoint>/<security Tag>/<identifier of second endpoint>). The brokers may act as guardians
for secured channels and may only allow an endpoint to send a message over the secure
channel if the sender has authorized send rights for that particular secure communications
channel. Furthermore, a broker delivers a message from a secure communications channel to
an endpoint only if the endpoint has authenticated receive rights for that secure
communications channel. Lastly, for a one-to-one (e.g., a PTPS channel), one-to-many,
many-to-one, or many-to-many secure communications channel, each message may have
attached to it a signature from the sender of the message. The signature may be used by a
receiving entity to validate that the received message actually was sent by an endpoint that is
authorized to send on the secure channel. In an extension to P-S networking, the publish-
subscribe broker network may also provide to a network management system (NMS) the
identity of any unauthorized endpoint that attempts to send a message, or multiple messages,
on a secured communications channel. The broker to which the entity is connected may
determine that the endpoint is not authorized to send on the communications channel, and
may forward the endpoint certificate to the NMS. The certificate identifies the endpoint.
[00511] Each publish-subscribe broker in the publish-subscribe broker network may have
clients (e.g., user devices or applications) connected to it, these entities being the ones that
communicate through the publish-subscribe broker network. There may be channel names
that have been provisioned into each broker, or there may also be channel names with a
specific structure (e.g., <Namel>/<Name2>) provisioned into, or hard-coded into, the
brokers, which ought not to have packets sent on the channel in quick succession by any one
client. Part of the broker guardianship may therefore be to detect attempts on the part of

clients to generate a Denial of Service (DoS) attack by attempting to send in rapid succession
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packets on these channel names, which may not be secure channels. When such DoS attacks
are detected, the broker may drop the packets, thereby not allowing them to be carried
through the publish-subscribe broker network, may disconnect the client from the network,
may report the client identity to the Network Management System, or perform all of these

actions to prevent possible Denial of Service attacks.

A Partial Solution Provided by Using Publish-Subscribe Networking

[00512] With this understanding about how a publish-subscribe broker network operates, it
may be shown how the publish-subscribe networking capabilities may be used to solve, at
least in part, the [oT networking issues mentioned herein. In Fig. 72, consider that the
“network” 7206 in the figure is a publish-subscribe broker network. Hence, each sensor and
each management and control application connect to a broker. Sensors do not connect
directly to any other application.

[00513] Consider again the communications issue mentioned herein in regard to networking,
wherein each of tens of thousands, or millions, of sensors sends its data to a single endpoint,
e.g., to the Sensor Data Processing application 7210. The Sensor Data Processing application
7210 connects to the closest broker using, for example, a TCP socket connection. This is the
only socket connection required by the Sensor Data Processing application to receive data
transported via the publish-subscribe broker network on multiple named channels. Because
each message sent into and through the publish-subscribe broker network contains the name
of the channel pertaining to the message, it means that one socket connection to a broker can
support communications involving a multiplicity of named channels.

[00514] In this example, the Sensor Data Processing application 7210 subscribes to a named
channel that will also be used by each sensor 7202A-N to send, i.e., to publish, its data. When
each sensor 7202A-N in Fig. 72 sends its data, it is carried by the publish-subscribe broker
network to the Sensor Data Processing application 7210, which is subscribed to the sensor
sending channel. If no other endpoints are subscribed to the channel on which the sensors
send their data, the sensor data packet travels from the sending sensor 7202A to the Sensor
Data Processing application 7210. The packets are not sent to any other endpoint. Hence, it
may be seen that the transmission is similar in effect to having a simple socket connection
between the sending sensor and the Sensor Data Processing application. The use of a publish-
subscribe broker network therefore solves the issues related to use of a traditional Multicast
IP networking scheme. The Sensor Data Processing application uses only one socket to

communicate with all of the sensors, no matter how many sensors there are. Meanwhile, the
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publish-subscribe broker network is used efficiently, because the sensor messages are carried
only to the endpoint that needs to process the sensor data and are not carried to the large
number of sensors involved in the distributed sensor application, as would be the case if
traditional Multicast IP networking were used.

[00515] By applying the same ideas to the other aspects of handling data transmission in a
distributed sensor application involving a large number of sensors, it may be seen that the
issues that present themselves when using traditional IP networking are resolved as well. For
example, the sensors may each subscribe to receive messages on a channel name that is used
for provisioning the sensors. The Network Management System may publish provisioning
data messages on that channel name. The publish-subscribe broker network carries the
provisioning data message to each sensor that is subscribed to the provisioning channel name
and does not carry the provisioning message to any endpoint not subscribed to the
provisioning channel name. Again, each endpoint may have only one socket connection to
the publish-subscribe broker network, and the publish-subscribe broker network carries
messages published on a particular named channel only to endpoints interested in receiving
the messages, and therefore, are subscribed to the named channel.

[00516] While the use of the publish-subscribe broker networking seems to solve the
networking issues, the solution may be further improved. For one, the messages sent on the
“multi-party” named channels are not secure. For another, a disruptive entity may deploy a
large number of Rogue programs on hosts connected to the publish-subscribe broker network,
may learn the names of the channels used in the distributed sensor application, and may
subscribe or publish on those channel names. In the case where the Rogue applications
subscribe to the channel names, the network may become overloaded in carrying a large
number of messages to unintended endpoints. In the case where the Rogue applications
publish on the named channels, a Denial of Service attack may be mounted on the
components of the distributed sensor application. Further improvements may be realized by
using security guardian functions that are introduced to the publish-subscribe broker

networking system.

An Improved Solution Provided by the APN Secure Multi-Party Channel Publish-Subscribe
Networking

[00517] While a Point-to-Point-Secure (PTPS) communications channel may be established
by having the two involved endpoints communicate with each other to establish the secure

channel, this approach is not possible for a multi-party communications channel. To make a
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multi-party communications channel secure requires that a security management entity be
involved when each party initially sets up to participate in the channel communications. This
security management entity may be referred to as a Key Management Center (KMC) 7402 (as
shown in Fig. 74), because one of its functions is to distribute in a secure manner the secret
keys that are required to encrypt the messages published on the now secure channel, or to
decrypt the messages received on the now secure channel.

[00518] One entity, for example, the TV service application shown in Fig. 74, may be
assigned to be the manager of the secure multi-party communications channels. When the TV
service application 7308 initializes, it may register with the KMC 7402 the channel names it
will use, providing such information as what security parameters (e.g., type of encryption
key) to use to generate the secret key used for the channel, which endpoints may be receivers
on the channel (e.g., have subscribe rights on the channel), which endpoints may be senders
on the channel (e.g., have publish rights on the channel), and the like. The multi-party
channel may be referred to as a secure channel. The device software of each entity that
connects to the publish-subscribe broker network may be made to interact with the network
broker in a way that implements a complete solution to the multi-party secure channel set-up.
The broker may play a key role in ensuring that only authorized endpoints are able to send
and receive on a secure multi-party channel.

[00519] When a channel has been registered as a secure channel, such registration may be
conveyed by the KMC 7402 to the network brokers 7302A-C. Thereafter a special many-to-
many secure channel may have been set up in the publish-subscribe broker network when the
network is started, where each broker is made an authorized receiver on this channel, and
each KMC element is made an authorized sender on the secure channel. Once the brokers are
made aware of a secure channel, if an endpoint publishes a message on the secure channel
and does not present a token that proves it is authorized to send on the secure channel, the
send attempt may be rejected by the broker that first receives the message, and the message
does not enter the publish-subscribe broker network. When such an event occurs, the device
software may interact with the KMC 7402 using a PTPS connection to receive a token that
provides this authorization. If the endpoint (for example, via the information in its certificate)
is one of the entities authorized during the secure channel registration process as an endpoint
with publish rights on the channel, the KMC 7402 may return a suitable token to the device,
plus the secret key required to encrypt data to be sent on the channel. A subsequent attempt to

publish the message results in the message being encrypted, and the message then being
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accepted and carried by the publish-subscribe broker network to all endpoints authorized to
receive on the secure channel.

[00520] Likewise, if an endpoint attempts to send a subscribe message to a broker for a
secure channel to register its intent to receive on the channel, and does not also present a
token proving that it has subscribe rights for the secure channel, the subscribe message will
be rejected by the broker that initially receives the subscribe message, and the endpoint is
therefore not able to receive messages on this channel. The device software may then attempt
to interact with the KMC 7402 using a PTPS connection to obtain the required token. If the
endpoint is one of those specified in the secure channel registration process as having
subscribe rights, the appropriate token is returned to the endpoint, along with the secret key to
use in decrypting messages that are received on the channel. In a subsequent subscribe
attempt, the token is now included in the request, and the Subscription is accepted by the
publish-subscribe broker network. The endpoint is now able to receive and decrypt messages
that have been sent on the secure channel.

[00521] It may now be seen that the further improvements involving the use of a publish-
subscribe broker network resolve the network congestion and host overload problems that
may accompany loT systems involving a large number of sensors. The multi-party channels
used by the distributed IoT system may now be made secure, where messages sent on the
channel are encrypted and signed to provide the basic and essential Confidentiality,
Authentication, Message Integrity, and Non-Repudiation features required of any complete
security scheme. Moreover, a Rogue application can no longer send or receive on the
distributed IoT system secure channels, because the KMC 7402 will not provide the required
tokens to an unauthorized entity, and as part of their guardian role, the brokers will not allow
an unauthorized entity to send or receive on a secure channel.

[00522] In those cases where there is only one entity allowed to receive the messages sent on
a secure channel, the administrating application that manages the registration of the secure
channels may specify only one entity with subscribe rights and may specify other known
participants in the distributed application to have publish rights. As described herein, the
Sensor Data Processing application may provide a registration specification wherein only the
sensors are able to send on the associated secure channel, and only the Sensor Data
Processing application may receive on the secure channel. It may now be seen that the sensor
data packets are carried by the publish-subscribe broker network to only one possible
destination, thereby generating the most efficient use of the network. No other entity, even if

it is part of the distributed IoT system, is able to subscribe and receive messages on that
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secure channel. It may also be seen that Rogue applications are unable to interject themselves
in any way in the behavior and operation of the communications using the secure channels.
All the issues presented herein with respect to the operation of a distributed IoT system

involving a large number of sensors may be seen to be resolved.

The Publish-Subscribe Broker Network as an Overlay Network

[00523] Fig. 73 shows an example of a Publish-Subscribe (P/S) Broker network. The P/S
Broker network may consist of a single Broker, or it may consist of a large number of
Brokers that cover any geographical area, and which handle any number of connected
endpoints. The Brokers 7302A, 7302B, and 7302C in Fig. 73 are shown interconnected into
the P/S Broker network. The interconnections may be TCP connections, or may use UDP
sockets to provide the communications between Brokers. The interconnection pattern may be
unconstrained. As shown in Fig. 73, devices 7306A-D each connect to one of the Brokers in
the P/S Broker network, where typically, the Broker to which they connect is the one closest
to their physical location. Servers (including server applications/programs), too, may connect
to a Broker in the P/S Broker network, as shown by the TV Service 7308. It is also possible
that servers may not be connected directly to the P/S Broker network, and yet, still be
reachable by the devices that are accessed to the P/S Broker network. This configuration is
shown in Fig. 75, where a Proxy application 7504 is connected to Broker 7302A in the P/S
Broker network, and which is able to communicate, on behalf of a client application that is
connected to the P/S Broker network, with the server program 7502 that is not directly
connected to the P/S Broker network. The connection of each device and of each server to the
P/S Broker network may be a single TCP connection, or a UDP socket. A single connection
suffices to enable an entity (e.g., a device or a server) to communicate via the P/S Broker
network over any number of communications channels carried via the network, and with any
number of other devices and server applications reachable from the network. As noted herein,
the fact that devices no longer connect directly to applications and to other devices, but
instead connect to a Broker in the P/S Broker network, enables the implementation of
important network communications and security features. Many of these aspects have been
presented previously herein. Additional capabilities exist as described below.

[00524] 1t has already been mentioned that the interconnection of the Brokers in the P/S
Broker network implies some form of underlying transport network that carries the messages
between the Brokers. This underlying transport network may be composed of different

elements, including IP routers, an MPLS network, a microwave or other radio network, or
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any network capable of carrying IP packets between a source and a destination. Meanwhile,
the Brokers in the P/S Broker network perform routing of messages as well. In this case, the
P/S Brokers route the messages between the source of the messages and the destination, or
destinations, that are authorized to receive the messages. The underlying transport network is
used to transport the messages between the Brokers in the P/S Broker network as well as
between the Brokers and connecting entities (or endpoints). Hence, the Brokers in the P/S
Broker network overlay the transport network that provides transport between the Brokers. If
the transport network is a set of IP routers in the Internet, then the P/S Broker network
overlays the Internet. If the transport network is a set of IP routers in an LTE network, or a
5G network, or a WiFi network, then the P/S Broker network overlays the LTE network, the
5G network, or the WiFi network, as the case may be. The same statements apply if the
underlying transport network is an MPLS network or any other type of IP transport network.
In fact, if some of the transport is in the Internet carrying messages to and from Brokers that
run on Internet hosts, while other parts of the transport are in an L'TE or other network to
carry messages to and from Brokers that run on hosts associated with the other network, the
P/S Broker network overlays all of these networks. When multiple networks are overlaid in
this manner, the P/S Broker network may serve as a means of integrating these diverse
networks.

[00525] Hacking is a persistent problem in IP networking. Typically, a hacker may intercept
packets flowing through the Internet, or through any IP network, and determine from those
packets the source and destination [P addresses of the entities involved in the
communications. Hackers may use this address information to attack one endpoint, or the
other. For example, the hacker may mount a Denial of Service (DoS) attack against a server
by flooding the IP network with a massive number of packets directed at the server IP address
and the port number used by the server program. This attack may be mounted even if the
connection between the authorized user device and the server program is made secure. In this
case, the DoS packets may not be properly encrypted, and hence may be dropped at the
destination. Yet, the attack may still be carried out to interfere with the server operation and
to flood the IP network with malicious traffic. As explained elsewhere herein, with a P/S
Broker network, a sender that is unauthorized to send on a secure channel will be unable to
send packets through the P/S network on that channel. Hence, DoS attacks are more difficult
to mount when the client devices and the server programs are connected to a P/S Broker
network as described herein. An additional point highlights the added protection against

hacking provided by the P/S Broker overlay network described herein. Hackers may find it
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difficult to discover the endpoints that communicate with each other via the P/S Broker
network, because the IP address and port number of the true source of a packet (e.g., from a
publishing endpoint) and the IP address and port number of the true destination of a packet
(e.g., to a subscribing endpoint) are never in the same packet.

[00526] Fig. 73 shows a multi-party communication wherein the TV Service 7308 may send a
packet stream for the video on one channel (i.e., using a specific channel name), and sends
another packet stream for the audio on another channel name. Recalling that each connection
in Fig. 73 is a single TCP connection, the path of the packet may be followed between the
source, e.g., the TV Service 7308, and a destination, e.g., the device 7306A. The packet sent
from source TV Service 7308 has the IP address of the TV Service 7308 host, while the
destination IP address in the packet is that of Broker 7302C. The true destination IP address
of device 73006A is not in this packet. The channel name is used to route the packet. Broker
7302C sends the packet to Broker 7302A. The source address in this packet is that of Broker
7302C, while the destination address is that of Broker 7302A. Neither the true source
address, nor the true destination address, is in this packet. Finally, Broker 7302A sends the
packet to destination device 7306A. The source address in this packet is that of Broker
7302A, while the destination address is that of device 7306A. The IP address of the true
source of the message, namely, of the TV service 7308, is not in this packet. These statements
apply as well to delivery of messages to the other parties in this multi-party service.
Likewise, per Fig. 75, the same situation applies to a point-to-point communication that is
carried via the P/S Broker overlay network between, say, device 7306B and Service
Application 7506. The true source IP address and the true destination IP address are never in
the same packet. Thus, when the P/S Broker overlay network is used, it is more difficult for a
hacker to determine who is communicating with whom. It is thus more difficult for a hacker
to try to mount a DoS attack on the endpoints.

[00527] Another foundational advantage of using a P/S Broker overlay network is the
characteristic that entities that connect only to the P/S Broker overlay network are not
accessible via the general Internet, and are thus hidden from hackers who may operate over
the Internet to launch their attacks. Fig. 75 may be used to illustrate this concept. Server
Application 7506 connects to P/S Broker 7302B, and has no connection to any other network.
It may be reachable, therefore, only via the named communications channel, or channels, to
which it is subscribed via the P/S Broker network. Server Application 7506 has no IP address
and port number appearance on the Internet, and therefore, a hacker is unable to connect to

Server Application 7506 unless the hacker is able to acquire the secret knowledge required to
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connect to the P/S Broker network. Typically, the required secret knowledge may be
embedded in device software (e.g., software on a device of an endpoint), and is not known by
the user, and therefore, cannot be revealed in a phishing attack. Thus, not only is Service
Application 7506 protected against DoS attacks launched via the Internet, but the success of
phishing attacks on users is also mitigated. Suppose that through a phishing attack, a bad
actor is able to steal the credentials of a user having device 7306C in Fig. 75. Suppose further
that the credentials are for communicating with Server Application 7506. Unless the hacker
with the stolen credentials is able to access the P/S Broker overlay network, the hacker is
unable to locate and connect to Server Application 7506, and is thus unable to take advantage
of the stolen user credentials.

[00528] The protections described above may also be made to apply to a server application
that is not directly connected to the P/S Broker overlay network, as well as to a server
application that is hosted on a set of distributed host machines to achieve load sharing and/or
additional reliability (e.g., a distributed database server). Fig. 75 illustrates the case of a
single Server Application 7502 that is not connected to the P/S Broker network, while Fig. 76
illustrates the case of a set of distributed host machines, 7602A, ..., 7602N that offer the
particular Application Service 7602. In practical situations, the distributed servers may be
administered by a cloud provider, and therefore may not be connected to the P/S Broker
network. A server from among the distributed set of servers may be reached by a client
application by, for example, having a URL (universal resource locator) value translated into
the IP address of one of the distributed set of servers, perhaps using a round-robin distribution
of addresses to effect load-sharing. Typically, each of the distributed host machines 7602A-N
has an IP address that is accessible via the Internet, and thus is susceptible to the DoS and
phishing attacks discussed previously. To provide protections against these attacks, the single
Server Application 7502 may only have an IP address on a private network, i.e., by ensuring
that IP network 7506 is a Private IP network. Server Application 7502 is thus hidden from
general Internet access. In this case, it may be arranged that the Proxy Application 7504 also
has an IP address on Private IP network 7506. In this case, a client device connected to the
P/S Broker overlay network is able to connect to the Proxy Application 7504, and via the
Proxy Application 7504 to Server Application 7502. If the only entities on the Private IP
network 7506 are the Server Application 7502 and the Proxy Application 7504, then the only
way to access Service Application 7502 is via the P/S Broker overlay network. In a similar
manner, as shown in Fig. 76, each of the set of distributed host machines that host the

distributed Service Application 7602 has an IP address on Private IP network 7604. This
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arrangement isolates the distributed set of servers from general Internet access. Meanwhile,
because the Proxy Application 7504 also has an IP address on Private IP network 7604, it is
able to access any of the distributed Server Application instances on behalf of a client device
that is accessed to the P/S Broker overlay network.

[00529] As previously mentioned, device software and a service application may be used to
provide the device software with the IP address and port number of the P/S Broker that is
closest to the geographical location of the device. The device software may then connect the
device to this closest P/S Broker to gain access to the P/S Broker overlay network and receive
the handover and security services that may be provided. This paragraph extends the concept
of receiving the closest Broker address to achieve resiliency in the case of a DoS attack
launched on the P/S Broker network, or in the case where a P/S Broker is taken out of service
by the Network Management System. Instead of delivering the IP address and port number of
the P/S Broker that is closest to a querying device, a set of P/S Broker addresses and port
numbers may be delivered to the device. The set may include the address information for the
closest P/S Broker, for the second closest, etc. Meanwhile, the P/S Broker may be capable of
determining when it has come under a DoS attack by, for example, monitoring the number of
connect attempts per unit time that fail the challenge posed by the P/S Broker. Also, the P/S
Broker is certainly able to determine when it is being taken out of service by the Network
Management System. If a DoS attack is under way, the P/S Broker may send a message to
inform the Network Management System of the attack, and thereafter may terminate its
operation. A similar action may be implemented when the P/S Broker is taken out of service.
From the device perspective, its connection to the P/S Broker will have been broken, so it
appears in a similar way that a handover situation appears. In this case, however, the device
still has access via a wireless or other connection to a transport network, and can use the
stored IP address and port information for the multiplicity of P/S Brokers received during its
last successful connection to re-connect to another P/S Broker.

[00530] As part of continued operation when disconnected from a first P/S Broker, and
connecting to a second P/S Broker, any messages sent to the device, but not received during
the transition to the new connection may be recovered. Either of the message recovery
solutions described herein (such as involving a queuing service), or any similar solution, may
be used by the device software to recover these missed packets.

[00531] As previously discussed with respect to Figs. 73 and 74, an application connected to
the P/S Broker network may interact with a Key Management Center (KMC) 7402 to set up

the secure channels used in the TV delivery service shown in Fig. 73. The concept may be
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extended such that any multi-party service that uses the P/S Broker overlay network may
have its communications channels set up and managed in real-time by an application that is
connected to the P/S Broker overlay network. A service may be given a name by the
communications management application. The name may be arbitrary, but it should be
unique among the multi-party service names set up on the P/S Broker overlay network. For
example, the name may be “CorporationX Learning Service,” or
“LearningService/228.5.6.7,” or any other name. Note that while a multicast IP address may
appear in the name as shown here, multicast [P addressing is not used in the multi-party
communications carried through the P/S Broker network. The communications management
application may subscribe to a topic that is, or includes, the service name, and may thus
provide the way that client applications that wish to join this multi-party service
communicate with the communications management application for the named multi-party
service. The communications management application may return to a requesting entity the
unique names of the channels that are used in the multi-party service.

[00532] The behavior described above illustrates what may happen when a multi-party
service is unsecure, and where there is no restriction on the entities that may join the named
service. However, the communications management application can interact with the KMC
7402 to make secure all the communications channels used in the named service. The
communications management application may have a list of entities that are allowed to join
the named service, or a list of entities that are barred from joining the named service. In
addition, the communications management application can set whether or not any entity other
than itself may be allowed to send on any of the channels used in the named service. This
capability may be used effectively in the TV service example shown in Fig. 73. Only the TV
service delivery application may send on the communications channels used in the service.
No participating entities will be able to send on those channels, and no rogue entity will be
able to send on those channels, even if the rogue entity knows the names of the
communications channels. Further, the communications management application can decide,
for each channel used in the named service, which entities are allowed to send, and which are
allowed to receive on the channel. Any other participant in the named service will be unable
to send or receive on the channel. Likewise, a rogue entity is unable to send on, or receive on,
the channel. This behavior of the P/S Broker network solves a problem that exists when
multicast [P addresses are used to provide multi-party services, namely, the rogue program
can join the multicast IP address, and flood the network with a DoS attack by sending packets

on the multicast [P address. The rogue is also able to receive messages sent on the multicast
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IP address by other participating entities. These behaviors are not possible when the
mechanics outlined here are used to offer the service securely over the P/S Broker network.
Further still, the communications management application may be able change in real-time
the set of entities allowed to send on a secure channel, or receive on a secure channel, and
also to set when the cipher keys used in the service will expire. The KMC 7402 may have a
method for redistributing cipher keys, so no communications disruptions occur during the
time when the old keys expire, and the new keys take effect. Also, the communications
management application may interact with the Queuing service that is used to replay
messages that are missed when a participating entity first disconnects, and then reconnects to
the P/S Broker network, as in a handover scenario. These interactions may set the pacing
value to use when replaying messages that have been missed by an endpoint, or set a limit on
the number of packets queued, or set a time duration for queued messages, as required by the
particular multi-party service. For example, for a multi-party voice communications service, a
reconnecting entity may not want to hear more than 30 seconds of missed messages, to make
it easier to catch up to the real-time conversation after the entity reconnects to the P/S Broker
overlay network. These and other communications management capabilities can be provided
for multi-party services using the concept of a communications management application and
the P/S Broker network. There is no equivalent concept of communications channel
management available when traditional IP networking is used, as for example, when
multicast [P networking is used.

[00533] In the P/S Broker overlay network, it may be seen that each endpoint that uses the
P/S Broker network, be it an entity such as a user device or a server application, connects to
one of the P/S Brokers in the network. Hence, any messages sent by an endpoint, or received
by an endpoint, pass through at least the P/S Broker to which the endpoint is connected. It is
thus possible to implement a set of capabilities in the P/S Brokers that further protect
endpoints and their data from unauthorized attacks and access. These capabilities go beyond
the usual encryption/decryption that may be provided in any good security approach,
including the encryption/decryption that may be done in the P/S Broker overlay network
endpoints. These additional capabilities have been referred to herein as guardian functions
and are provided by each P/S Broker element in the P/S Broker overlay network. Some
guardian functions are described above, such as use of a certificate-based authentication
between a connecting endpoint and a P/S Broker, and presentation of a challenge by the P/S
Broker to a connecting device, wherein the challenge must be properly answered in order for

the connecting device to remain connected to the P/S Broker. Here, the challenge concept
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may be extended, such as wherein the P/S Broker adds to its guardian functions by requiring
a connecting endpoint to pass multiple challenges. The first may be a challenge for some
information that is embedded in the device software used to access the P/S Broker network,
thereby proving that the device contains the correct access software. However, to avoid the
use of a stolen or lost device, a next challenge may be imposed, wherein the user must enter
some private information known only to the user or associated with the user. This
information may be a response to a challenge question, or it may be a fingerprint, a voice
print, an eye scan, facial recognition, or the like. More stages of challenge may be added to
the P/S Broker as needed to protect the network. Further as described above, the P/S Broker
may be made aware of the channels that are secure, and may thus guarantee that an endpoint
that is unauthorized to send on the channel has its packets dropped if there is an attempt to
send on the secure channel by that endpoint. Furthermore, for a message carried on a secure
channel, the P/S Broker may never deliver the message to an endpoint that is unauthorized to
receive on that channel. The P/S Broker may detect when a DoS attack is occurring on a
channel, be it secure, or not. In this case, the P/S Broker may report the sending entity to the
Network Management System, so the endpoint certificate can be revoked. The P/S Broker
may also drop the connection to the mis-behaving endpoint.

[00534] Additional guardian functions may be added to the P/S Broker operation to further
enhance the protection that the P/S Broker network provides to the endpoints and applications
that connect to the network, and to the data stored in the applications. The previous paragraph
teaches that multi-stage challenges may be implemented to protect against the use of a stolen
or lost device. Further, because each application sends its data on a specific unique named
channel, each P/S Broker may be provisioned with the channel name, or names, used to send
sensitive data by the application or applications. In this case, the P/S Broker may be
configured to ensure that no data is extracted from the network on a particular one of these
channels at a rate that exceeds a maximum expected rate, or a maximum number of
transaction messages per time interval, or the like. Such a guardian function may mitigate
against the efforts of a hacker to extract sensitive data from the applications that connect to
the P/S Broker overlay network. Other information provisioned into the P/S Broker may
assist in determining when an endpoint is mis-behaving in particular ways. Such information
may also be referred to as a policy. If the mis-behavior can be characterized by a policy, the
P/S Broker may be provisioned with the policy data, and thereafter provide a guardian
function specified by the policy. Mis-behaving endpoints may be reported to the Network

Management System, and a mis-behaving endpoint may be disconnected from the network.
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The Network Management System may revoke the certificate of a reported endpoint, and
thereafter, the endpoint may be unable to connect to any P/S Broker in the network.

[00535] While only a few embodiments of the present disclosure have been shown and
described, it will be obvious to those skilled in the art that many changes and modifications
may be made thereunto without departing from the spirit and scope of the present disclosure
as described in the following claims. All patent applications and patents, both foreign and
domestic, and all other publications referenced herein are incorporated herein in their
entireties to the full extent permitted by law.

[00536] The methods and systems described herein may be deployed in part or in whole
through a machine that executes computer software, program codes, and/or instructions on a
processor. The present disclosure may be implemented as a method on the machine, as a
system or apparatus as part of or in relation to the machine, or as a computer program product
embodied in a computer readable medium executing on one or more of the machines. The
processor may be part of a server, client, network infrastructure, mobile computing platform,
stationary computing platform, or other computing platform. A processor may be any kind of
computational or processing device capable of executing program instructions, codes, binary
instructions and the like. The processor may be or include a signal processor, digital
processor, embedded processor, microprocessor or any variant such as a co-processor (math
co-processor, graphic co-processor, communication co-processor and the like) and the like
that may directly or indirectly facilitate execution of program code or program instructions
stored thereon. In addition, the processor may enable execution of multiple programs,
threads, and codes. The threads may be executed simultaneously to enhance the performance
of the processor and to facilitate simultaneous operations of the application. By way of
implementation, methods, program codes, program instructions and the like described herein
may be implemented in one or more thread. The thread may spawn other threads that may
have assigned priorities associated with them; the processor may execute these threads based
on priority or any other order based on instructions provided in the program code. The
processor may include memory that stores methods, codes, instructions and programs as
described herein and elsewhere. The processor may access a storage medium through an
interface that may store methods, codes, and instructions as described herein and elsewhere.
The storage medium associated with the processor for storing methods, programs, codes,
program instructions or other type of instructions capable of being executed by the computing
or processing device may include but may not be limited to one or more of a CD-ROM,

DVD, memory, hard disk, flash drive, RAM, ROM, cache and the like.
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[00537] A processor may include one or more cores that may enhance speed and performance
of a multiprocessor. In embodiments, the process may be a dual core processor, quad core
processors, other chip-level multiprocessor and the like that combine two or more
independent cores (called a die).

[00538] The methods and systems described herein may be deployed in part or in whole
through a machine that executes computer software on a server, client, firewall, gateway,
hub, router, or other such computer and/or networking hardware. The software program may
be associated with a server that may include a file server, print server, domain server, internet
server, intranet server and other variants such as secondary server, host server, distributed
server and the like. The server may include one or more of memories, processors, computer
readable media, storage media, ports (physical and virtual), communication devices, and
interfaces capable of accessing other servers, clients, machines, and devices through a wired
or a wireless medium, and the like. The methods, programs, or codes as described herein and
elsewhere may be executed by the server. In addition, other devices required for execution of
methods as described in this application may be considered as a part of the infrastructure
associated with the server.

[00539] The server may provide an interface to other devices including, without limitation,
clients, other servers, printers, database servers, print servers, file servers, communication
servers, distributed servers and the like. Additionally, this coupling and/or connection may
facilitate remote execution of program across the network. The networking of some or all of
these devices may facilitate parallel processing of a program or method at one or more
location without deviating from the scope of the disclosure. In addition, any of the devices
attached to the server through an interface may include at least one storage medium capable
of storing methods, programs, code and/or instructions. A central repository may provide
program instructions to be executed on different devices. In this implementation, the remote
repository may act as a storage medium for program code, instructions, and programs.
[00540] The software program may be associated with a client that may include a file client,
print client, domain client, internet client, intranet client and other variants such as secondary
client, host client, distributed client and the like. The client may include one or more of
memories, processors, computer readable media, storage media, ports (physical and virtual),
communication devices, and interfaces capable of accessing other clients, servers, machines,
and devices through a wired or a wireless medium, and the like. The methods, programs, or

codes as described herein and elsewhere may be executed by the client. In addition, other
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devices required for execution of methods as described in this application may be considered
as a part of the infrastructure associated with the client.

[00541] The client may provide an interface to other devices including, without limitation,
servers, other clients, printers, database servers, print servers, file servers, communication
servers, distributed servers and the like. Additionally, this coupling and/or connection may
facilitate remote execution of program across the network. The networking of some or all of
these devices may facilitate parallel processing of a program or method at one or more
locations without deviating from the scope of the disclosure. In addition, any of the devices
attached to the client through an interface may include at least one storage medium capable of
storing methods, programs, applications, code and/or instructions. A central repository may
provide program instructions to be executed on different devices. In this implementation, the
remote repository may act as a storage medium for program code, instructions, and programs.
[00542] The methods and systems described herein may be deployed in part or in whole
through network infrastructures. The network infrastructure may include elements such as
computing devices, servers, routers, hubs, firewalls, clients, personal computers,
communication devices, routing devices and other active and passive devices, modules and/or
components as known in the art. The computing and/or non-computing device(s) associated
with the network infrastructure may include, apart from other components, a storage medium
such as flash memory, buffer, stack, RAM, ROM and the like. The processes, methods,
program codes, instructions described herein and elsewhere may be executed by one or more
of the network infrastructural elements.

[00543] The methods, program codes, and instructions described herein and elsewhere may
be implemented on a cellular network having multiple cells. The cellular network may either
be frequency division multiple access (FDMA) network or code division multiple access
(CDMA) network. The cellular network may include mobile devices, cell sites, base stations,
repeaters, antennas, towers, and the like. The cell network may be a GSM, GPRS, 3G,
EVDO, mesh, or other networks types.

[00544] The methods, programs codes, and instructions described herein and elsewhere may
be implemented on or through mobile devices. The mobile devices may include navigation
devices, cell phones, mobile phones, mobile personal digital assistants, laptops, palmtops,
netbooks, pagers, electronic books readers, music players and the like. These devices may
include, apart from other components, a storage medium such as a flash memory, buffer,
RAM, ROM and one or more computing devices. The computing devices associated with

mobile devices may be enabled to execute program codes, methods, and instructions stored
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thereon. Alternatively, the mobile devices may be configured to execute instructions in
collaboration with other devices. The mobile devices may communicate with base stations
interfaced with servers and configured to execute program codes. The mobile devices may
communicate on a peer-to-peer network, mesh network, or other communication network .
The program code may be stored on the storage medium associated with the server and
executed by a computing device embedded within the server. The base station may include a
computing device and a storage medium. The storage device may store program codes and
instructions executed by the computing devices associated with the base station.

[00545] The computer software, program codes, and/or instructions may be stored and/or
accessed on machine readable media that may include: computer components, devices, and
recording media that retain digital data used for computing for some interval of time;
semiconductor storage known as random access memory (RAM); mass storage typically for
more permanent storage, such as optical discs, forms of magnetic storage like hard disks,
tapes, drums, cards and other types; processor registers, cache memory, volatile memory,
non-volatile memory; optical storage such as CD, DVD; removable media such as flash
memory (e.g. USB sticks or keys), floppy disks, magnetic tape, paper tape, punch cards,
standalone RAM disks, Zip drives, removable mass storage, off-line, and the like; other
computer memory such as dynamic memory, static memory, read/write storage, mutable
storage, read only, random access, sequential access, location addressable, file addressable,
content addressable, network attached storage, storage area network, bar codes, magnetic ink,
and the like.

[00546] The methods and systems described herein may transform physical and/or or
intangible items from one state to another. The methods and systems described herein may
also transform data representing physical and/or intangible items from one state to another.
[00547] The elements described and depicted herein, including in flow charts and block
diagrams throughout the figures, imply logical boundaries between the elements. However,
according to software or hardware engineering practices, the depicted elements and the
functions thereof may be implemented on machines through computer executable media
having a processor capable of executing program instructions stored thereon as a monolithic
software structure, as standalone software modules, or as modules that employ external
routines, code, services, and so forth, or any combination of these, and all such
implementations may be within the scope of the present disclosure. Examples of such
machines may include, but may not be limited to, personal digital assistants, laptops, personal

computers, mobile phones, other handheld computing devices, medical equipment, wired or
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wireless communication devices, transducers, chips, calculators, satellites, tablet PCs,
electronic books, gadgets, electronic devices, devices having artificial intelligence,
computing devices, networking equipment, servers, routers and the like. Furthermore, the
elements depicted in the flow chart and block diagrams or any other logical component may
be implemented on a machine capable of executing program instructions. Thus, while the
foregoing drawings and descriptions set forth functional aspects of the disclosed systems, no
particular arrangement of software for implementing these functional aspects should be
inferred from these descriptions unless explicitly stated or otherwise clear from the context.
Similarly, it will be appreciated that the various steps identified and described above may be
varied, and that the order of steps may be adapted to particular applications of the techniques
disclosed herein. All such variations and modifications are intended to fall within the scope
of this disclosure. As such, the depiction and/or description of an order for various steps
should not be understood to require a particular order of execution for those steps, unless
required by a particular application, or explicitly stated or otherwise clear from the context.
[00548] The methods and/or processes described above, and steps thereof, may be realized in
hardware, software or any combination of hardware and software suitable for a particular
application. The hardware may include a general-purpose computer and/or dedicated
computing device or specific computing device or particular aspect or component of a
specific computing device. The processes may be realized in one or more microprocessors,
microcontrollers, embedded microcontrollers, programmable digital signal processors or
other programmable device, along with internal and/or external memory. The processes may
also, or instead, be embodied in an application specific integrated circuit, a programmable
gate array, programmable array logic, or any other device or combination of devices that may
be configured to process electronic signals. It will further be appreciated that one or more of
the processes may be realized as a computer executable code capable of being executed on a
machine-readable medium.

[00549] The computer executable code may be created using a structured programming
language such as C, an object oriented programming language such as C++, or any other
high-level or low-level programming language (including assembly languages, hardware
description languages, and database programming languages and technologies) that may be
stored, compiled or interpreted to run on one of the above devices, as well as heterogeneous
combinations of processors, processor architectures, or combinations of different hardware

and software, or any other machine capable of executing program instructions.
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[00550] Thus, in one aspect, each method described above and combinations thereof may be
embodied in computer executable code that, when executing on one or more computing
devices, performs the steps thereof. In another aspect, the methods may be embodied in
systems that perform the steps thereof and may be distributed across devices in a number of
ways, or all of the functionality may be integrated into a dedicated, standalone device or other
hardware. In another aspect, the means for performing the steps associated with the processes
described above may include any of the hardware and/or software described above. All such
permutations and combinations are intended to fall within the scope of the present disclosure.
[00551] While the disclosure has been disclosed in connection with the preferred
embodiments shown and described in detail, various modifications and improvements
thereon will become readily apparent to those skilled in the art. Accordingly, the spirit and
scope of the present disclosure is not to be limited by the foregoing examples but is to be
understood in the broadest sense allowable by law.

[00552] All documents referenced herein are hereby incorporated by reference.
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CLAIMS

What is claimed is:

1. A system comprising:

a publish-subscribe broker network comprising one or more publish-subscribe
brokers, wherein each of the one or more publish-subscribe brokers executes on a respective
host computer embedded within a respective network, wherein each of the one or more
publish-subscribe brokers is reachable by an entity for the purpose of making a connection
via a transport network that is enabled to transport IP packets within the one or more
respective networks in which the one or more host computers are embedded, such that the
publish-subscribe broker network overlays the transport network,

wherein each publish-subscribe broker is enabled to provide routing and security
functions to endpoints that connect to the publish-subscribe broker network, and

wherein the publish-subscribe broker routing and security functions comprise an
ability to route packets of data, on behalf of an endpoint that is authorized to publish its data
on a specific channel of the publish-subscribe broker network, to those endpoints that are
connected to the publish-subscribe broker network and are authorized to subscribe to the

specific channel and receive the published data.

2. The system of claim 1, wherein the transport network comprises one or more of a set
of Internet routers, an MPLS network, or a radio network that carries Internet traffic, such

that the publish-subscribe broker network overlays the Internet.

3. The system of claim 1, wherein the transport network comprises one or more of a set
of routers, an MPLS network, or a radio network, which carries IP traffic in a wireless
network that routes IP packets, such that the publish-subscribe broker network overlays one

or more types of wireless networks.

4. The system of claim 3, wherein the wireless network includes one or more of a Wi-Fi

network, an LTE network, and a 5G network.

5. The system of claim 1, wherein the publish-subscribe broker network overlays two or

more different types of transport networks concurrently.

202



WO 2020/101747 PCT/US2019/037617

6. The system of claim 1, wherein each entity that uses the publish-subscribe broker
network connects to a respective one of the one or more publish-subscribe brokers, instead of
connecting directly to an endpoint with which the entity communicates, such that an [P
address of an endpoint publishing a packet and an IP address of a subscribing endpoint to the
packet are not together in a same packet as the packet traverses the publish-subscribe broker

network from the publishing endpoint to the subscribing endpoint.

7. The system of claim 1, wherein if a server application is connected to the publish-
subscribe broker network and provides no socket or other access from another network, the

server application is not reachable via standard IP networking using a public network.

8. The system of claim 7, wherein an endpoint must connect to a publish-subscribe
broker in the publish-subscribe broker network in order to communicate with the server

application.

9. The system of claim 8, wherein an endpoint desiring communication with the server
application must possess secret knowledge required to pass an initial challenge to gain access

to a publish-subscribe broker in the publish-subscribe broker network.

10. The system of claim 9, wherein the secret knowledge is embedded in software in a
device of the endpoint, such that the secret knowledge is not known by a user and cannot be

revealed in a phishing attack.

11. The system of claim 9, wherein as an endpoint attempts to connect to a publish-
subscribe broker in the publish-subscribe broker network, the publish-subscribe broker
presents a second challenge to a user of a device of the endpoint, wherein passing the second
challenge requires secret knowledge known to the user or biological data associated with the

user.

12. The system of claim 1, wherein an entity that is connected to a publish-subscribe
broker in the publish-subscribe broker network is able to connect to a server application that
is not directly connected to the broker network via a proxy application that is connected to a
publish-subscribe broker in the publish-subscribe broker network, and wherein the proxy
application has an appearance on a network on which the server application appears and is
used to connect to the server application on behalf of the entity and transfer packets between

the entity and the server application.
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13. The system of claim 1, wherein a server application that is not directly connected to
the publish-subscribe broker network is hidden from general Internet access if the server
application has an appearance only on a private IP network, and wherein a proxy application
has an appearance on the private IP network and a connection to a publish-subscribe broker
in the publish-subscribe broker network, thereby allowing only entities connected to the

publish-subscribe broker network to access the server application.

14. The system of claim 13, wherein the server application is replicated on more than one
host machine to create multiple server application instances, and wherein each of the server
application instances has an appearance only on the private IP network, so a distributed
server application comprising the server application instances is hidden from general Internet

daccess.

15. The system of claim 1, wherein before connecting to the publish-subscribe broker
network, device software for a connecting entity is enabled to obtain a set of [P address and
port number values that correspond to a set of publish-subscribe brokers in the publish-
subscribe broker network to allow the connecting entity to connect to any of the publish-

subscribe brokers in the set of publish-subscribe brokers.

16. The system of claim 15, wherein if the connecting entity detects that it has become
disconnected from a publish-subscribe broker to which the connecting entity has been

connected, but wherein a connection to the underlying transport network is maintained, the
connecting entity selects a next publish-subscribe broker from the set of publish-subscribe

brokers and connects to the next publish-subscribe broker.

17. The system of claim 1, wherein each publish-subscribe broker in the publish-
subscribe broker network is adapted to detect a Denial of Service attack on itself by
monitoring whether a number of connection attempts to the publish-subscribe broker per unit
time exceeds a first provisioned value or whether a number of connection attempts to the
publish-subscribe broker per unit time that fail a challenge test exceeds a second provisioned

value.

18. The system of claim 17, wherein when a publish-subscribe broker detects a Denial of
Service attack on itself, the publish-subscribe broker reports the attack to a network

management system that operates the publish-subscribe broker network, and the publish-
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subscribe broker terminates itself, thereby disconnecting all the endpoints that are connected

to it.

19. The system of claim 1, wherein if a network management system removes from
service a publish-subscribe broker in the publish-subscribe network, the publish-subscribe

broker terminates itself, thereby disconnecting all endpoints that are connected to it.

20. The system of claim 1, wherein if an entity detects that it has become disconnected
from a publish-subscribe broker to which the entity has been connected, but wherein a
connection to the underlying transport network is maintained, the entity selects a next
publish-subscribe broker from a list of the publish-subscribe brokers in the publish-subscribe
brokers in the network, wherein the list includes IP address and port number information for

each publish-subscribe broker, and connects to the next broker on the list.

21. The system of claim 20, wherein the disconnected entity is enabled to use a session
and packet recovery mechanism provided by the publish-subscribe broker network to recover
any packets that may have been sent to the entity but not received while the entity is in

transition between publish-subscribe brokers.

22. The system of claim 1, wherein an application entity that connects to a publish-
subscribe broker in the publish-subscribe broker network is able to manage a plurality of
communications channels that are used for a particular multi-party service supported by the

publish-subscribe broker.

23. The system of claim 22, wherein the application entity is enabled to perform one or
more of the following management tasks: specify a unique name for the particular multi-party
service, specify identifiers of the communications channels to be used in the multi-party
service, specify which entities may join the multi-party service, specify which entities are
barred from joining the multi-party service, specify whether the plurality of communications
channels are to be clear-text or secured, specify which entities allowed to send on a secured
channel of the plurality of communications channels, specify which entities allowed to
receive on a secured channel of the plurality of channels, specify a time of expiration of a
cipher key used to encrypt and decrypt messages on a secured channel of the plurality of
channels, specify a maximum number of messages that should be queued, specify a time

duration for which messages are queued for a particular channel of the plurality of channels
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to provide replay of the messages to entities that are unable to receive the messages when

originally sent, and specify a pacing value to use while replaying messages.

24. The system of claim 22, wherein the application entity that manages the plurality of
communications channels used in the particular multi-party service is enabled to change, in
real-time, properties assigned to the plurality of communications channels used in the multi-

party service.

25. The system of claim 22, wherein an unauthorized endpoint is unable to send on or to
receive on any secure channel that is part of a secure multi-party service or on any secure

channel that is used in a point-to-point-secure (PTPS) communication.

26. The system of claim 1, wherein each publish-subscribe broker in the publish-
subscribe broker network is provisioned with a set of one or more policies that are used to
protect the publish-subscribe broker network from mis-behaving endpoints, and wherein each
publish-subscribe broker monitors actions of its connected endpoints to determine if any of

them are violating any of the provisioned set of one or more policies.

27. The system of claim 26, wherein if an endpoint violates a policy, then the publish-
subscribe broker acts in accordance with a policy specification for the policy which includes
reporting the endpoint to a network management system and disconnecting the endpoint from

the publish-subscribe broker network.

28. The system of claim 26, wherein each publish-subscribe broker in the publish-
subscribe broker network is provisioned with a policy that requires the publish-subscribe
broker to validate that a connecting endpoint has up-to-date security software or a policy to
protect against a theft of sensitive data from applications that are connected to the publish-
subscribe broker network and which store and deliver the sensitive data to authorized

endpoints that are connected to the publish-subscribe broker network.

29. The system of claim 1, wherein each publish-subscribe broker in the publish-
subscribe broker network is provisioned with a policy that contains a unique identifier of a
respective channel that is used to convey a particular application’s sensitive data to an
endpoint, and wherein each publish-subscribe broker is able to monitor a data rate or a

number of messages per unit time extracted from the publish-subscribe network over the
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channel and report and disconnect the endpoint, or otherwise act on the endpoint in
accordance with the policy, if the data rate or number of message per unit time extracted from

the publish-subscribe network exceeds a value specified in the policy.

30. The system of claim 29, wherein a network management system is able to receive
reports from any publish-subscribe broker in the publish-subscribe broker network regarding
mis-behavior of endpoints, and take an action, wherein an action includes one of displaying
an identified mis-behavior to a human administrator, causing the endpoint to be disconnected,

and revoking a certificate of a mis-behaving endpoint.
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