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PREDICTIVE MODEL DEVELOPMENT 

BACKGROUND 

0001. This description relates to predictive modeling. 
0002 Predictive modeling, for example applied to tar 
geted marketing, refers to modeling (a) which of a company's 
customers would likely buy a new or additional product (that 
is, would be susceptible to a cross-sell or up-sell effort); or (b) 
which prospects from a population of potential customers 
would be likely to accept an offer for a product or service 
(called acquisition by response or look-alike); or (c) which 
existing customers are most likely to cancel a current service 
(called retention or chum reduction); or (d) trigger points for 
behavior outside the normal range; or (e) to estimate the 
expected value or magnitude of a predicted outcome. Mod 
eling is typically done by an analyst who is either an 
employee of a company or of an external consulting or service 
bureau. The analyst uses his experience and skill to create a 
custom model using available model building Software 
applied to currently available data. The cost and accuracy of 
the model depend on the ability of the analyst, the time 
permitted to develop the model, the quality of the data used, 
and the performance of the model development software 
tools. 
0003. When the model is to be used to select prospects, 
who will be the targets of say, a direct mail advertising 
campaign, the time and expense of creating the model and the 
quality of the selection produced by the model are important 
considerations. 

SUMMARY 

0004. In general, in one aspect, a machine-based method 
includes, in connection with a project in which a user gener 
ates a predictive model based on historical data about a sys 
tem being modeled, and in which the project includes a series 
of user choice points and actions or parameter settings that 
govern the generation of the model based on rules, automati 
cally storing information about the choice points and actions 
or rules. Implementations may include one or more of the 
following features. 
0005. In general, in another aspect, a machine-based 
method includes, in connection with a project in which a user 
generates a predictive model based on historical data about a 
system being modeled, providing to the user through a 
graphical user interface a structured sequence of model gen 
eration activities to be followed, the sequence including 
sample dataset generation, variable transformation, dimen 
sion reduction, model generation and model process valida 
tion, model regeneration, and list scoring. 
0006 Implementations may include one or more of the 
following features. The predictive model, for example, pre 
dicts behavior of prospective or current customers with 
respect to purchase of a product or service of a vendor. The 
user interface controls staging of the sequence of model gen 
eration activities. The activities include model design choices 
including but not limited to rule-based parameter settings to 
be made by the user and at least some of the choices are 
constrained based on characteristics of types of the historical 
data. The data types are represented by metadata associated 
with the data. The sequence of activities includes subse 
quences and the user interface controls staging of the Subse 
quences. The sequence is selected to produce an optimal 
model Subject to the constraints of the project goals. 
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0007. In general, in another aspect, a machine-based 
method includes, in connection with a project in which a user 
generates a predictive model based on historical data about a 
system being modeled, imposing a structured sequence of 
model generation activities to be followed, each of the activi 
ties including choices to be made by the user, and enabling the 
user to re-enter an earlier one of the activities and to adjust a 
choice made in that activity, while continuing to impose the 
structured sequence on the activities to be followed. 
0008 Implementations may include one or more of the 
following features. At least one of the activities which the user 
re-enters includes adjustment of a model-generation param 
eter and review of results produced by the adjusted param 
eters. The re-entry is performed iteratively. 
0009. In general, in another aspect, a machine-based 
method includes, in connection with a project in which a user 
generates a predictive model based on historical data about a 
commercial system being modeled, enabling the user to inter 
act with a single integrated model generation platform to 
perform input processing of the data, generating of the model, 
and generating an output that identifies a selection, including 
ranking by propensity, of prospect or current customer data 
based on scoring of the data using the model. 
0010 Implementations may include one or more of the 
following features. The most significant predictor variables in 
the development dataset and in the scoring dataset or a Subset 
thereofare compared on a decile-by-decile basis as a means to 
determine the validity of applying the model to the scoring 
dataset. The distributions of the scores in the development 
dataset and in the scoring dataset or a Subset thereof are 
compared on a decile-by-decile basis as a means to determine 
the validity of applying the model to the scoring dataset. The 
output is encrypted. 
0011. In general, in another aspect, a machine-based 
method includes, in connection with a project in which a user 
generates a predictive model based on historical data about a 
system being modeled, providing to the user through a 
graphical user interface an indication of model generation 
activities to be followed in a sequence, each of the activities 
being indicated by an icon, the icons being connected by 
transitional graphical elements. 
0012 Implementations may include one or more of the 
following features. At a given time, icons are displayed to 
indicate the status of one or more activities. The transitional 
graphical elements are shown in one style for transitions that 
have been completed and in another style for transitions that 
are optional or are in process. Information is maintained 
about successive states and transitions of the model genera 
tion activities. 
0013. Other aspects include media that bearinstructions to 
perform the methods, apparatus to perform the methods, and 
other methods associated with those described above. 

ADVANTAGES 

0014. Among the advantages of these features and aspects 
are one or more of the following. Project management of the 
workflow of model development, including scored list gen 
eration, report production, and model maintenance is 
achieved. Complete documentation and project replication or 
project refinements are easily performed at a later date, even 
by analysts without prior involvement. Control is maintained 
in a high Volume production environment without requiring 
analyst initiative. The efficiency of orchestrating the work 
flow is improved so as to minimize development time. The 
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system documents both Successful and unsuccessful 
approaches as the analyst applies serial testing of alternative 
data treatments and alternative techniques, enabling easy rep 
lication. The unifying graphical user interface assures that the 
analyst uses the model generation platforms integrated tech 
niques correctly. The interface controls the staging of the 
Successive techniques and reduces inefficiencies. The analyst 
is discouraged from making inappropriate decisions at choice 
points by enabling only choices that fit the data types. The 
datasets of interest for Such models involve numerous records 
with a large number of attributes, many of which are redun 
dant or irrelevant, so their elimination results in improved 
analysis, reduced complexity and improved accuracy. For 
typical datasets with a large number of attributes, the systems 
transforms variables, whose raw form lack predictive power, 
or are misleadingly complex, into designer variables produc 
ing efficient models with strong predictive power. The system 
provides effective management, interpretation, and transfor 
mation of large numbers of complex attributes. The system 
readily constructs powerful models from disparate datasets 
with parallel or sequential stages that facilitate the achieve 
ment of targeting marketing goals with multiple products or 
offers, and cross product. The system assures consistently 
Successful models that are optimally developed and thor 
oughly tested even when executed by analysts without years 
of experience. Reliable and informative measures of model 
robustness are provided. A detailed perspective on the distin 
guishing characteristics of customer segments can be used to 
design creative marketing media. 
0015. Other aspects, features, and advantages will be 
apparent from the description and from the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0016 FIG. 1 is a schematic diagram of a model develop 
ment platform. 
0017 FIG. 2 is a schematic diagram of a computer system. 
0018 FIG. 3 is an exemplary design layout of a model 
project database 
0019 FIG. 4 is a schematic diagram of steps in a model 
development 
0020 FIG. 5 is a schematic workflow diagram of a model 
development process 
0021 FIG. 6 is a schematic workflow diagram of a vari 
able transformation process 
0022 FIG. 7 is a schematic workflow diagram of a missing 
data imputation process 
0023 FIG. 8 is a schematic workflow diagram of a Baye 
sian renormalization process 
0024 FIG. 9 is a schematic workflow diagram of a har 
monic concatenation process 
0025 FIG. 10 is a schematic workflow diagram of a 
dimension reduction process 
0026 FIG. 11 is a schematic workflow diagram of a model 
generation process 
0027 FIG. 12 is a schematic workflow diagram of a model 
process validation 
0028 FIG. 13 is a schematic workflow diagram of a model 
ensemble process 
0029 FIG. 14 is a schematic workflow diagram of a cus 
tomer insight analysis 
0030 FIG. 15 is a schematic component diagram of mod 
ules in a model development process 
0031 FIG. 16 is a schematic diagram of workflow in a 
dataset preparation and a model development 
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0032 FIG. 17 is a screen display of a user interface. 
0033 FIGS. 18A and 18B are an exemplary representation 
of a model project entry form. 
0034 FIG. 19 is an exemplary graphical user representa 
tion of a predictor variable display and a transformation edi 
tOr. 

0035 FIGS. 20A and 20B is an exemplary graphical user 
representation of an invocation of an interaction tree to ana 
lyze predictor variables. 
0036 FIGS. 21A, 21B, 21C, 21D, and 21E show exem 
plary graphical user representations of a variable response 
function, a variable distribution, a partition tree of a variable, 
and the application of the variable editor to transform vari 
ables with an cross-product interaction and showing an addi 
tion of the constructed interaction variable to a list of predic 
tor variables. 
0037 FIG. 22 is an exemplary graphical user representa 
tion of a dimension reduction interactive dialog form showing 
five (5) stages of variable exclusion. 
0038 FIGS. 23A, 23B, and 23C show an exemplary 
graphical user representation of a model selection interactive 
dialog showing a selection option for model variable persis 
tence; an exemplary graphical user representation of agains 
chart and some statistical results; and an exemplary graphical 
user representation of a persistence chart by deciles for a 
typical continuous variable showing an approximate equiva 
lence of averaged values for target and non-targets. 
0039 FIG. 24 is an exemplary graphical user representa 
tion of a model selection interactive dialog showing decision 
options available after model parameter optimization. 
0040 FIGS. 25A, 25B, and 25C are an exemplary graphi 
cal user representation of a gains chart and some statistical 
results comparison of a predictive model developed from a 
sample dataset and an application of the same model to a 
validation dataset. 
0041 FIG. 26 shows an exemplary graphical user inter 
face to a Summary report of a model project. 
0042 FIGS. 27A, 27B, 27C, and 27D are an exemplary 
graphical user representation of a model project insight inter 
active dialog showing hyperlinks to a target profile and cor 
responding chart of key factors; and an exemplary graphical 
user representation of a model project insight chart showing 
target and non-target contributions for two key factors. 

DETAILED DESCRIPTION OF THE INVENTION 

0043 FIG. 1 illustrates a sequence 10 of development and 
deployment activities that enable a user to generate a predic 
tive model. The development of the model is organized on a 
project basis. A successful model typically produces a series 
of updates and modifications as the market or commercial 
system to which the model is directed evolves and changes. 
Organizing the activities on a project basis reduces wasted 
time and improves the quality of the models. By enforcing a 
carefully managed project paradigm, models can be gener 
ated, updated, changed, reviewed, and deployed in a high 
Volume production process, at lower cost, and with better 
results. 
0044) The model development and deployment activities 
may begin with a database 12 that covers historical events 
associated with the system being modeled. For example, if the 
system being modeled is the behavior of customers of a 
vendor, the database 12 may include records that identify 
each customer, demographic information about each cus 
tomer, information about products that the customer owns, 
and communications that the customer and the vendor may 
have had. Project planning 14 may be the initial step in model 
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development and can be a step that is revisited from later 
activities. After the initial project planning, data in the data 
base 12 may be set up 16, and modeled 18. Then the model 
development process (which may be expressed in Software) is 
validated 20. Then the model (which may be expressed in 
Software) that is generated using the validated model devel 
opment process may be evaluated 22. After evaluation, fur 
ther project planning may be necessary and deployment of the 
model may be scheduled 24. Deployment could include, for 
example, applying the model to live data to generate predic 
tive information (for example, a list of people who the model 
predicts will be more likely to accept a new product offering 
or to predict the most profitable combination of channel and 
target selection) or delivering the model to a client for use 
with current and future data that is similar to the originally 
analyzed data referenced in the database. All of the activities 
of FIG. 1, and others, are managed and enabled by a model 
development platform. 
0045. As shown in FIG. 2, the model development plat 
form may be implemented in software 30 running on a work 
station 32 that includes a microprocessor 34, a random access 
memory 36 that stores instructions and data that are used by 
the microprocessor to run the program, a mass storage system 
38 that holds the historical data of the system being modeled 
40, metadata 42 related to the historical data, generated by the 
model generation platform and used in generating the model, 
project data 43, model data 41, an operating system 45, and 
the model development platform software 44 related to the 
management of the development activities as projects, among 
other things. Input/output devices 46 enable a user to interact 
with the model generation platform to generate a model by a 
series of steps to be described later. 
0046 Although a single workstation is shown in FIG. 2, 
the system could be implemented on multiple workstations 
on a network, Such as a local area network or a wide area 
network or implemented in client-server mode using a server 
on a network. Access to the features of the model generation 
platform Software could be permitted using an application 
service provider (ASP) model of distribution such as a web 
service over the internet. Or the model generation platform 
software could be distributed by downloading or on portable 
storage media. 
0047. The use of the model generation platform software 

is based on a project paradigm. Whenever a user wishes to 
develop, modify, update, copy, or enhance a model, he must 
do so within the context of a project. To keep track of and 
control the use of projects, the model development platform 
maintains the project data in the form of a table the definition 
50 of which is shown in FIG. 3. The values in the table 
maintain the integrity of the model development process. 
Among the fields for each project record are an ID 52, a name 
54, a project goal 56, a pathname 58 to the historical data 
(called “ProjectDataset' in FIG. 3), a pathname 60 to meta 
data and model data (called “ProjectDataDictionary”), and a 
target variable 62 for the model selected to be the dependent 
or predicted or outcome variable of the model. Other entries 
in the table will be understood with reference to the discus 
sion below. Thus, the model development platform automati 
cally stores structured project information that captures a 
state of the project at Successive steps in generating the 
model. 

Report Generation 
0048. Another feature of the model development platform 

is to generate reports for tracking by model analysts and for 
executive decisions. The reports may be in the form of web 
browser displayable hypertext markup language (HTML) 
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documents (text and graphics) and extended markup lan 
guage (XML) representations that can be stored digitally and 
re-filled and re-purposed. Such reports facilitate going back 
to prior projects and prior models. The reports also show the 
choices made when building models. 
0049. The sequence of activities involved in generating a 
model is shown in FIG. 4. The model development platform 
enforces the performance of these activities in the order 
shown: dataset exploration 70, dimension reduction 72, can 
didate model generation 74, model process validation 76, 
final model selection 78, list scoring 80, and customer insight 
generation 84. Variable transformation 82 is an aspect of 
dataset exploration, dimension reduction, and model genera 
tion. At each step, statistical tables, graphs, and charts are 
generated in XML or directly into web-browser viewable 
form. Hotlinks to the HTML documents are maintained in the 
project table. 

Types of Reports 

0050. In the dataset exploration stage, aspects of the his 
torical data may be examined in terms of the predictor vari 
ables. By predictor variable, we mean a potential covariate or 
independent variable of a model. In a manner explained later, 
the analyst may select analysis tests using a checkbox or point 
and click interface. The Software then automatically com 
putes, for the variable: (a) variable response graphs in the 
variable editor showing which values or trends are most 
closely associated with the dependent variable in order to 
select, redefine, or interact variables to predict more effi 
ciently and more accurately the target outcome, (b) develop 
ment sample distributions illustrating for each predictor Vari 
able the target response frequency for each target value, for 
example, the value “1” for a buyer and the value “0” for a 
non-buyer with descriptive statistics of central tendency and 
dispersion, (c) interaction trees showing Successive binary 
recursive partitioning of a single variable or of the set of 
predictor variables in descending rank order of the most sig 
nificant log likelihood (G) variables that best classify the 
prospects (within the data) from the non-prospects. Such 
analysis informs the appropriate variable transformation to 
maximize predictive power to supplement the automatic 
transformation of variables to that purpose preceding or fol 
lowing dimension reduction. 
0051. In the stages of model generation, model process 
validation and final model selection, the user by means of 
point and click or checkbox can invoke Software that auto 
matically computes (d) candidate model statistical features 
tables which display ranked significant variables and good 
ness-of-fit as measured by the c-statistic (i.e., the area under 
the receiver-operator-characteristic (ROC) curve), (e) non 
cumulative gains charts showing the response rate as percen 
tile per decile compared with random selection as a base rate 
(100%), (f) cross-sample comparison statistics for the candi 
date model that compare the development sample and Vali 
dation datasets to determine the robustness and generality of 
the candidate model, (g) cumulative and non-cumulative 
gains charts that are similarly computed for the development 
sample and validation datasets to reveal whether the candi 
date model is sufficient in terms of performance and robust 
ness beyond the sample dataset on which it was based, (h) 
comparison statistics and charts for the key variables and 
model scores in the development dataset and scoring dataset 
computed to assess the validity of applying the model to score 
the campaign list, 
0052. In the stage of target profile generation, the user by 
means of point and click or checkbox can invoke Software that 
automatically computes (i) profiles and charts of key vari 
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ables ranked in order of significance are computed to provide 
insight into the target population of buyers. At the end of a 
cycle of model development, the user by means of point and 
click or checkbox can invoke software that automatically 
computes () a Summary report including all the above as 
hotlinks to the corresponding HTML documents along with 
the initially collected information at the model processing 
entry point. 

Graphical User Interface 
0053 To make model development efficient, model 
projects are developed along a managed sequence of steps 
interactively with the analyst using a reentrant graphical user 
interface. The user can invoke the modeling process repeat 
edly, for example, to review outcome response functions for 
individual predictor variables, or recursive partition trees for 
individual variables or for the set of predictor variables; to 
modify the predictor variable pool, to create and filter addi 
tional variables, or to modify the candidate model. The integ 
rity of the model is maintained by the project database and the 
guidance Supplied to the user. 
0054) To begin a project, the project requirements, con 
straints, and goals are entered as a first step. An historical 
dataset is selected with its accompanying metadata. The 
metadata may include but is not limited to variable names, 
variable descriptions, variable definitions which may involve 
transformation of other variables, variable measurement type 
Such as ordinal, categorical, or interval, and variable model 
status such as predictor variable or excluded variable. This 
entry step is followed by sample/validation set allocation, 
sample data exploration 70, model dimension reduction 72, 
model generation 74, model process validation 76, final 
model generation 78, which may include model ensembles, 
and model parameter reporting or list scoring 80 (see FIG. 4). 
The user's choices are guided by the model generation plat 
form. For example, if too few targets are included in the 
sample dataset for reliable results, a warning is issued so 
corrective action can be taken. Included in the initial dataset 
exploration is variable interaction detection. Such interaction 
effects reflect the complex interrelations of the types of data 
available and may have powerful influences on the choice of 
the optimal model. The model process is re-entrant so that the 
user can make revisions without restarting. However, the user 
interface provides a goal-oriented framework for achieving 
Successful models. Even though the user may re-enter any 
activity of model generation at any time, once having reen 
tered, his work is guided by the software to follow the pre 
defined sequence of project steps from the point of reentry. 
0.055 Thus, there is an effective scheme of user interaction 
that permits both user decisions to reenter the process at an 
earlier point and Software-guided sequences of steps to be 
followed when reentry occurs. The sequencing of these steps 
has an important impact on model performance. For example, 
modeling before dimension reduction may produce ineffi 
ciency (the computationally intensive modeling process may 
take time to complete), loss of robustness (variables may be 
included that spuriously inflate the performance of the model 
and degrade the validation), and loss of predictive power (raw 
untransformed variables will mislead the modeling process 
by diluting predictive power). 
0056. As shown in FIG. 5, the model generation platform 
controls the modeling process as a workflow through a 
sequence of stages, primed by informational tables, graphs 
and charts, with the goals of obtaining insight into the target 
population and then generating an actionable scoring list of 
prospects that belong to the population. The business logic of 
the modeling process workflow is embedded into the state 
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chart of FIG. S. Details of the workflow will be discussed 
later. The blocks represent activities in the model generation 
process. A new model project is initially set up 90 with at least 
one outcome variable selected, then a subset of the full his 
torical data as a sample partition 92. Subsequently the record 
attributes are reviewed 94, displayed 96 and edited 98 and/or 
automatically transformed into predictive variables 100. The 
set of variables is reduced to those that are maximally predic 
tive by dimension reduction 102. Then a model method is 
selected 104 and fitted to convergence 106 with the sample 
dataset. The model generation process is validated 108. With 
the validated model generated process a final model is 
selected 110 and persisted along with other model generation 
reports 112. The persisted models are used singly or in com 
bination 114 to maximize expected return on investment then 
applied to score lists 118 after first validating the applicability 
of the model ensemble to the list 116. The arrows represent 
the main sequence that the Software permits the analyst to 
follow. 

Complex Data Preparation Transforms 
0057 Even when aggregated and summarized, the result 
ing variables may not reveal their full predictive power. As 
shown in FIG. 6, the model generation platform provides 
automated and interactive features to transform variables by 
imputing missing values 120, compensating for sparsely 
sampled values 122, Smoothing variables with grouping and 
splines 124, and straightening variables with mathematical 
transforms 126. Such as squares, logs, and hyperbolic tan 
gents. Information about the type of measurement a variable 
represents is retained in the metadata. The model generation 
platform metadata includes information about the nominal, 
ordinal, or interval scalability of variables, enabling differen 
tial and hence more accurate treatment of data. The model 
generation platform tracks predictor variables and their 
untransformed antecedents, and provides an editing facility 
for applying transforms and visualizing the distributions of 
the variables relative to the target populations. 
0058. The model generation platform persistently stores 
the metadata for the variables imported in the development 
dataset using XML transforms 
0059. The variables from the originating development 
dataset are typed for strength of measurement (e.g., nominal, 
ordinal, interval/continuous) with descriptive labels for ease 
of interpretation. For active variables a status is assigned (P. 
XP. T. XT) to reflect whether the variable is in the pool of 
predictor primary variables (P) or transformed variables (T), 
or has been excluded from either (XP or XT) with the applied 
transformation in the variable definition field. There are sev 
eral options for transformations to apply for nonlinear con 
tinuous variables and non-uniform categorical variables: 
Logarithmic transform: If((X>0), Log(X).0) 
0060 Square:X2 
0061 Square root: If(X>0, Root(X, 2), 0) 
0062 Box-Cox power (r) transform: If(X>0, Exp(:rLog 
(X)), 0) 
0063. Nonlinear interaction:X*:Y 
0064 Partition: If(LowerBound <=: XI: X-UpperBound, 
1, 0) 
0065 Missing value: If(Is Missing(X), 0, If(X=1, 1, 0)) 
0.066 Certain transformations may be inappropriate or 
may be without effect for predictor variables of a particular 
measurement type. For example, squaring a binary categori 
cal variable {0,1} would have no effect and taking the log 
would be inappropriate. The model generation platform auto 
matically disables the inappropriate options when the analyst 
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is editing variables. In the editing process during the model 
development process, variables can be examined, redefined, 
and shifted in or out of a pool of predictor variables using a 
model project variable editor. 

Missing Data Imputation 

0067. In the recursive interaction analysis, missing values 
are imputed by a random method using the distribution of the 
variable in question. Where the percentage of missing values 
of a particular attribute is small, typically 10% across the 
sample dataset, then single imputation by mean, by hot-deck 
Substitution, or by regression can be employed, although the 
distribution statistics are biased. For continuous variables 
with missing values, a method of regression imputation can 
be used to estimate predictor variable missing values from the 
regression on the known predictor variables. However, the 
method of multiple imputation can be applied by combining 
results from single imputations without resulting bias to the 
distribution statistics for sparse data provided the missing 
data are either missing at random or missing completely at 
random. 

0068. With reference to FIG. 7, the first step 130 is to 
determine if the values that are missing, for example, from a 
categorical variable are non-ignorable, i.e., whether an 
absence of response is equivalent to an answer of No. If so, 
then the missing value can be replaced 132 without loss of 
information by Noor its numerical equivalent. Next, a deter 
mination 134 needs to be made whether the values missing 
from the record are missing at random in a statistical sense. If 
not, then imputing a missing value may introduce bias so the 
missing value is not modified 136. Records without missing 
data may be segregated to avoid loss since for most modeling 
methods records with missing data for a single predictor 
variable are ignored. If, on the other hand, the data is missing 
at random then specific techniques can be applied depending 
on the type of variable as determined from the metadata of the 
data dictionary 138. For nominal or ordinal variables a cat 
egorical missing data imputation 140 can be made. For con 
tinuous variables an interval missing data imputation 142 can 
be made. 

Bayesian Renormalization 
0069 Conventional modeling approaches can be signifi 
cantly misled by spurious associations between the available 
variables and the target variable. To determine the deep struc 
ture in the typical sample datasets used in predictive model 
ing, it is important to avoid attractive artifacts that suggest 
strong predictive power. The model generation platform 
achieves this by a form of Bayesian renormalization, which is 
applied automatically to significant categorical variables, 
prior to binning, but also can be selected for manual applica 
tion to identified categorical variables in the variables palette. 
0070 The model generation platform's predictor variables 
palette displays the variables present in the development 
dataset according to variable status, i.e., whether the variable 
is considered currently as a predictor variable, or has been 
excluded from present consideration as a predictor variable. 
When a displayed variable has been selected, the associated 
metadata, e.g., description and definition, is shown along with 
a hyperlink to a graph of the variable. 
(0071. In the algorithm described by FIG.8 for the case of 
a multi-valued nominal variable, the model generation plat 
form calculates the response frequency of the dependent (pre 
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dicted) variable and ranks those variable values by response 
frequency. The calculation of response frequency based on 
the development dataset is adjusted iteratively by Bayesian 
analysis based on the variable's a priori response frequency to 
estimate the underlying probability. Initially, the mean 
response frequency is computed, or, for variables with a func 
tional dependence on Subvariables, a regression Surface is 
calculated 150. An advanced version of this approach is to 
regress to a hyperplane fitted to X using other covariates. To 
reduce the variability of an unstable estimator of response 
frequency for a particular dataset, X, denote the vector of 
response frequency prediction (at the observed sites or at new 
locations) by F(X). 
0072 The response frequency for a given value is 
regressed toward the mean response frequency based on the 
number of observations or toward a regression hyperplane 
determined by subvariables underlying the variable of inter 
est 152. Denote the reweighted estimate of F(X) where the 
weights, co(m), give rise to a weighted sample as X, co(m)}. 
A convergence test is then performed on the recomputed 
transcategory mean or regression plane 154. If the iteration 
has not converged within a reasonable approximation the 
process is repeated; otherwise, the adjusted response frequen 
cies are used in Subsequent operations. The high response 
frequency of a sparsely populated value bin will be reduced 
and the low response frequency of a sparsely populated value 
bin will be increased. However, the response frequency of a 
heavily populated value bin will remain essentially the same. 
Harmonic Concatentation Transformation 

0073 Categorical values associated with similar target 
variable response frequencies (subject to sampling consider 
ations) are conjoined into a smaller set of categories, which 
then form a statistically optimal classification mapping. The 
implementation may include prior imputation of missing data 
for the variable, or prior Bayesian renormalization, then 
sequential binary partitions with respect to the target or inde 
pendent variable using the likelihood-ratio statistic, G, 
which for a candidate input attribute, A, and the target 
attribute, T, is given by: 

0074 where E(z) is the number of records associate with 
node Z and MI is the measure of mutual information. So that 
G is actually twice the natural log entropy or change in the 
entropy, sigma-log(p), for each observation, where p is the 
probability attributed to the response that occurred. 
0075. The procedure for obtaining the optimum number of 
groupings is described in FIG. 9. The likelihood-ratios (G 
values) are computed for the binary splits for the predictor 
attribute at the given node for the target outcome attribute 
160. Then the binary split that maximized the value of G is 
chosen 162. If one or more of the resulting nodes cover 
sufficient proportion of the number of records in the sample as 
determined by k-fold cross validation then the process iterates 
164 until completion. Sufficient proportion should be in 
excess of 5% of the sample size and for variables for which 
this procedure generates improved models, maximization to 
yield not more than ten (10) intervals in the range of the 
variable containing not less than ten (10) percent of the total 
response. Then the records for the predictor attribute each 
node are assigned the value of the likelihood ratio, G° 166. 
Complex Dimension Reduction 
0076. A model can be viewed as a hyperplane in multidi 
mensional space defined by the set of variables that best 
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separates (within the space) the targets (for example, the 
customers of a company who would be most likely to respond 
favorably to an offer for a new product) from the non-targets 
(those customers who would not respond favorably). Model 
development includes a process of removing non-significant 
variables (dimensions) of the space until the hyperplane is 
defined by a coherent set of significant variables (predictor 
variables) and their interactions (in the real world data, the 
initial variables may not be orthogonal). Simple dimension 
reduction (variable elimination) can involve removal of vari 
ables having limited predictive power. But variables that 
alone have only limited predictive power may, through inter 
action, have a significant predictive ability. Complex dimen 
sion reduction involves filtering to retain such variables and 
constructing complex, pluripotent variables to move the mod 
eling process over the fitness landscape to a global optimum. 
0077. To do this the model generation platform uses a 
cascade of filters (F) to screen out non-significant predictor 
variables: 

where G(x1, ..., x')=1 and H(x1, ..., x)=1 are the 
hyperplanes defining the respective Successive models. 
0078. The flowchart in FIG. 10 provides an example of 
Such cascade of filtering operations on the set of predictor 
variables. The first filter 170 reduces the dimensionality of the 
modeling space by eliminating variables, x' for which the 
density, D(x'), is less than some fixed constant, C. (These 
are variables which have not or can not be processed for 
missing data imputation.) 

I0079 where p is less than or equal to m, H(x1,...,x)=1 
and J(x1, . . . , x)=1 are the hyperplanes defining the 
respective successive models. The dimensionality of the 
dataset has been reduced from m to p. 
0080. In the second filtering stage 172, a subspace is itera 

tively generated by including only significant variables, e.g., 
x, whose probability of non-contribution, 1-Pr(ylx,)), is 
less than a fixed constant, C. 

I0081) where H(x1,..., x)=1 and J(x1,..., x)=1 are 
the hyperplanes defining the respective successive models. In 
effect, the second filter reduces the dimensionality of the 
modeling space from p to q. 
I0082 In the third stage 174, the subspace, X is expanded 
by including all significant cross-products, x *x, where x. 
and x, are in Xo, then applying a filter 176 to retain only 
significant variables, e.g., c', whose probability of non-con 
tribution, 1-Pr(yx"), is less than a fixed constant, Cs. 

I0083) where J(x,,..., x)=1 and K(x),...,x)=1 are 
the hyperplanes defining the respective successive models. In 
effect, the third filter 176 reduces the dimensionality of the 
modeling space from q to r. 
0084. In the fourth stage 178, the augmented subspace, 
X"o, is further iteratively expanded with all the subspaces, 
x', *x +z, which are now significant where Z are from 
X-X, then applying a filter 180 to retain only significant 
variables. 
I0085. In the fifth stage 182, the augmented subspace, X"s. 
is further augmented with all the cross-products, x *z, 
wherex', are from, X"sand z of from X-X, then applying 
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a filter 184 to retain only significant variables, e.g.,x, whose 
probability of non-contribution, 1-Pr(y |x), is less than a 
fixed constant, C. 

I0086 where K(x1,..., x)=1 and L(x),..., x.)=1 are 
the hyperplanes defining the respective successive models. In 
effect, the fifth filter 184 reduces the dimensionality of the 
modeling space from r to S. 
I0087. The filters adjust the dimensionality of the modeling 
space by mapping into transformed variables with truncated 
ranges or mapping into compound (nonlinear) variables 
(xx,x) whose probability of non-contribution, 1-Pr 
(y f)), is less than a fixed constant, C. The resulting hyper 
plane represents an efficient classification mapping. The set 
of predictor variables is then adjusted to include the variables 
passing through the sequence offilters resulting in an updated 
collection of predictor variables 186 available for construct 
ing predictive models. 

Modeling Choice 
I0088. In the context of a model development project, the 
mathematical or statistical approach should be matched to the 
type of variable and to distribution variability. The model 
generation platform for the modeling stage described in FIG. 
11 has access to a variety of models through a library 192 of 
model functional types, for example, but not limited to logis 
tic, general location, and decision trees. 
I0089. The model generation platform generates predictive 
analytic model that, for example, retrospectively classify 
prospects and non-prospects, starting with the selection of the 
appropriate model type 190. For example, when the depen 
dent variable has nominal measurement type and the required 
assumptions about the dataset distributions are minimal, 
logistic models are desirable provided extreme outliers can be 
avoided. The model generation platform filters out such 
extreme outliers. Following dimension reduction the number 
of significant variables typically has been reduced into the 
range where a stepwise nominal logistic proceed can be effi 
ciently applied. More specifically, given 

where X, represent original attributes, transformed nonlinear 
interaction variables, or transformed by a segmentation of a 
predictor variable, then a maximum-likelihood method can 
be used to estimate the coefficients, C(n). In a product-opti 
mization project, for example, a stepwise linear discriminant 
analysis (general location model) may be preferred, if the 
more Stringent assumptions about the response distributions 
of the variables can be justified. 
0090 Consider the general case of the multinomial distri 
bution, PrY,X, Z.), where Y, is a vector of i dependent 
variables, X, is a vector of j continuous variables and Z is a 
vector of k categorical variables. But if there is a single 
dependent binary variable, Y, which has a Bernoulli distribu 
tion, i.e., 

Pr(Y=11=e'/(1+e') (7) 

(0091) where L is linear in X, and Z; however, X, is 
assumed to be normally distributed. If so, then a two-group 
discriminant analysis can be applied. If not, then the standard 
logistic regression, which is not sensitive to the normality 
assumption, can be applied, i.e., 
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In general, the model generation platform matches the mod 
eling choice to the characteristics of the dataset and to the 
project goal at hand. 
0092. The next stage 194 is to fit or train the model to the 
sample subset of the historical data using the predictive vari 
ables generated by a set of variable transformation to maxi 
mum univariate predictive capability and a set of dimension 
reduction filters to retain only the most predictive subgroup of 
Variables, including up to a level of interaction, for example, 
tertiary interactions. At successive stages of convergence of 
the model parameters, the performance may be evaluated 198 
and tested for optimality 200. The evaluation is based on a set 
of criteria including cumulative liftover the region of interest. 
If the performance indicates the model is optimal then the 
model is persisted; otherwise, the sample dataset is enhanced 
196 and the process iterated. The enhancement may take the 
form of higher degrees of interaction. The candidate models 
are not based on recursive partition/decision trees, which tend 
to overfit the data, but partition trees can suggest contributory 
interactions that can be implemented as variable transforms 
using the predictor variable editor. 

Robust Model Assessment 

0093. A key to successful deployment of predictive mod 
els is the correct assessment of performance beyond the train 
ing sample. The model generation platform employs valida 
tion and cross-validation and other measures to validate the 
model selection process that will yield superior target classi 
fication performance in the marketplace. 
I0094. As indicated in FIG. 12 the model generation plat 
form can obtain the selection of validation datasets 210 by a 
Variety of means such as a pre-specified validation subset or 
the creation one or more from the development dataset by 
random sampling without replacement in a single session but 
with replacement across sessions. The operation of the model 
generation platform is subject to condition-action rules, i.e., 
rules of the form: 

If CCondition>then <Action> 9) 

Warning messages are posted automatically, for example, if 
the number of buyers in the sample is less than 5% or less than 
1000 in number, so a second sample can be generated 218 or 
the model development process continued with the proviso 
that the model should be carefully scrutinized for robustness. 
0095 For the sample dataset selected, cross validation is 
carried out by 10-fold resampling with replacement in the 
decision/recursive partition tree phase. After a candidate 
model has been determined in the model development proce 
dure, the model is applied to the holdout or validation subset 
for comparison 212. Selected measures, for example, the 
similarity of the c-statistics (obtained from the ROC curves) 
and the cumulative and non-cumulative gain functions pro 
vide the basis for candidate model validation 214. For par 
ticular variables in the model, the chi squared statistic can be 
used to rank order the significance of the key predictors. 
Variables that are significant above the 0.025 level may be 
Sample dependent. To militate against that uncertainty, the 
validation set can be fitted independently and the common 
Variables compared. The congruence of the performances of 
the candidate model on the development sample dataset and 
on the validation dataset based oncertain criteria validates not 
just the particular candidate model tested for that dataset but 
the model development process for that dataset 216. If the 
model generation process fails validation then the process is 
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revised 220 using model persistence analysis. If the model 
generation process is determined to be valid then the entire 
post-sample selection model development process can now 
be applied to the entire development dataset, not just the 
sample dataset. The resulting final model, tested for perfor 
mance, which should be bounded by that of the sample 
dataset and by the validation dataset, will have superior 
robustness. 
0096. The validation (hold-out) gives an unbiased esti 
mate of performance but with considerable variability. 
Robust model assessment can be enhanced by bootstrap sam 
pling for model parameter estimation, to expedite the process 
of linking multiple models. Automated cross-validation of 
multiple sample selections will identify the variables that are 
Strongly predictive across multiple samples. 
I0097. A slightly biased but more accurate and complete 
approach is to perform a complete k-fold sampling for the 
dataset of size N. However, for discrete valued variables, this 
is equivalent to a complete subsampling of size T where 
T-N/k; a more computationally intense approach is to apply 
the candidate model to samples of size N, with 1 record 
chosen from the sample dataset and N-1 chosen from the 
validation (hold-out) dataset. 

Model Persistence 

I0098. For good targeting, the boundaries of validity of a 
single model's variables should be recognized when different 
model variables need to be deployed. This can be done by 
examining a decile-by-decile fit of the model for significant 
loss of predictive power that would indicate that an interac 
tion with existing model variables has not been taken into 
account. 

0099. The model generation platform automates a model 
ing process that leads to a candidate model for assessment. 
Part of that assessment can be an examination of the scored 
and rank-ordered development dataset for any significant 
remaining differences between the population of targets (e.g., 
buyers) and the population of non-targets (e.g., non-buyers) 
for the development predictor variables. On a decile-by 
decile basis, the means for the key predictor variables for the 
segmented groups can be compared graphically and by using 
the student t-test for significance. If there are significant dif 
ferences, interactions with existing model variables may be 
called for as part of the revision of the model generation 
process. 
Construction of Model Ensembles with Data Weaving 
10100 Good predictive models often combine predictor 
Variables from diverse sources, such as demographics and 
transactions. The model generation platform may combine 
Variables from multiple sources and deal simultaneously with 
multiple targets as indicated in FIG. 13. One type of predic 
tive model 232 may need to be combined 230 with at least one 
other predictive model 234 of the same or different type. In 
Such situations, it is important and appropriate to deal with 
response propensity in order to create cross-modal deciles. 
The data weaving feature provides normalization for cross 
product optimization. Automated cross-product optimization 
will normalize, without analyst input, multiple models (e.g., 
product optimization) to compensate for different response 
rates for each. This will expedite the process of linking mul 
tiple models. 
I0101 The multi-stage models may also be applied, but are 
not limited to, concatenating models giving propensity of a 
selected action with risk models indicating likelihood of, for 
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example, payment default, claims risk, or attrition. In another 
example, the multi-stage models can be applied to concat 
enate predictions of propensity of a selected action with 
expected value models predicting, for example, usage level or 
retention duration. When the multi-stage models include pre 
dictions of expected value, aspects of those predicted propen 
sities can be applied in both the derivation of Expected Value 
or NPV 236 and the calculations that integrate economic data 
for expectation maximization 242. 
0102 The model generation platform using the metadata 
of the developmental dataset can distinguish demographic 
variables from transaction variables. Then using the model 
project variable editor, such variables can be combined. Mul 
tiple targets can be accommodated by using as a predictor 
variable, a nominal variable with discrete values. For 
example, in a product optimization project, since the overall 
response rate is maintained in the project table of the database 
the response can be normalized across products. The pre 
dicted product match for a given individual can then be made 
from the propensity for the product choices. However, nor 
malization is required as shown here: 
0103) If 

then 

F. 11 

0104 where F, is the frequency over sampling for product 
1. 

0105 For the appropriately computed propensity, eco 
nomic data, Such as the cost of sales, variable marketing cost, 
the cost of goods, purchaser usage level, and/or the expected 
retention by the purchaser, may be added to derive the 
expected value or net present value of a potential purchase 
236. Additional predictive models of one 238 or more types 
240 may be used to determine the predicted retention of a 
Subscription service, or the predicted length and magnitude of 
an interest bearing agreement, that will enable computation of 
profitability or the optimal strategy to maximize profits using 
expectation maximization 242. 
Customer insight The model generation platform provides a 
series of actionable reports profiling customers’ past and 
future behaviors. In the context of product marketing, these 
reports, derived from predictive analytics, yield a feature 
spectrum, for example, on customer segments for generating 
creative marketing development, mass marketing promo 
tions, marketing planning, and product development. 
0106. As indicated in FIG. 14, the model generation plat 
form includes a facility for computing customer insight based 
on ranked profiles of the key predictor variables and compari 
sons of the averages for the key predictor variables for buyers 
and non-buyers or other form of target segmentation. The 
insight process starts with the aggregation of datasets 252, 
Such as transaction and communication data 250, demo 
graphic data 254, econometric data 256 and other data bear 
ing on customer's past and future behavior. The aggregated 
dataset undergoes transformations of variables 258 that aug 
ment predictive power relative to the selected outcome depen 
dent variable. One method of ranking 260 that sets aside the 
variable interactions is to using univariate regression analysis 
to compute the c-statistic from the ROC curve. This plots q 
over the range (0,1) for 

0107 where F and G are the cumulative frequency distri 
butions of the buyers and non-buyers. The rank order of the 
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key predictor variables derives from the magnitude of that 
AUC (area under ROC curve). The semantic interpretation of 
that variable comes from its description in the project data 
dictionary of FIG. 2. The unweighted arithmetic means of the 
variables for buyers and non-buyers are used for the graphical 
comparisons. The first method may have the advantage of a 
simple interpretation of predictor variables in terms of pros 
pect attributes. 
0108. Another method uses the predictive modeling pro 
cess to obtain a reduced set of relevant predictor variables 262 
that generate a predictive model 264 on that reduced set. The 
second approach has the advantage of providing estimates of 
future behavior and may be used to profile coherent groups of 
prospects, not just past customers. 
0109 For the resulting sets of predictor variables the 
impact upon the prospect population must be computed 266 
to obtain the most useful ranked set. For example, a particular 
variable may be highly predictive of behavior but only 
expressed by a small Subset of the prospect population. In 
another example, economic data associated with the profiled 
population can be utilized to compare the value, for example 
expressed as net present value, of customer cohorts exhibiting 
affinity for a designated product or service. One strategy is to 
rank the variables in terms of size of impact, strength of 
predictability, and ease of interpretation to obtain customer 
profile 268. 

The Model Generation Platform Workflow Orchestration 

0110. The model generation platform includes a rule 
driven analytic workbench that assists analysts in developing 
optimal predictive analytics models by automating data 
cleansing and merging, data transformation, model develop 
ment, model development process validation, model regen 
eration and refreshment, and generating and executing runt 
ime models (which can also run standalone outside the model 
generation platform). The project framework for model con 
struction incorporates all information needed for the model 
but include datasets by reference only, records model design 
decisions and comments for process improvement, and auto 
mates model development, e.g., from templates and process 
flow. 

The advantages of the project-based model-generation plat 
form include the following: 
0111 1) Rapid Model Development 
0112. In contrast to scripting tools often used for model 
development, the model generation platform does not require 
the composition (or debugging) of code but uses instead the 
context of a point-and-click structured graphical user inter 
face. This lays the foundation for rapid model development 
and robust, reliable deployment. 
0113. The model generation platform automates the work 
flow underlying the development of a predictive model in a 
consistent, reproducible way. To guide the process, interim 
real-time reports of the state of development are generated 
and retained as a permanent part of the model project. To 
accompany the scored list, an additional class of real-time 
reports is generated Summarizing the interim reports and 
including the scoring function. Although the development 
dataset, scoring dataset, and scoring list whose size warrants 
archiving are referenced by pathnames, the scoring function 
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and all relevant information needed to refresh the model on a 
going-forward basis are contained in the project folder. 

2) Integrated Data Management 
0114. The model generation platform is designed for 
straight through processing (STP) of customer data records 
(CDRS) from input, to modeling, to scoring and the deploy 
ment of actionable lists. For sensitive information, the model 
generation platform employs an encryption library so that, for 
example, the commercial standard TripleDES encryption is 
built into list scoring post-processing. 
0115 The model generation platform has access to a full 
Suite of modules for importing scrubbed data, transforming 
the variables into usable form, then generating customer 
insight and scoring lists 
0116. As shown in FIG. 15, the modules can be combined 
to generate a straight-through model generation platform 
pipeline for a particular project workflow task using the 
project database to orchestrate the workflow. Data prepara 
tion 270, which involves data cleansing, data aggregation, 
and variable transformation, operates on historical datasets 
272 as well as current datasets 273, with outcomes to be 
computed 274 by one or more models 276 then applied, 
assemble a scored list 278, some or all of which may require 
encryption 280. 

3) Scalability 
0117 Using a project-based model generation platform of 
the kind described here, as the number and complexity of 
modeling projects increase, the time required for modeling, 
represented by workflow, data transformation and modeling 
does not increase beyond available resources. In typical situ 
ations it is not even a critical-path segment with respect to 
activities of a business for which the modeling is being done, 
Such as a marketing campaign. 

4) Integrated Information Management 
0118. Efficiency is improved in the modeling process by 
enabling analysts to enter the modeling taskbarprocess at any 
step to modularize the modeling process (e.g., dimension 
reduction used for quick evaluation of a dataset). 
0119 Server pipelining may be enhanced to be able to 
handle a large number of concurrent active models and new 
products incorporating models. Scalability in the model gen 
eration platform server is built into the architectural design 
and configuration of the Software and hardware. One example 
of a model generation platform is as a multithreaded applica 
tion with component architecture that, for example, takes 
advantage of multiprocessor technology and runs under the 
cluster-capable Advanced Server Windows 2000. Features 
that tune the software for scalable performance include syn 
chronous I/O Support, concurrent scoring, server multipro 
cessing, high availability, server clustering, and lights-out 
management. 

Model Development Process Flow 
0120. As shown in FIG. 16, predictive analytics is a busi 
ness process with sequences of complex stages leading to a 
scoring model. The stages can be represented as a sequence of 
actions performed on the data that guide the Subsequent pro 
cessing. A variety of scenarios of use by an analyst depend on 
the task in which the analyst is engaged. For each of several 
example scenarios, the sequences of actions are discussed 
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below. In FIG. 16 the appropriate historical datasets are 
aggregated 290 and then parsed 292 to obtain the model 
development dataset 296 and the corresponding metadata 294 
that is used by the model project during model project set up 
298 and throughout the modeling process. The development 
dataset is first partitioned 300 to obtain a training sample. 
Then the training sample dataset is reviewed 302 at the indi 
vidual variable level 304 and transformed 306 or reviewed in 
terms of the set of predictor variables using partition binary 
trees and automatically transformed 308 into variables suit 
able for dimension reduction 310. For the reduced set of 
predictor variables a model method is selected appropriate the 
data type and outcome 312 then applied to the dataset 314. 
The validity of the model generation process is evaluated 316. 
If the process does not validate the dataset and model type are 
revised. If the convergent process validate then the final 
model selection is applied 318. The model process results are 
displayed in report form 320 or lead to actionable model 
ensembles 322. The results of prescoring validation 324 can 
be reviewed as a report and persisted before making the 
commit for a score list 326. 

Model Development Guide 

I0121 Corresponding to the workflow of FIG. 16 is an 
iconized representation viewable by the user in stages that 
serves as the overall interactive model development process 
guide as shown in FIG. 17. The diagram shows the develop 
ment path starting from dataset selection 340 and the accom 
panying metadata dictionary selection 342 as part of the 
model project initial entry 344 corresponding to 298 of FIG. 
16. The next stage, corresponding to 300 of FIG. 16, is the 
partitioning 346 of dataset into a training sample 350 for the 
model and one or more hold-out samples 348. The subsequent 
stage, corresponding to the predictor variables management 
302 of FIG. 16 and its auxiliary substages 304,306 and 308, 
is the variable selector 352. Directly corresponding to the 
dimension reduction 310 of FIG. 16 is 354 of FIG. 17. The 
choice point 356 indicates the options available at the dimen 
sion reduction stage 310 of FIG. 16 to apply more stringent 
filtering, to revise the pool of predictor variables 302 or to 
advance to model selection 312. The model selection stage 
358 in turn provides options 360 corresponding selecting a 
different model from the library of appropriate models 312, to 
revision of the pool of predictor variables 302, if the model 
convergence 314 did not attain project goals, to validation of 
the model generation process 316. Subsequently, the final 
selection stage 362 includes the validation of the model gen 
eration process 316 and final model selection 318. Following 
the final select 362 the choice point represents the options of 
generating reports 368 corresponding to step 320 of FIG. 16, 
or generating more complex model with model ensembler 
322. 

I0122. In addition to the rule-guided canonical path of FIG. 
17, the analyst can make use of the re-entrant properties of the 
interactive process guide. The candidate model can be revised 
or a new model project initiated by clicking on the underlined 
hyperlink labels. The analyst can double-click on any of the 
underlined hyperlink labels. Double-clicking on the dataset 
hyperlink enables changes in the selection of the dataset file; 
similarly, for the dictionary hyperlink. Double-clicking on 
the model entry hyperlink enables viewing or editing of the 
model project description. Double-clicking on the high 
lighted partition hyperlink allows the analyst to progress to 
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the next step in the model development process. The model 
generation platform embeds a knowledge/experience base in 
the choice points and paths. 

Model Generation Platform Launch: Analyst Creates a New 
Model 

0123. In this scenario, the analyst launches the model gen 
eration platform application. The immediate result is the 
launch of a new model project resulting in the display of the 
model entry form dialog as shown in FIG. 18A, which, for 
convenience, is an example for a binary response model. 

Model Project Initialization 
0.124. The model project entry form of FIG. 18A is used to 

initiate the model project by collecting basic information to 
track and document the modeling development process. The 
model project entry form first obtains background informa 
tion about the model project Such as the designated name, the 
type of model to be developed, and the objective to focus 
upon. 
0.125. The model project is based upon an associated 
dataset, which has an associated dataset dictionary. The user 
can browse to the file path for the development dataset and to 
the development dataset by clicking on the browse dataSource 
button 370 and the browse dictionary button 372. Open file 
dialogs are used to choose the appropriate file paths. Selection 
of the data dictionary database (e.g., DataDictionary 1.mdb) 
displays the dictionary table on the entry form as shown in 
FIG. 18B. From among the variables in the particular dataset, 
one variable should be selected as the outcome variable de 
pendent variable, e.g., Current purchase, which can be pre 
dicted from the remaining available predictor variables. The 
user may select that variable by clicking on the appropriate 
row, which causes the variable to appear in the dependent 
variable dropdown list 374. The selected variable is now 
identified as the dependent variable (and is excluded from the 
predictors, i.e., Status is XP). 
0126. After completing the selections for the candidate 
model properties and model constraints which serve as 
descriptive guides or embedded filters parameters for select 
ing a final model, the user clicks on the submit button 376 to 
merge the dataset dictionary and dataset into the internal 
representation and compute basic statistics. 
0127. After the analyst clicks on the submit button376, the 
model generation platform sets up the project structures (in 
cluding the project table) and performs consistency checks, 
for example, matching the data dictionary and the primary 
dataset. After the metadata has been applied to the develop 
ment data set, the iconized development guide, shows the 
completed steps and indicates the next step, partitioning. 
Completed Steps are linked by lines of one color index (green) 
but current incomplete steps are linked by a second color 
index (red). The guide starts with the earliest steps that have 
been performed and ends on the right with the next step to be 
performed, rather than showing all possible future steps. 
Splitting Sample Dataset from Validation Datasets 
0128. The next stage involves creating sample datasets by 
random sampling. The model generation platform then cre 
ates views of the original dataset that constitute the sample 
and validation dataset(s) and represents them in the iconized 
workflow display within the two boxes for the hold-out and 
sample datasets. The model generation process automatically 
advances to the next stage of model processes, that of data 
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exploration, understanding and transformation, where the 
tools of the platform synergistically interact with the experi 
ence of the analyst and provide variable transform automa 
tion. 

Dataset Exploration Understanding and Transformation 
I0129. The model development process subsequently 
examines overall significance of the variables and their poten 
tial interactions. Even if the datasets presented to the model 
generation platform have been aggregated and splined there 
may be nonlinearities and interactions that can contribute 
significantly to the model. The predictor variables palette 
shown in FIG. 19 provides a way of examining such interac 
tions: 

Predictor Variable Review 

0.130 Next step 4 is variable selection and editing. The 
analyst is presented with the predictor variables palette of 
FIG. 19, which shows the predictor variables that survived the 
filtering for non-contributory variables (in the column headed 
“predictor variables'), together with the non-contributory 
variables, which either are in original form (headed 
“excluded variables') or generated by a construction proce 
dure such as a decision tree split, OLS product, or cross 
product (column “excluded constructed variables'). 
I0131 This palette allows the analyst to examine individual 
variables, construct additional candidate variables, and clas 
sify each variable into one of the three columns. By selecting 
a variable (or by clicking on the select all button), the analyst 
can use the arrow buttons to redistribute the variables. Only 
the predictor variables in the center column are carried for 
ward in the Subsequent steps of the model development pro 
CCSS, 

0.132. The predictor variable palette shows the status of the 
variables in the sample dataset (FIG. 19). Except for initially 
excluded variables as indicated in the dataset dictionary. Such 
as CustomerID, all the primary variables are designated as 
predictors (“P”). When a dependent variable is selected or a 
predictor from the set of primary variables, its status changes 
to excluded primary variable (XP). Such variables are dis 
played in the right hand list. Clicking on one of the variables 
in the list presents the basic features of that variable in the 
variable editor. 
I0133. In FIG. 19, clicking on the reduce dimension button 
presents the analyst with the dimension reduction dialog. If 
dimension reduction is not required, the user clicks on the 
reconsider model button to display the model selection pal 
ette of FIG. 23. 
I0134. After creating one or more new transformed vari 
able, the user clicks on the revisit reduction button to return to 
the dimension reduction stage to refilter the set of predictor 
variables but the result may be unchanged. 
0.135 Alternately, the analyst can reprocess the variables 
by clicking on the revisit (dimension) reduction button to 
reduce the dimensionality of the model dataset using the 
newly created predictor variable in the pool of candidate 
variables. Either the same or a different reduction method can 
be used or further reduction can be omitted to progress to the 
model selection process of determining the best predictor 
variables and the model regression equation that provides the 
response prediction. 
I0136. The predictor variables palette dialog of FIG. 19 
presents the analyst with three columns representing the three 
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functional states of a variable for the modeling process. The 
center list contains those variables that are the potential pre 
dictor variables of the model. Most of the dataset variables 
will initially be in that potential predictor state represented by 
P in the Status column of the Data Dictionary. The left-hand 
list will display transformed variables, i.e., those constructed 
by transforms of other variables; however, specifically those 
transform variables that have been temporarily excluded from 
the set of predictor modeling variables. The right-hand list 
will display a second set of variables excluded from the set of 
predictor variables, such as the dependent or target variable. 
When the analyst clicks on a variable in one of the lists the 
information from the Data Dictionary associated with that 
variable is displayed below along with a hyperlink to graphi 
cal information on that variable. 
0.137 The predictor variable palette shows the status of the 
variables in the sample dataset (FIG. 19). Except for initially 
excluded variables as indicated in the dataset dictionary, Such 
as CustomerID, all the primary variables are designated as 
predictors (“P”). When a dependent variable is selected or a 
predictor from the set of primary variables, its status changes 
to excluded Primary variable (XP). Such variables are dis 
played in the right hand list. Clicking on one of the variables 
in the list presents the basic features of that variable in the 
variable editor. 

Variable Visualization 

0138. In addition to the information from the data dictio 
nary, the selected variable is graphed in terms of the response 
frequency of the target dependent variable. By clicking on the 
hyperlink the graph is displayed as shown in FIG. 20B: 
0.139. Such variable visualization provides a basis for 
transforming variables to predict more robust target perfor 
mance. This is particularly effective for nonlinear continuous 
variables, for multi-valued nominal variables whose effec 
tiveness can be improved by splining, and for variables with 
significant interactions with other predictor variables, such as 
those revealed by the partition tree plots. 

Variable Transformation 

0140 For a selected variable, the major variable trans 
forms (logarithm, square, square root, interaction) can be 
applied. To obtain an interaction transform, the user clicks on 
the edit button then on the interaction (X) button as shown in 
FIG. 21A. Then, in the predictor variables list, the user clicks 
on the prior contact before purchasel variable to generate 
the transform variable shown in FIG. 21D. The entries are 
automatically generated but the variable description can be 
edited manually. After clicking on the save button and new 
variable Prior Purchase I appears on the predictor variable 
list which when selected shows the new set of features as 
shown in FIG. 21E: 

0141. After creating one or more new transformed vari 
able, the user clicks on the revisit reduction button to return to 
the dimension reduction stage to refilter the set of predictor 
variables but the result may be unchanged as shown in FIG. 
22. Action point 3 is variable transformation. By double 
clicking on a variable in the variable palette, all the informa 
tion about that variable can be displayed, including its defi 
nition as shown in FIG. 21A. The analyst can modify that 
definition to create a new variable by using a functional trans 
form, e.g., logarithm or square root, window mappings to 
exclude outliers, e.g., X-13.0, or splines. Splining is a special 
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case of variable transformation and has an auxiliary window 
for graphically determining the knots. 
0.142 Distribution analysis is available for the variable in 
terms of descriptive statistics and graphs and relative to the 
target variable. Moreover, automatic partitioning of a single 
variable into more predictive components can be carried out 
or the interactions among significant variables in the full 
predictive set can be revealed. For the subset of predictor 
variables under consideration a descriptive analysis can be 
obtained by selecting the first distribution analysis checkbox: 
differential effects can be examined by selecting on the sec 
ond distribution analysis checkbox. The user may select the 
interaction tree checkbox to examine potential variable inter 
actions. 
0143. When the displays have been computed, hot links to 
the distribution analyses and decision trees in HTML format 
are shown on the palette as illustrated in FIG. 20A. 
0144. Clicking on an exploratory statistics hotlink 
launches a browser to display the linked HTML as shown in 
FIG. 20B for the sample variable interaction tree. 
0145 The partition analysis shows a graphical represen 
tation of the 50,000 records (non-buyers at the top and buyers 
at the bottom) using the most significant variables as deter 
mined by a log likelihood measure whose bifurcation will 
split the sample into a binary decision tree. 
0146 Since the partition beyond a certain depth often 
overfits the sample dataset, a restriction is place on the pro 
cedure so that the Small half of a split must contain at least 
10% of the parent set. 
0147 To test for robust generalization, a k-fold cross 
validation is performed using the log likelihood (G) statistic 
to indicate overall fit. There is a trade-off between number of 
Subsamples and random variability (noise) but typically 
between 5 and 10 is satisfactory. In the model generation 
platform, a 10-fold cross validation is performed and by that 
test, the partition tree is robust. 
0.148. After the variable have been examined or edited, 
sample frequency and/or interaction displays have been 
reviewed, the user clicks on the proceed button to advance to 
the dimension reduction stage. As a background task, the 
model generation platform can impute missing data for Suit 
able categorical and continuous variables, when requested, 
apply Bayesian Renormalization and then and use the G-val 
ues to optimally partition highly multi-valued categorical 
variables. 

Dimension Reduction Stage 
0149 Next step 3 is dimension reduction. The challenge 
posed to the analyst by the complex, multidimensional 
dataset is to isolate the significant predictor variables for use 
in a model. Although the dataset has been cleansed, informa 
tion is not distributed evenly across the variables (dimen 
sions). The process of exploratory data analysis seeks to 
understand the distribution of buyers and non-buyers across 
the dimensions, to facilitate the transform of variables since 
the propensity mapping may be simplified within a linearized 
space. Then to make the model generation more efficient, 
dimensions irrelevant to the propensity mapping can be elimi 
nated or weakly contributory dimensions combined. So 
dimension reduction acts to reduce the number of dimensions 
by excluding variables that are not relevant. 
0150. There are three general approaches to reducing the 
dimensions of the space in which to develop a predictive 
model, which are made available to the analyst in the dialog 
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box shown in FIG. 22. First, the observational data may be 
lacking for certain covariates rendering them inefficient. 
When missing data are not ignorable and cannot be reliably 
imputed then the corresponding sparsely populated covari 
ates below some cutoff point may be discarded without loss in 
generality for a first-pass model. Second, ordinary least 
squares regression (OLS) applied to the Bernoulli distribu 
tion of the dependent variable for linear, quadratic forms of 
individual covariates can be selected using the probability of 
the t-ratio greater than some relaxed criterion, such as 0.05. 
Discarding the variables that fall below the criterion will 
reduce the dimensionality of the model space and in this 
lower dimensional space of significant variables; the interac 
tion cross products can be similarly sorted and culled. How 
ever, the dependent variable may be very non-linearly related 
to one or more covariates so may be prematurely set aside, if 
the cutoff criterion is set too high or the relationship is too 
nonlinear. Third, the decision tree of the data exploratory 
stage will have suggested any complex interactions as Such 
machine learning classifiers can deal with complex regions 
within covariates but may over fit the observations, if the trees 
are expanded too deeply. Therefore, restricting the nodes to 
those of a certain size above some cutoff point will generate 
potentially significant transformed covariates. 
0151. When the analyst selects the reduce dimension but 
ton after adjusting the density cut-off indicator level, the 
variables that fall below the cut-off line are excluded from 
further modeling consideration. (Such variables receive the 
status XP but later in the process with additional missing 
data imputation; the analyst can re-include the variable based 
on other considerations.) A count of the number of remaining 
variables is displayed for confirmation. 
0152 Through a set of filtering procedures indicated 
below the purpose of this stage is to exclude a sufficient 
number of the non-significant variables that the modeling can 
proceed efficiently with procedures, such as stepwise OLS 
(Ordinary Least Squares) regression. In addition to the first 
filter that eliminates sparsely represented variables there are 
other variables that may include: a second that uses stepwise 
forward OLS with the t-ratio as the fitting statistic 
(Probt-cut-off criterion, e.g., 0.05); a third, that uses step 
wise forward OLS with all binary interaction terms (XXk) 
filtered with the same technique; a fourth that generates by 
forward stepwise OLS all combination of the augmented sets 
of variables, X*, summed with the set, Z, initially rejected 
variables, e.g., Xh or (X,*Xk) filtered with the same tech 
nique; a fifth one that generates all interactions of X* +Z with 
Z, using stepwise forward OLS filtered with the same tech 
nique with all as used as a cut-point or a ranking measure; 
with all terms summed with the initially rejected variables 
filtered with the same technique. After the particular filter 
regimen has been selected in FIG. 22, the user clicks on the 
reduce button or hits the returnkey. Upon completion, a count 
of the number of remaining significant predictors is shown as 
in FIG. 22. To review the status of the predictor variables, the 
user clicks the review predictors button. 

Model Generation 

0153. Next step 4 is the prediction method. When the 
analyst double-clicks on the model select icon, a selection of 
several model-building approaches is displayed as shown in 
FIG. 23A. The analyst progresses by choosing the prediction 
method (and the criteria to exclude non-contributory vari 
ables), e.g., stepwise logistic regression. The modeling 
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results are displayed using hyperlinks and if the criteria for a 
satisfactory Candidate model are met, e.g., c>0.7 then a pro 
ceed to validation button is clicked. If the Candidate model is 
accepted, all variables except for the predictor variables used 
in the model are moved to one or other of the excluded 
variable columns. If a Candidate model is rejected, the data 
exploration and variable transformation action points are still 
available for modifying variables to improve the model. 
0154 As an example, to select a method, the user clicks on 
the stepwise logistic regression method radio button, then, 
selects the fitting criterion by selecting the maximum likeli 
hood method. For stepwise fitting there are three approaches: 
forward, backward, and mixed. For example, the analyst can 
elect the backward approach, in which all the variables are 
entered but then eliminated if not significant, by clicking on 
the backward radio button. Then set the entry significance 
level combo box and the retention significance level combo 
box levels to say 0.25 and 0.025. For the backward approach 
the critical level is the retention level, which should be set at 
0.025 or below since at the 0.025 level, a spurious variable 
with no actual predictive power will be accepted with a 2.5% 
probability. After completing the parameter settings for gen 
erating a candidate model, the user clicks on the generate 
model button (FIG. 23A). 
0155 The model selection method for the dataset example 
uses stepwise logistic regression to obtain an optimal set of 
coefficients for the variables that are significant at the 0.025 
level or below. When the process is complete, links appear to 
the results. The user clicks on the first hyperlink to have the 
browser display the model candidate statistical results, spe 
cifically, the model parameter estimates and the ROC Curve, 
which gives the concordance statistics as shown in FIG. 23B. 
0156 Click on the second hyperlink, Model Candidate 
Lift Chart, to display the non-cumulative gains chart for the 
dataset sample. 

Model Gains for Sample 

0157. The model candidate lift chart shows a significant 
lift in the top deciles and a smoothly declining lift overall. The 
user clicks on the third hyperlink, Model Candidate Persis 
tence Chart, to display the Key variables for the dataset 
sample, for example, as shown in FIG. 23C. 
0158. The persistence chart for this variable indicates that 
there is no significant interaction with other variables in the 
model that has not been accounted for. Because the model 
shows promise, to test further the user clicks on the advance 
candidate button. 

0159. Alternately, if the model candidate did not meet the 
necessary criteria, clicking on the review predictors button 
will display the predictor variable palette (FIG. 19) where 
new transformed variables can be constructed to attempt to 
develop an improved model candidate. 

Model Generation Process Validation 

0160 FIG. 24 shows the iconized guide view of the choice 
points for returning to review the predictor variables if the 
model is not satisfactory. Next step 5 is the validation of the 
model generation process. If the (working) model meets the 
criterion for a satisfactory model then the analyst can proceed 
to determine if the model is sufficiently robust, so that when 
extended beyond the Sample dataset used, the model retains it 
predictive power. In the modeling process validation stage the 
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analyst is presented with a means to determine the validity of 
the process used to generate the model. 
0161 The analyst is presented with a final model candi 
date selection dialog as shown in FIG. 25A. Similar to the 
sample selection process, the analyst picks a validation 
dataset The complement of the sample set, hold-out set gives 
the most statistically unbiased single estimate of the robust 
ness of the candidate model; however, using cross-validation 
techniques, sets selected by resampling, although optimisti 
cally biased, give a more accurate estimate of the variability 
of robustness. In addition there is a default set of tests for 
robustness and validation that can be augmented. 
0162 Validating the model generation process involves a 
comparison of the proposed model candidate features to the 
initial entry information on the development dataset and the 
targeted values of the key features together with a validation 
of the candidate using the hold-out validation dataset as 
shown in FIG. 25A. 
0163 Clicking on the validate button executes the manda 
tory and optional tests as shown in FIGS. 25A and 25B. The 
user reviews the final model candidate selection checkboxes, 
and then clicks on the compare button to initiate the compari 
Son of the model candidate using the sample dataset and the 
validation dataset as shown in FIG. 25B. 
0164. After the comparison process completes with all 
three checkboxes selected, three links to the results are dis 
played as shown in FIG. 25A. 
0.165 Clicking on the comparative model statistics button 
compares the concordance (area under ROC Curve) for both 
the sample dataset and the validation dataset as shown in 
FIGS. 2SB and 25C. 

Comparison of Model for Sample and Validation Datasets 

0166 The concordance statistic (c) area under curve of 
the validation dataset is less than that of the sample dataset but 
still exceeds the lower bound of 0.70. Clicking on the cumu 
lative lift chart button displays the gains relative to those of an 
average random sample. Both the validation and sample 
cumulative lift are similar. Clicking on the non-cumulative 
lift button show similar performance 
0167 Both the sample and validation lifts are similar and 
drop monotonically. After reviewing the results generated by 
clicking on the compare button, there are decision options to 
consider as shown in FIG. 25A. 
0168 If the candidate model does not generalize suffi 
ciently well or fails to meet other criteria, the model method 
can be reconsidered by clicking on the reconsider model 
button, or the set of predictor variables can be reconsidered 
and edited by clicking on the review predictors button. 
0169. On the other hand, if, as in the illustrative example, 
the candidate model is acceptable as the final candidate 
model, the analyst clicks on the accept button to complete the 
model development process by regenerating the model using 
the full development set and then generating a report. 

Final Model Candidate 

(0170 The validation of the Candidate Model is the vali 
dation of the model development process for the development 
dataset under consideration. The Candidate Model was devel 
oped using just a Subset of the full development dataset. 
Validation of the model development process for that devel 
opment dataset enables the analyst to apply the same process 
to the full dataset with a resulting increase in accuracy and 
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predictive power. To complete the model development pro 
cess the full development dataset is subjected to the same 
process, resulting in a final candidate model and that model is 
applied to the sample dataset and to the validation dataset 
with the final candidate model equation and the results dis 
played in a report. 

Report Generation 
0171 The model project report summarizes the descrip 
tion and goals entered when the project was initiated together 
with the results of statistical and graphical tests performed in 
the course of developing a model and the model equation to be 
used for scoring as shown in FIG. 26. Now the accepted final 
candidate model can be deployed to score a prospect list or 
develop insights about the customer base. 

List Scoring 

0172 Prior to processing a prospect list, there are certain 
tests to be performed to make certain that the model is appro 
priately matched to the incoming list. There may be recodings 
of the variables in the incoming list, e.g., household income in 
dollars rather than thousands of dollars, but such modifica 
tions are easily accommodated. More substantially, the model 
may be based on aged data so the scores are less than opti 
mally predictive. Depending on the circumstances, one or 
more tests shown above may need to be carried out. Clicking 
on the compare button launches the computation of the tests 
selected resulting in up to four hyperlinks. 
0173 Activating the compare file variable statistics hyper 
link displays the following. In this side-by-side comparison, 
the two datasets have comparable patterns of average variable 
values and standard deviations for the key predictor variables 
indicating that scoring should be robust. As the charts dem 
onstrate the variables in the development file and in the target 
scoring file display similar responses across deciles, which 
indicates that the development dataset is representative. As a 
third comparison, the distributions of the score computed by 
the model can be viewed in terms of comparative scores 
distributions The score distributions are equivalent so the 
final model can be committed to scoring the input list and 
producing the scored list. The scores can be assigned to pre 
defined deciles, either from norms or from the development 
dataset. 

Customer Insight 

0.174 FIGS. 27A through 27D are an exemplary graphical 
user representation of a model project insight interactive dia 
log showing hyperlinks to a target profile and corresponding 
chart of key factors; exemplary graphical user representation 
of a model project insight chart showing target and non-target 
contributions for two key factors. 
0.175 Good models can be used to gain insight into the 
customer base to efficiently target products to a given market. 
By clicking on the insight button, the analyst launches the 
customer insight module shown in FIG. 27A. 
0176 Such an analysis is most useful when the predictor 
variables are highly populated. For the goal of constructing a 
predictive model, a cut-off, by default set to 5%, was imposed 
to filter out sparsely populated variables. However, promo 
tional marketing imposes a higher cut-off, typically 50% or 
more. After setting the lowest acceptable match rate drop 
down list, selecting on the analyses needed, then clicking on 
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the get insight button, the model generation platform gener 
ates two types of results as shown in FIG. 27B: 
0177 Clicking on the display profile key factors hyper 
link, displays in rank order the key predictor variables as 
shown in FIG. 27C. Such key variables can be particularly 
enlightening when examined across products or in detail as 
shown in FIG. 27D. 
0.178 The customer insight module benefits from the con 
struction of an appropriate model but can operate as well on a 
Subset of the variables, for example, those representing demo 
graphics alone. Typically, transaction variables are stronger 
predictors but for some campaign, e.g., a cross-sell, demo 
graphics may be the most appropriate to gain insight into 
clone populations. 
Analyst Creates a New Model from a Template 
0179. In this scenario, next step 1 is to import a new 
dataset. The analyst opens an existing model project, then 
selects import dataset and chooses a dataset requiring the 
same type of model, e.g., a later phase of a marketing cam 
paign, and uses the same data dictionary as shown earlier. 
0180. Next step 2 is a repopulation of the datasets. The 
model generation platform repopulates the sample and Vali 
dation datasets, updates the model project entries including a 
new (default) model project name, and progresses through the 
modeling process to the modeling results display of FIG. 26. 
Analyst Completes Model from Previously Saved Model 
0181. In this scenario, next step 1 is the prediction method. 
The analyst opens an existing model project that has been 
previously saved as a work in progress. The model generation 
platform repopulates the sample and validation dataset parti 
tions, the subsets of predictor and excluded variables includ 
ing any transformed variables as shown in FIG. 19. The 
analyst can then select the prediction method to use for model 
completion. 

Analyst Revises Completed Model 
0182. In this scenario, next step 1 is the prediction method. 
The analyst opens an existing model that had been finalized 
which then forces a save under a different name. The goal is 
to improve on the model or import a new dataset using the 
final model as template. The model generation platform 
repopulates the sample and validation dataset partitions, the 
Subsets of predictor and excluded variables including any 
transformed variables, executes the previously selected pre 
diction method and the final tests and displays the results 
(FIG. 25). The analyst can then reject the final model and 
re-analyze the model starting with prediction method/import 
dataset. 
0183) Next step 2 is combined models. For particular dis 
tributions of targets in the dataset, a single model may not be 
optimal. A combined model, e.g., one optimal for the low 
deciles and a second model for the top deciles is the solution 
to Such a challenging situation. 
0184 The model generation platform is designed to 
develop a finished model, document the development, and 
provide statistical and graphical reports of that development. 
The goal is to automate the majority of steps in statistical 
manipulations letting the analyst decide what criteria to 
apply, e.g., cut-off level to reduce the dimensionality of a 
dataset, and then judge the Sufficiency of the results to deter 
mine progression toward validation of the model develop 
ment process and the production of a final candidate model. A 
major design target is to make completion of the final model 
as fast and efficient as practical. 
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0185. Accordingly, in view of the above; the model gen 
eration platform 10 illustrated in FIG. 1 and described herein 
is readily implemented using data and information available 
to Software engineers that are skilled in the art, and the dis 
closure herein is adequate and provides sufficient information 
to permit one skilled in the art to practice the present inven 
tion. 
0186. Other implementations are also within the scope of 
the following claims. For example, variations in the identity 
and the sequence of the steps, choice points, and action points 
described above are possible. Other user interface approaches 
and elements may be used. The mathematical underpinnings 
of the system may be different than those described in the 
examples. The system can be applied to a variety of modeling 
projects other than customer behavior in a consumer or busi 
ness market. In the context of customer behavior, as it applies 
to consumer and business markets, the platform can be 
applied to all stages of the customer lifecycle from customer 
acquisition, through customer development, to customer 
retention. The role of these applications may be to predict, 
monitor, or compare behavior, and the intent of the applica 
tions may be to elicit, monitor, reinforce orchangea behavior. 
The platform may also be applied to assess a population of 
individuals, for example, to forecast trends or the magnitude 
of a future outcome stemming from the population. In another 
example, the platform may be applied to calculate a popula 
tion's economic value, credit standing, or orientation toward 
a designated area of interest. 
0187. The distribution of the functions and components 
need not be as shown, but can instead be distributed over any 
number of computers or networks. Additionally, although we 
use the terms client and server, any given program may be 
capable of acting as either a client or server, our use of these 
terms may refer only to the role being performed by the 
program for a particular connection, rather than to the pro 
gram's capabilities in general. 
0188 Seven other patent applications being filed on the 
same day as this one and which share a common detailed 
description, are incorporated by reference. 

1. The method of claim 8 in which 
the project includes a series of user choice points and 

actions or parameter settings that govern the generation 
of the model based on rules, and automatically stores 
information about the choice points and actions or rules. 

2-6. (canceled) 
7. The method of claim 1 also including enabling the user 

to replicate information about the predictive model as it 
existed as of the making of any one of the choices. 

8. A machine-based method comprising 
in connection with a project in which a user generates a 

predictive model based on historical data about a system 
being modeled, providing to the user through a graphical 
user interface a structured sequence of model generation 
activities to be followed, the sequence including sample 
dataset generation, variable transformation, dimension 
reduction, model generation, model process validation, 
model re-generation, and list scoring. 

9. The method of claim 8 in which the system comprises 
behavior of prospective or current customers of a vendor with 
respect to products or services offered by the vendor. 

10. The method of claim 8 in which the predictive model 
predicts behavior of a prospective or current customer with 
respect to purchase of a product or service of a vendor. 
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11. The method of claim 8 in which the predictive model 
predicts behavior of a current customer with respect to reten 
tion of a current service or product of a vendor. 

12. The method of claim 8 in which the predictive model 
predicts behavior of a current customer with respect to risk of 
asserting claims, loan payment or prepayment to a vendor. 

13. The method of claim 8 in which the predictive model 
predicts behavior of a current customer with respect to usage 
of a current service or product of a vendor. 

14. The method of claim 8 in which the user interface 
controls staging of the sequence of model generation activi 
ties. 

15. The method of claim 8 in which the at least some of the 
activities comprise model design choices including rule 
parameter settings to be made by the user and at least some of 
the choices are constrained based on characteristics of types 
of the historical data. 

16. The method of claim 8 in which the data types are 
represented by metadata associated with the data. 

17. The method of claim 8 in which the sequence of activi 
ties includes Subsequences and the user interface controls 
staging of the Subsequences. 

18. The method of claim 8 in which the sequence is selected 
to produce an optimal model Subject to constraints of the 
project goals. 

19. The method of claim 8 in which 
each of the model generation activities includes choices to 
be made by the user, and the method further includes 

enabling the user to re-enter an earlier one of the model 
generation activities and to adjust a choice made 
included in that model generation activity, while con 
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tinuing to impose the structured sequence on the model 
generation activities to be followed. 

20. The method of claim 19 in which the at least one of the 
activities which the user re-enters includes adjustment of a 
model generation parameter and review of results produced 
by the adjusted parameters. 

21. The method of claim 19 in which the re-entry is per 
formed iteratively. 

22. The method of claim 8 also including 
enabling the user to interact with a single integrated model 

generation platform to perform input processing of the 
historical data, generating of the model, and generating 
an output that identifies a selection, including rank by 
propensity, of prospect or current customer databased 
on scoring of the historical data using the model. 

23. The method of claim 22 also including encrypting the 
output. 

24. The method of claim 8 in which 
each of the model generation activities is indicated by an 

icon, the icons being connected by transitional graphical 
elements. 

25. The method of claim 24 in which, at a given time, icons 
are displayed to indicate the status of one or more activities. 

26. The method of claim 24 in which the transitional 
graphical elements are shown in one style for transitions that 
have been completed and in another style for transitions that 
are optional or are in process. 

27. The method of claim 24 also including maintaining 
information about Successive states and transitions of the 
model generation activities. 

c c c c c 


