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USING DIRECT MEMORY ACCESS FOR PERFORMING DATABASE 

OPERATIONS BETWEEN TWO OR MORE MACHINES 

FIELD OF THE INVENTION 

The present invention relates to communications in a database system 

environment. In particular, the present invention relates to using direct memory access for 

performing database operations between two or more machines.  

BACKGROUND OF THE INVENTION 

Direct Memory Access (DMA) is a technique for transferring data from one 

memory segment to another memory segment without passing the data through a central 

processing unit. Computers that have DMA enabled channels can transfer data to and 

from devices much more quickly that computers that use more traditional Internet 

Protocol channels.  

DMA technology has increasingly been incorporated into different high-speed 

transfer protocols and architectures. Examples of architectures that use DMA as a feature 

include VIRTUAL INTERFACE, and INFINIBAND. The DMA feature in such systems 

enable data in a memory on one device to specifically be targeted for memory on another 

external location, such as on another node or computer system. To gain full advantage of 

DMA, systems that incorporate DMA features do so with fast network connect devices.  

DMA data transfers remove data bit overhead that is characteristic of the 

Transmission Control Protocol/Internet Protocol (TCP/IP) data transfers. TCP/IP protocol 

transfers use byte streams that are segmented, where each segment includes header 

information and other characteristics to enable that particular data segment to reach its 

intended target. In contrast, DMA transfers data in a memory segment without 

segmenting the data into individually deliverable bytes. While DMA provides a favorable 

contrast to TCP/IP, techniques also exist to use DMA with TCP/IP. One such technique is 

referred to as remote DMA (RDMA) over TCP/IP.  

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by way of example, and not by way of 

limitation, in the figures of the accompanying drawings and in which like reference 

numerals refer to similar elements and in which: 

FIG. 1 illustrates a basic system for transferring data between two machines, 

under an embodiment of the invention.  
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FIG. 2 illustrates a method for implementing write operations between two 

machines using DMA data transfer, under an embodiment of the invention.  

FIG. 3 illustrates a method for implementing read operations between two 

machines using DMA data transfer, under an embodiment of the invention.  

FIG. 4 illustrates a method for validating the ability of two machines to exchange 

data for database operations using DMA data transfer.  

FIG. 5 illustrates a basic system for transferring data between two machines using 

multiple buffers, under an embodiment of the invention.  

FIG. 6 is a block diagram that illustrates a computer system upon which an 

embodiment of the invention may be implemented.  

DETAILED DESCRIPTION OF THE INVENTION 

A method and apparatus for using direct memory access for performing database 

operations between two or more machines is described. In the following description, for 

the purposes of explanation, numerous specific details are set forth in order to provide a 

thorough understanding of the present invention. It will be apparent, however, that the 

present invention may be practiced without these specific details. In other instances, 
well-known structures and devices are shown in block diagram form in order to avoid 
unnecessarily obscuring the present invention.  

OVERVIEW 

Embodiments of the invention enable direct memory access (DMA) technology to 
be effectively implemented in a database system environment. In particular, database 

operations conducted with a database server may be performed using a DMA 

communication medium. A DMA communication medium includes a channel that 
enables two computers to share memory with each other in a manner that is transparent 

on the respective computers. Thus, if one computer writes data to a memory that is 
subject to a DMA channel, that data is transferred to the other computer with minimal 

intervention from the processor. The use of a DMA communication medium to perform 

database operations, particularly those involving the transfer of large amounts of data, 
enable the database operations to be performed significantly more quickly than through 
use of more traditional communication mediums, such as TCP/IP.  

According to one embodiment, database operations may be performed on a first 
machine that communicates with a second machine to perform database operations. At 
least one of the machines is a database server. On the first machine, a first segment of 
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memory is allocated for the second machine. During performance of a database operation 

that involves the transfer of data from the second machine to the first machine, data is 

buffered in the first segment of memory. The data is buffered in response to the second 

machine writing the data to a second segment of memory that is allocated on the second 

machine for the first machine.  

As an example, a database server may allocate a portion of a buffer for a client.  

The database server may buffer data received from the client in the allocated memory.  

The data is buffered in response to the client writing the same data to a memory allocated 

on the client. The transfer of the data is done over a DMA enabled channel. Operations 

that are performed in conjunction with the transfer of data may be performed in response 

to structured query language commands sent by the client terminal 110.  

In one embodiment, if a DMA transfer is not available between the first and 

second machines, data is automatically transferred using a TCP/IP transfer protocol. A 
validation step may be performed to determine whether a DMA channel of a TCP/IP 

channel should be used to transfer data between the two machines.  

In an embodiment, communications described between two machines may be 
replicated to enable data transfer between additional machines. For example, a client 

terminal may write data to a database server through a DMA channel, and the database 

server may distribute the data to other clients through separate DMA channels.  

GENERAL FUNCTIONAL DESCRIPTION 

FIG. 1 illustrates a basic system for transferring data between two machines, 
under an embodiment of the invention. A system such as described enables two machines 
to transfer data and perform database operations with one another using DMA transfer 
technology. At least one of the to machines includes a database server. In one 
embodiment, one of the two machines is a client terminal 110, and the other of the two 
machines is a database server machine 120 that manages a database 132. In other 

embodiments, client terminal 110 may correspond to another database server machine.  

For example, a database server component may execute a client process to communicate 
with database server machine 120.  

Client terminal 110 includes a central processing unit (CPU) 112, a memory 114, 
and an 1/0 port 118. Database server machine 120 includes a CPU 122, a memory 124, 
and an 1/0 port 128. The database 132 on database server machine 120 may be managed 
by a server component executed by CPU 122.  
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In one embodiment, client terminal 110 and database server machine 120 may 

communicate through use of one of two or more channels. A TCP/IP channel 132 and a 

DMA channel 134 may interconnect the I/O port 118 of client terminal 110 with the I/O 

port 128 of database server machine 120. The 1/0 ports 118 and 128 may each include 

components or features that are configured to communicate with other computers through 

DMA channel 134. The combination of I/O ports 118, 128 and a fast network connection 

between client terminal 110 and database server machine 120 may form DMA channel 

134. The 1/0 ports 118, 128 are configured to transfer data from and into allocated 

segments of memory on their respective machines without use of the CPUs 112, 122. The 

I/O ports 118, 128 are also configured to communicate with other computers through the 

use of TCP/IP channel 132 or DMA channel 134. As will be described, embodiments of 

the invention permit the use of the TCP/IP channel 132 in the event the DMA channel 

134 is not available, or becomes disrupted.  

In order for the DMA channel 134 to be used, the client terminal allocates a first 

memory segment 116 of memory 114 for the database server machine 120. The database 

server machine 120 allocates a second memory segment 126 for the client terminal 110.  

The DMA channel 134 may be provided on a different physical component than 

the TCP/IP channel 132. For example, the DMA channel 134 may include an 

1NFINIBAND connection between client terminal 110 and database server machine 120, 

while the TCP/IP channel 132 is provided on a traditional network connection, such as an 

ETHERNET connection. In another embodiment, the DMA channel is provided on the 

same physical components as the TCP/IP channel 132. Thus, one medium may be capable 

of use as either a DMA channel or a TCP/IP channel.  

In an embodiment, the client terminal 110 and database server machine 120 must 

determine whether the DMA channel 134 can be used. If DMA channel 134 cannot be 

used, the TCP/IP channel 132 is used. Preliminary communications to establish and 

determine whether DMA channel 134 can be used are conducted over the TCP/IP 

channel.  

In one embodiment, client terminal 110 signals a remote procedure call (RPC) to 

database server machine 120. The CPU 122 of database server machine 120 recognizes 

that the DMA channel 134 may be available for subsequent communications identified by 
the RPC. The database server machine 120 signals a return to the RPC through the 

TCP/IP channel 132, indicating that DMA channel 134 should be used. The CPU 112 of 
the client terminal 110 then allocates the first segment 116 of memory 114 for the 

database server machine 120. The CPU 122 of the database server machine 120 allocates 
-4-
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the second segment 126 of memory 124 for the client terminal 110. The client terminal 

110 sends a bid containing an identifier for first memory segment 116 to the database 

server machine 120. Similarly, the database server machine 120 sends a bid containing an 

identifier for second memory segment 126 to the client terminal 110.  

Once memory is allocated on client terminal 110 and database server machine 

120, an embodiment provides that one or both client terminal 110 and database server 120 

perform a verification. The verification is to determine whether the DMA channel is 

available for data transfer between the two machines. The verification performed on or 

both machine may be performed through techniques, such as described with FIG. 4.  

The DMA channel 134 may be used to perform database operations between 

client terminal 110 and database server machine 120. Once the DMA channel 134 is 

established between client terminal 110 and database server machine 120, operations for 

writing and reading data from one machine to another machine may be executed by the 

transferor of the data executing a write operation to its memory segment allocated for the 

other machine. Both read and write operations may be performed by one of the two 

machines writing data to its allocated local memory, and using the DMA channel 134 to 

transfer the data from the local memory to the other machine.  

For either read or write type operations, if the machines are determined to not be 
able to communicate over DMA channel 134, then TCP/IP channel 132 will be used.  

While TCP/IP channel 132 is slower, use of that channel as a backup ensures that the 

database operations can be performed.  

TRANSFERRING DATA TO PERFORM WRITE AND READ OPERATIONS 

FIG. 2 and FIG. 3 illustrate methods for transferring data between two machines 

for purpose of performing database operations. The references to elements of FIG. 1 are 

made for purpose of providing exemplary components for performing the steps of the 
methods, as described herein.  

FIG. 2 illustrates a method for implementing write operations between two 

machines using DMA data transfer, under an embodiment of the invention. For 

illustrative purposes, an embodiment is described where client terminal 110 writes data to 
database server machine 120. For example, client terminal 110 may initiate an INSERT 
operation to transfer a large amount of data, formatted as rows, to the database on 
database server machine 120.  

In step 210, client terminal 110 sends an RPC to database server machine 120, 
indicating that client terminal 110 is seeking to write data to the database server machine 
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120. The RPC may indicate that an INSERT or other write operation is to be performed in 

order to transfer data to database server machine 120 from client terminal 110. The data 

may be destined for database 132, or forwarded to other clients and/or database servers.  

In either case, the database server machine 120 sends a return to the client terminal 110 in 

response to the remote procedure call being made. Both the remote procedure call and its 

return are sent through TCP/IP channel 132 

After sending the RPC, step 220 provides that each machine allocates a memory 

segment for the other machine. Thus, client terminal 110 allocates first memory segment 

116 for database server machine 120. The database server machine 120 allocates second 
memory segment 126 for client terminal 110.  

Step 230 provides that each machine sends identifiers for its allocated memory to 
the other machine. Such identifiers may be referred to as bids. The bids contain addresses 

to the allocated memory on each machine. Thus, client terminal 110 sends a bid to 

database server machine 120 containing the address to first memory segment 116.  
Likewise, database server machine 120 sends client terminal 110 the bid containing the 
address to second memory segment 126. In one embodiment, the bids are also exchanged 
between client terminal 110 and database server machine 120 through the TCP/IP channel 

132.  

In order to write data from client terminal 110 to database server machine 120, 
step 240 provides that client terminal 110 writes the data that is to be transferred to first 
memory segment 116. The 1/0 port 118 of client terminal 110 automatically moves the 
data out of the first memory segment 116 and to database server machine 120, where it is 
received by the I/O port 128. The data is transferred from client terminal 110 to database 
server machine 120 using DMA channel 134.  

In step 250, data received by database server machine 120 from client terminal 
110 is buffered in second memory segment 126. This may be accomplished by the I/O 
port 128 of database server machine 120 moving the data received from the 1/0 port 118 
into second memory segment 126. The CPU 122 of database server machine 120 then 
reads the data into the database.  

In step 260, the database server machine 120 sends an acknowledgement to client 
terminal 110 upon the data being moved out of second memory segment 126. For 
example, CPU 122 may read data from second memory segment 126 and move the data 
into database 132, or make the data available to other database servers and client 
terminals. Once second memory segment 126 is empty, the acknowledgement can be 
made to client terminal 110 so that additional data can be written from client terminal 110 
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to database server machine 120. In an embodiment, both client terminal 110 and database 

server machine 120 make acknowledgements when the respective first memory segment 

116 and second memory segment 126 are empty.  

The acknowledgement may be a relatively short message, such as a few bytes 

long. Thus, it can be sent over either TCP/IP channel 132 or DMA channel 134.  

However, once DMA channel 134 is open, it may be easier to send the acknowledgement 

using the DMA channel 134. Given the small size of the acknowledgement, and the fact 

that data transmitted over DMA channel 134 contains little overhead (such as in the form 

of headers), it is also relatively easy to package the acknowledgement with some other 

message sent from database server machine 120 to client terminal 110.  

FIG. 3 illustrates a method for implementing read operations between two 

machines using DMA data transfer, under an embodiment of the invention. For purpose 

of illustration, FIG. 3 is described with the read operations being performed from client 

terminal 110 for data contained in database server machine 120. As an example, an 

UPDATE or SELECT operation may be performed by client terminal 110 to view data in 

database 132. The speed in which such operations are performed may be facilitated 

through the use of DMA channel 134.  

In step 310, client terminal 110 sends a remote procedure call to read data from 

database server machine 120. The remote procedure call may contain or indicate the 

UPDATE, SELECT or other read operation. A return of the remote procedure call may be 

made by database server machine 120. Both the remote procedure call and its return are 

sent through TCP/IP channel 132.  

In step 320, each machine allocates a segment of memory for the other machine.  

As with an embodiment described in FIG. 2, client terminal 110 may allocate first 

memory segment 116 for database server machine 120. The database server machine 120 

may allocate second memory segment 126 for client terminal 110.  

Step 330 provides that client terminal 110 sends a bid to database server machine 

120 containing the address to first memory segment 116. In an embodiment, database 

server machine 120 may also send client terminal 110 a bid to the second segment of 

memory 126 for return communications form client terminal 110. The bids may also be 

exchanged using the TCP/IP channel 132.  

In order to perform the read operation, step 340 provides that database server 

machine 120 writes data to the second memory segment 126 in order to cause data to be 

written to first memory segment 116 on client terminal 110. Upon database server 

machine 120 writing the data to second memory segment 126, 1/0 port 128 of database 
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server machine 120 moves the data being buffered in second memory segment 126 to the 

client terminal 110. The data may be moved from client terminal 110 to database server 

machine 120 across DMA channel 134.  

In step 350, the data is received and buffered in the first memory segment 116 of 

client tenninal 110. The I/O port 118 of client terminal 110 moves the data into first 

memory segment 116. The CPU 112 on client terminal 110 then reads the data requested 

by the read operation from first memory segment 116.  

VALIDATING DMA COMMUNICATIONS 

If either of the write or read operations described with FIG. 2 and FIG. 3 are not 

available between client terminal 110 and database server machine 120, then an 

embodiment of the invention permits client terminal 110 and database server machine 120 

to transfer data for performing the database operations using a TCP/IP channel 132. The 

use of TCP/IP channel instead of DMA channel 134 provides a reliable backup in the 

event DMA configurations of client terminal 110 and database server machine 120 are 

incompatible, or not possible for any reason.  

FIG. 4 illustrates a method for validating the ability of two machines to exchange 

data for database operations using DMA data transfer, under an embodiment of the 

invention. A method such as described with FIG. 4 may be used in conjunction with 

transferring data between machines for purpose of performing either write or read 

operations. Thus, a method such as described with FIG. 4 may be implemented as 

additional steps to methods described in FIGS. 2 and 3.  

In step 410, a first machine sends another machine an RPC to perform some 

database operation. As stated, the remote procedure call may specify either write or read 

operations that are to be performed. The other machine may send a return to the RPC.  

Both the RPC and its return are sent through a TCP/IP channel.  

Step 420 provides that each machine allocates a memory segment for the other 

machine. As described with other embodiments, the allocated memory one each machine 

provides a temporary buffer for data that is to be transferred amongst the machines.  

In step 430, each machine sends the other machine an identifier, or bid, to its 

allocated memory. The identifier provides an address for one machine to write data to the 

other machine. The identifiers may be exchanged across a TCP/IP connection.  

In step 440, a determination is made to validate that a DMA data transfer can be 

performed between the two machines. For example, it is possible that the two machines 
are each DMA enabled, but one machine uses different equipment, software and/or 
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protocol, making the two machines incompatible with one another for purpose of 

performing DMA data transfers.  

Several techniques are possible for making the verification determination. One 

technique provides that each machine attempts to write data, in the form of a test 

message, to the other machine using the allocated memories. For example, one machine 

may write the other machine a test message through its allocated memory, and await for 

an acknowledgement from the other machine that the data was received, buffered, and/or 

used by the second machine through the other machine's allocated memory. In one 

embodiment, only the machine that is to write data to the other machine needs to send the 

test message. In another embodiment, both machine send each other test messages, and 

await acknowledgments from the other machine. Both the test message and 

acknowledgement may be communicated over DMA channel 134.  

Another technique provides that the validation is performed by comparing each 

machine's software to determine whether the machines are compatible for DMA transfer.  

For example, one machine may send the other machine a message containing its software 

information, and the other machine may perform the comparison to determine 

compatibility. In an embodiment, the compatibility information used for performing the 

verification may be send over a TCP/IP channel. It is possible for the compatibility 

information to be provided with the remote procedure call and its return. Such a 

comparison step may be performed in addition to or instead of sending test messages 

through allocated memory.  

If DMA compatibility is validated in step 440, step 450 provides that database 

operations may be performed between the first machine and the second machine over a 

DMA connection. If DMA compatibility is not validated in step 440, step 460 provides 

that database operations may be performed between the first machine and the second 

machine over a TCP/IP connection. For example, in FIG. 1, DMA channel 134 may be 

used if the validation is determined in step 440, else TCP/IP channel 132 is used.  

USING MULTIPLE BUFFERS TO TRANSFER DATA 

FIG. 5 illustrates a basic system for transferring data between two machines using 

multiple buffers, under an embodiment of the invention. In FIG. 5, a client terminal 510 

communicates with a database server machine 520 to perform database operations, 
including operations to transfer data with read and/or write operations. The client terminal 

510 and database server machine 520 are assumed to be compatible across a DMA 

connection 534. A TCP/IP connection 532 may also interconnect the two machines for 
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purpose of establishing communications across the DMA channel 534. The database 

server machine 520 manages a database that is not shown in FIG. 5.  

The client terminal 510 has a memory 516, a portion of which may be allocated to 

database server machine 520. Likewise, database server machine 520 has a memory 524, 

a portion of which may be allocated to client terminal 510. The database server machine 

520 also manages a database 532. Communications to and from client terminal 510 may 

be made through an 1/0 port 518. Communications to and from database server machine 

520 may be made through an I/O port 528.  

Upon one of the machines signaling an RPC to the other machine across the 

TCP/IP connection 532, each machine allocates a portion of its memory for the other 

machine. The client terminal 510 allocates a first memory segment 516 from its memory 

514. The database server machine 520 allocates a second memory segment 526 from its 

memory 524.  

According to an embodiment, the allocated memory on each machine may be 

divided into a plurality of buffers. On client terminal 510, first memory segment 516 is 

divided into a first plurality of buffers 515. On database server machine 520, the second 

memory segment 526 is divided into a second plurality of buffers 525. The relationship 

between the buffers is that each one of the first plurality of buffers 515 corresponds to one 

of the second plurality of buffers 525. Thus, if data is written to one of the buffers on 

either client terminal 510 or database server machine 520, that data is, upon execution of 

a designated commend automatically written to the corresponding buffer on the other of 

the two machines. Alternatively, the designated command may be initiated by a prompt 

from the user, which causes the data to be transferred over the DMA channel 435.  

In FIG. 5, the correspondence amongst buffers 515, 525 is illustrated by 

numbering, where BUFF11 corresponds to BUFF21 and BUFF14 corresponds to 

BUFF24. The correspondence amongst buffers may be established using the TCP/IP 

channel 532. For example, the correspondence may be established with the RPC 1 to 

initiate database operations between client terminal 510 and database server machine 520.  

Dividing allocated memory into buffers increases the speed by which data can be 

moved from client terminal 510 to database server machine 520. If no division is used on 

the allocated memory, then all data held in first memory segment 516 would have to be 

transferred to second memory segment 526 before additional data can be exchanged 

between client terminal 510 and database server machine 520. Therefore, if first memory 

segment 516 is only 4k in size, and a user of client terminal 510 wishes to write 8k of data 

to database server machine 520, the data would have to be written locally to first memory 
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segment 516 at least twice. First, 4k would have to be written to first memory segment 

516, and once I/O port 518 moves that data to database server machine 520, the next 4k 

of data may be written to the first memory segment 516. Even if first memory segment 

516 is large enough to accommodate 8k of data, the 8k of data would still have to be 
moved as one chunk, so that some of the data would arrive later than other data.  

In contrast, an embodiment such as described in FIG. 5 enables both 4k segments 
of data to be transferred from first memory segment 516 concurrently, to enhance the 
overall delivery time for data to be delivered from client terminal 510 to database server 
machine 520. The use of buffers reduces the size of the data chunks being sent, so that all 
the data stored in each buffer 515 can be transferred to corresponding buffers 525 in less 
time than if the same amount of data was transferred from first memory segment 516 to 
second memory segment 516 without the use of buffers.  

The manner in which client terminal 510 and database server machine 520 may 
exchange data during performance of database operations is as follows. One machine, the 
transferor, writes data to its allocated memory, and that data is distributed amongst the 
buffers. The data is then transported to corresponding buffers on the recipient machine.  
Once data stored in each buffer on the recipient machine is used, the recipient machine 
sends the transferor machine an acknowledgement. In an embodiment, the 
acknowledgement signifies that a buffer on the recipient machine is empty. Thus, an 
acknowledgement may be sent for each buffer on the recipient machine. Upon receiving 
the acknowledgement, the transferor machine knows that is can write more data to the 
buffer corresponding to the recipient machine's buffer from the acknowledgement was 
received. In an embodiment where asynchronous data transfer is possible, data may be 
queued in the allocated memory of the machine performing the write operation until 
buffers become available.  

If, as shown by FIG. 5, client terminal 510 is writing data to database server 
machine 520, then client terminal 510 writes that data locally to first memory segment 
516. The data in first memory segment 516 would be distributed to the buffers 515. The 
1/0 port 518 of client terminal 510 moves data from buffers 515 to database server 
machine 520. The 1/0 port 528 of database server machine 520 moves the data into 
buffers 525. In this way, data in one of the buffers 515 of client terminal 510 is moved to 
its corresponding buffer 525 on database server machine 520. When database server 
machine 520 uses all of the data being held in one of the buffers 515, the database server 
machine 520 sends an acknowledgement to the client terminal 510. The client terminal 
510 then can place more data into the specific buffer 515 corresponding to the buffer 525 

-11-



WO 2004/061684 PCT/US2003/039555 

from which the acknowledgement was provided. An acknowledgement may be received 

from each of the buffers 515. In embodiments where asynchronous data transfer is 

enabled, client terminal 510 may queue data waiting to be transferred to database server 

machine 520 until one of the buffers 515 has a corresponding buffer on database server 

machine 520 that has been acknowledged as being empty.  

If, for example, client terminal 510 is perfonning a read operation for data in the 

database managed by the database server machine, then the data identified for transfer to 

client terminal 510 is moved into second memory segment 526. The data may be 

distributed amongst buffers 515, and carried over to client terminal 510 through I/O port 

528. The data may then be held on client terminal 510 in buffers 515. The client terminal 

510 then reads data from buffers 515. Once one of the buffers 515 becomes available, 

client terminal 510 sends an acknowledgement to database server machine 520 indicating 

that the buffer is empty.  

SYNCHRONOUS AND ASYNCHRONOUS DATA TRANSFERS 

In a system such as shown by FIG. 5, data may be transferred either 

synchronously or asynchronously. In synchronous data transfer, if data being written 

locally to allocated memory for another machine exceeds the size of the allocated 

memory, then the processor of the machine writing the data remains active to monitor the 

allocated memory and write additional data to the allocated memory as it becomes 

available. The data is transferred from the transferor machine as the data is synchronously 

written to the allocated memory.  

In asynchronous transfer, data is written locally on the transferor machine to a 

queue. The queue causes the data to be written to the buffers as the buffers become 

available. Active involvement of the processor on the machine writing the data locally is 

not needed to monitor and write the data to the queue. Rather, all the data that needs to be 

transferred through the allocated memory is sent once to the queue, and the queue holds 

the data for the allocated memory (or its individual buffers) until additional data can be 

distributed within the allocated memory.  

HARDWARE OVERVIEW 

FIG. 6 is a block diagram that illustrates a computer system 600 upon which an 

embodiment of the invention may be implemented. Computer system 600 includes a bus 

602 or other communication mechanism for communicating information, and a processor 

604 coupled with bus 602 for processing information. Computer system 600 also includes 
-12-



WO 2004/061684 PCT/US2003/039555 

a main memory 606, such as a random access memory (RAM) or other dynamic storage 

device, coupled to bus 602 for storing information and instructions to be executed by 

processor 604. Main memory 606 also may be used for storing temporary variables or 

other intermediate information during execution of instructions to be executed by processor 

604. Computer system 600 further includes a read only memory (ROM) 608 or other static 

storage device coupled to bus 602 for storing static information and instructions for 

processor 604. A storage device 610, such as a magnetic disk or optical disk, is provided 

and coupled to bus 602 for storing information and instructions.  

Computer system 600 may be coupled via bus 602 to a display 612, such as a 

cathode ray tube (CRT), for displaying information to a computer user. An input device 

614, including alphanumeric and other keys, is coupled to bus 602 for communicating 

information and command selections to processor 604. Another type of user input device is 

cursor control 616, such as a mouse, a trackball, or cursor direction keys for communicating 

direction information and command selections to processor 604 and for controlling cursor 

movement on display 612. This input device typically has two degrees of freedom in two 

axes, a first axis (e.g., x) and a second axis (e.g., y), that allows the device to specify 

positions in a plane.  

The invention is related to the use of computer system 600 for implementing the 

techniques described herein. According to one embodiment of the invention, those 

techniques are performed by computer system 600 in response to processor 604 executing 

one or more sequences of one or more instructions contained in main memory 606. Such 

instructions may be read into main memory 606 from another computer-readable 

medium, such as storage device 610. Execution of the sequences of instructions 

contained in main memory 606 causes processor 604 to perform the process steps 

described herein. In alternative embodiments, hard-wired circuitry may be used in place 

of or in combination with software instructions to implement the invention. Thus, 

embodiments of the invention are not limited to any specific combination of hardware 

circuitry and software.  

The term "computer-readable medium" as used herein refers to any medium that 

participates in providing instructions to processor 604 for execution. Such a medium may 

take many forms, including but not limited to, non-volatile media, volatile media, and 

transmission media. Non-volatile media includes, for example, optical or magnetic disks, 

such as storage device 610. Volatile media includes dynamic memory, such as main 

memory 606. Transmission media includes coaxial cables, copper wire and fiber optics, 

including the wires that comprise bus 602. Transmission media can also take the form of 
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acoustic or light waves, such as those generated during radio-wave and infra-red data 

communications.  

Common forms of computer-readable media include, for example, a floppy disk, a 

flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any 

other optical medium, punchcards, papertape, any other physical medium with patterns of 

holes, a RAM, a PROM, and EPROM, a FLASH-EPROM, any other memory chip or 

cartridge, a carrier wave as described hereinafter, or any other medium from which a 

computer can read.  

Various forms of computer readable media may be involved in carrying one or more 

sequences of one or more instructions to processor 604 for execution. For example, the 

instructions may initially be carried on a magnetic disk of a remote computer. The remote 

computer can load the instructions into its dynamic memory and send the instructions over 

a telephone line using a modem. A modem local to computer system 600 can receive the 

data on the telephone line and use an infra-red transmitter to convert the data to an infra-red 

signal. An infra-red detector can receive the data carried in the infra-red signal and 

appropriate circuitry can place the data on bus 602. Bus 602 carries the data to main 

memory 606, from which processor 604 retrieves and executes the instructions. The 

instructions received by main memory 606 may optionally be stored on storage device 6 10 

either before or after execution by processor 604.  

Computer system 600 also includes a communication interface 618 coupled to bus 

602. Communication interface 618 provides a two-way data communication coupling to 

a network link 620 that is connected to a local network 622. For example, 

communication interface 618 may be an integrated services digital network (ISDN) card 

or a modem to provide a data communication connection to a corresponding type of 

telephone line. As another example, communication interface 618 may be a local area 

network (LAN) card to provide a data communication connection to a compatible LAN.  

Wireless links may also be implemented. In any such implementation, communication 

interface 618 sends and receives electrical, electromagnetic or optical signals that carry 

digital data streams representing various types of information.  

Network link 620 typically provides data communication through one or more 

networks to other data devices. For example, network link 620 may provide a connection 

through local network 622 to a host computer 624 or to data equipment operated by an 

Internet Service Provider (ISP) 626. ISP 626 in turn provides data communication 

services through the world wide packet data communication network now commonly 

referred to as the "Internet" 628. Local network 622 and Internet 628 both use electrical, 
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electromagnetic or optical signals that carry digital data streams. The signals through the 

various networks and the signals on network link 620 and through communication 

interface 618, which carry the digital data to and from computer system 600, are 

exemplary forms of carrier waves transporting the information.  

Computer system 600 can send messages and receive data, including program 
code, through the network(s), network link 620 and communication interface 618. In the 
Internet example, a server 630 might transmit a requested code for an application program 
through Internet 628, ISP 626, local network 622 and communication interface 618.  

The received code may be executed by processor 604 as it is received, and/or 
stored in storage device 610, or other non-volatile storage for later execution. In this 
manner, computer system 600 may obtain application code in the form of a carrier wave.  

In the foregoing specification, the invention has been described with reference to 
specific embodiments thereof. It will, however, be evident that various modifications and 
changes may be made thereto without departing from the broader spirit and scope of the 
invention. The specification and drawings are, accordingly, to be regarded in an 
illustrative rather than a restrictive sense.  
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CLAIMS 

What is claimed is: 

1. A method for performing database operations, the method comprising performing 

the following steps on a first machine: 

allocating a first segment of memory for exchanging data with a second machine, 
wherein at least one of the first machine and second machine is a database 
server; 

during performance of a database operation that involves transfer of data from the 
second machine to the first machine, buffering data in the first segment of 
memory in response to the second machine writing said data to a second 
segment of memory on the second machine.  

2. The method of claim 1, further comprising 

providing the second machine a first address to the first segment of memory; and 
wherein the step of buffering data in the first segment of memory includes 

receiving into the first segment of memory data sent by the second 
machine over a direct memory access enabled channel.  

3. The method of claim 2, further comprising, during performance of said database 
operation, a process on said first machine reading said data in the first segment of 
memory.  

4. The method of claim 1, further comprising performing one or more database 
operations on the first machine while buffering said data, including executing one 
or more structured query language commands that involve the data received from 
said second machine in said first segment of memory.  

5. The method of claim 1, further comprising receiving a second address from the 
second machine for the second segment of memory, wherein the second segment 
of memory is allocated on the second machine for exchanging data with the first 
machine.  
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6. The method of claim 5, further comprising sending a request to read said data to 

the second machine in order to cause the second machine to write said data to said 

second segment of memory.  

7. The method of claim 6, further comprising reading said data from the first 

segment of memory after buffering said data.  

8. The method of claim 6, wherein sending a request to read said data is done over a 

Transmission Control Protocol/Intemet Protocol channel.  

9. The method of claim 7, further comprising providing a local notification on the 

first machine that the first segment of memory is empty as a result of said data 

being read from the first segment of memory.  

10. The method of claim 1, wherein: 

allocating a first segment of memory includes identifying a plurality of buffers to 

be used for exchanging data with the second machine; and 

buffering the data received in the first segment of memory includes buffering a 

portion of the data received from the second machine in each of the 

plurality of buffers.  

11. The method of claim 10, wherein buffering a portion of the data received from the 

second machine includes concurrently receiving data, from the second machine, 

into a plurality of the identified buffers.  

12. The method of claim 2, further comprising sending an acknowledgment to the 

second machine upon the first segment of memory becoming available to receive 

more data from the second machine.  

13. The method of claim 10, further comprising sending an aclmowledgment to the 

second machine upon each buffer becoming available to receive additional data 

from the first machine.  
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14. The method of claim 2, further comprising verifying that the second machine can 

send said data to the first segment of memory over the direct memory access 

enabled channel.  

15. The method of claim 14, wherein verifying that the second machine can send said 

data to the first segment of memory over the direct memory access enabled 

channel includes sending a test message to the second machine over the direct 

memory access enabled channel.  

16. The method of claim 14, wherein verifying that the second machine can send said 

data to the first segment of memory over the direct memory access enabled 

channel includes causing the second machine to send a test message to the first 

machine over the direct memory access enabled channel.  

17. The method of claim 14, wherein verifying that the second machine can send said 

data to the first segment of memory over the direct memory access enabled 

channel includes comparing information about resources on the second machine 

for using the direct memory access enabled channel with resources on the first 

machine for using the direct memory access enabled channel.  

18. The method of claim 2, further comprising enabling the second machine to send 

said data to the first segment of memory asynchronously.  

19. The method of claim 2, further comprising enabling the second machine to send 

said data to the first segment of memory synchronously.  

20. The method of claim 12, further comprising: 

using an Internet Protocol enabled channel instead of the direct memory access 

enabled channel to send data between the first machine and the second 

machine if either the first machine or the second machine cannot use the 

direct memory access enabled channel.  

21. The method of claim 1, further comprising sending a remote procedure call to the 

second machine in order to cause the second machine to write said data to the 

second segment of the memory.  
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22. The method of claim 1, wherein sending a remote procedure call includes sending 

the remote procedure call over a Transmission Control Protocol/Internet Protocol 

channel.  

23. The method of claim 1, wherein responding to a remote procedure call includes 

receiving the remote procedure call over a Transmission Control Protocol/Internet 

Protocol channel, and responding to the remote procedure call over the a 

Transmission Control Protocol/Internet Protocol channel.  

24. A method for performing database operations, the method comprising performing 

the following steps on a first machine: 

allocating a first segment of memory for exchanging data with a second machine, 

wherein at least one of the first machine and second machine is a database 

server; and 

writing said data to said first segment of memory in order to cause data to be 

buffered in a second segment of memory, wherein the second segment of 

memory is allocated on the second machine for exchanging data with the 

first machine.  

25. The method of claim 24, further comprising writing said data to the first segment 

of memory in order to cause the data to be sent to the second machine using a 

direct memory access enabled channel.  

26. The method of claim 24, wherein writing said data to said first segment of 

memory includes writing said data to said first segment of memory in order to 

cause data to be read from the second segment of memory.  

27. The method of claim 24, wherein allocating a first segment of memory for a 

second machine includes identifying a first plurality of buffers for the second 

machine, wherein each buffer in the first plurality of buffers corresponds to a 

buffer in a second plurality of buffers on the second machine.  

28. The method of claim 27, wherein writing said data to said first segment of 

memory in order to cause data to be buffered in a second segment of memory 
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includes using the first plurality of buffers to send a portion of the data to each 

buffer in the second plurality of buffers.  

29. The method of claim 28, wherein using the first plurality of buffers to send a 

portion of the data to each buffer in the second plurality of buffers includes: 

using a first buffer in the first plurality of buffers to send a first portion of the data 

to a corresponding first buffer in the second plurality of buffers; and 

receiving an acknowledgment from the second machine that the corresponding 

first buffer in the second plurality of buffers is ready to receive more data.  

30. The method of claim 29, wherein in response to receiving the acknowledgment, 

the method further comprises using the first buffer in the first plurality of buffers 

to send another portion of the data to the corresponding first buffer in the second 

plurality of buffers.  

31. The method of claim 30, wherein receiving an acknowledgment from the second 

machine includes receiving the acknowledgment in response to the corresponding 

first buffer in the second plurality of buffers becoming empty as a result of the 

second machine using the first portion of the data.  

32. The method of claim 25, further comprising verifying that the first machine and 

the second machine can use the direct memory access enabled channel.  

33. The method of claim 32, wherein verifying that the first machine and the second 

machine can use the direct memory access enabled channel includes sending a test 

message to the second machine over the direct memory access enabled channel.  

34. The method of claim 33, wherein verifying that the first machine and the second 

machine can use the direct memory access enabled channel includes comparing 

information about resources on the second machine for using the direct memory 

access enabled channel with resources on the first machine for using the direct 

memory access enabled channel.  

35. The method of claim 25, further comprising: 

verifying that the first machine and the second machine can use the direct memory 

access enabled channel; and 
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if either the first machine or the second machine cannot use the direct memory 

access enabled channel, then automatically using an Internet Protocol 

enabled channel instead of the direct memory access enabled channel to 

send said data from the first machine to the second machine.  

36. The method of claim 24, further comprising receiving a remote procedure call 

from the second machine, and writing said data to said first segment of memory in 

response to receiving the remote procedure call.  

37. The method of claim 36, wherein receiving a remote procedure call from the 

second machine includes receiving the remote procedure call over a Transmission 

Control Protocol/Internet Protocol channel.  

38. The method of claim 25, wherein writing said data to the first segment of memory 

in order to cause the data to be sent to the second machine includes 

asynchronously writing said data to the first segment of memory while causing the 

data to be sent to the second machine.  

39. The method of claim 25, wherein writing said data to the first segment of memory 

in order to cause the data to be sent to the second machine includes synchronously 

writing said data to the first segment of memory while causing the data to be sent 

to the second machine.  

40. A method for performing database operations, the method comprising performing 

the following steps on a first machine: 

allocating a first segment of memory for receiving data from a second machine; 

during performance of a database operation that involves transfer of data from the 

second machine to the first machine, receiving in the first segment of 

memory said data from the second machine over a direct memory access 

enabled channel.  

41. The method of claim 40, further comprising enabling the second machine to send 

said data by providing the second machine a first address to the first segment of 

memory.  
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42. The method of claim 40, further comprising the steps of: 

buffering the data from the second machine; and 

performing one or more database operations on the first machine while buffering 

said data.  

43. The method of claim 42, wherein enabling the second machine to send said data 

includes enabling the second machine to send the data from a second memory on 

the second machine that is allocated for the first machine, and where the method 

further comprises the step of receiving a second address from the second machine 

for the second segment of memory in order to transfer data from the first machine 

to the second machine while performing the one or more database operations.  

44. The method of claim 40, further comprising the step of providing a local 

notification on the first machine that the first segment of memory is empty as a 

result of said data being read from the first segment of memory.  

45. The method of claim 40, wherein the step of enabling the second machine to send 

said data further comprises the step of sending an acknowledgment to the second 

machine upon the first segment of memory becoming available to receive more 

data from the second computer.  

46. The method of claim 40, wherein the step of enabling the second machine to send 

said data includes enabling the second machine to send said data to the first 

segment of memory asynchronously.  

47. The method of claim 40, wherein the step of enabling the second machine to send 

said data includes enabling the second machine to send said data to the first 

segment of memory synchronously.  

48. A computer-readable medium carrying one or more sequences of instructions 

which, when executed by one or more processors, causes the one or more 

processors to perform the method recited in any one of Claims 1-47.  
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