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SYSTEMS AND METHODS FOR DETECTING PROJECTION ATTACKS ON
OBJECT IDENTIFICATION SYSTEMS

FIELD
[0001] The disclosure relates to object detection systems in vehicles, including the

use of computer vision systems for detecting objects.

BACKGROUND

[0002] Intelligent transportation systems (ITS), a component of the ongoing
evolution of smart cities, may be used in decision making in traffic planning and traffic
management. Cars, traffic lights, drivers, sensors, roadside units, and other public
infrastructures form a complex networked system of systems. ITS-based applications may
include optimal traffic signal control, safe intersection crossing, and emergency warning
notifications, with the goals of enhancing travel efficiency, public safety, emergency
response, and even disaster recovery. As the building blocks of an ITS, smart traffic lights,
signals, and/or signs are increasingly used in traffic management. Some vehicles, such as
autonomous or semi-autonomous vehicles, may utilize imaging systems to detect objects,

traffic lights, signals, and/or signs and adjust vehicle operation accordingly.

SUMMARY

[0003] The disclosure provides mechanisms for performing real-time detection and
recognition of objects traffic lights, signals, and/or signs with robust authentication and
verification of detected data to address data security. For example, some traffic sign
recognition systems may employ numerous deep learning algorithms to understand the
different traffic signs under various image recognition scenarios. However, a challenge
for the computer vision based traffic sign recognition systems, recognized by the
inventors, is the ability distinguish the original traffic sign signals from fake or hacked
ones, which are almost similar to legitimate traffic signals but are actually intended for
some other applications and/or result from modification by an unauthorized entity (e.g.,
displayed by hacking existing traffic signal control systems). Prior algorithms also have
challenges in distinguishing between the fake sign signals and original traffic sign signals.
In some examples, aspects of the disclosure provide for a cryptography based traffic sign

verification system that supplements computer vision-based traffic sign recognition. In
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some of the disclosed systems, data indicating a traffic sign is secured (e.g., encrypted
and/or digitally signed) and transmitted to a vehicle. The vehicle verifies the secured data
using a recognized sign from a computer vision system in order to check the authenticity
of the computer vision-based recognized sign using cryptographic authentication.

[0004] Similar attacks on computer vision-based object detection systems or object
identification systems include the projection of images of objects onto surfaces or into the
air, for example as a hologram, so that object detection systems may mistake the
projection of the object for the object itself. Thus, in some examples, aspects of the
disclosure provide for an object detection system that estimates the depth of objects
detected by computer vision systems using convolutional neural networks, in order to
determine whether the object is a true, physical object, or whether the object is a two-
dimensional image of the object that is projected onto a surface or a three-dimensional
image of the object (e.g., a hologram) projected in the air.

[0005] In one example of a system for a vehicle, the system includes an image sensor,
a processor, and a storage device storing instructions executable by the processor to
capture, via the image sensor, an image of an environment of the vehicle, detect an object
in the image of the environment of the vehicle, determine whether the object is a projected
image of the object, and selectively control one or more vehicle systems of the vehicle to
perform one or more actions if the object is not the projected image.

[0006] In an example of a method for a vehicle, the method includes capturing, via
an image sensor, an image of an environment of the vehicle, detecting, with a first neural
network, an object in the image, determining, with a second neural network, whether the
object is a projected image of the object, selectively controlling one or more vehicle
systems of the vehicle to perform one or more actions if the object is not the projected
image, and not selectively controlling the one or more vehicle systems of the vehicle to
perform the one or more actions if the object is the projected image.

[0007] In another example of a method for a vehicle, the method includes capturing,
via an image sensor, an image of an environment of the vehicle, detecting, with a first
neural network, an object in the image, estimating, with a second neural network, a depth
of the object in the image, determining, based on the estimated depth of the object,
whether the object is a projected image of the object, selectively controlling one or more

vehicle systems of the vehicle to perform one or more actions if the object is not the
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projected image, and not selectively controlling the one or more vehicle systems of the

vehicle to perform the one or more actions if the object is the projected image.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The disclosure may be better understood from reading the following
description of non-limiting embodiments, with reference to the attached drawings,
wherein below:

[0009] FIG. 1 schematically shows an example environment in which object
detection and verification may be performed in accordance with one or more
embodiments of the present disclosure;

[0010] FIG. 2 shows an example camera image depicting automatically-detected
objects in accordance with one or more embodiments of the present disclosure;

[0011] FIG. 3 shows an example camera image depicting detection of projected
objects in accordance with one or more embodiments of the present disclosure;

[0012] FIG. 4 shows a block diagram illustrating an example electronic control
system (ECU) including a camera perception ECU for detecting projected objects in
accordance with one or more embodiments of the present disclosure;

[0013] FIG. 5 shows a block diagram illustrating an example system for detecting
and verifying objects in camera images in accordance with one or more embodiments of
the present disclosure;

[0014] FIG. 6 shows a high-level flow chart illustrating an example method for
verifying detected objects in camera images in accordance with one or more embodiments
of the present disclosure;

[0015] FIG. 7 shows a high-level flow chart illustrating an example method for
unsupervised training of a depth estimation neural network in accordance with one or
more embodiments of the present disclosure;

[0016] FIG. 8 shows a block diagram illustrating an example method for
unsupervised training of a depth estimation neural network in accordance with one or
more embodiments of the present disclosure; and

[0017] FIG. 9 shows a block diagram of an example in-vehicle computing system in

accordance with one or more embodiments of the present disclosure.
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DETAILED DESCRIPTION
[0018] Some object recognition systems may utilize machine learning to increase

accuracy in computer vision-based object recognition. However, existing object
recognition systems have not sufficiently addressed various issues related to information
and data security of traffic information, including, for example, an issue related to the
advancements in the connectivity of traffic systems and traffic signals. Hacker or other
cyber-attacks on traffic signal systems at the software level or at the wireless interception
level may attempt to modify the traffic signals (used by autonomous or semi-autonomous
vehicles, or simply used by vehicle operators or occupants), and which may also be
displayed on a traffic sign display screen in the vehicle. Computer vision-based object
recognition systems may be unaware of and susceptible to such vulnerabilities in the
traffic signal control system, and may focus solely or primarily on performing image
processing operations on the obtained images. Any changes in the traffic signal control
system that are enacted to change the sign on the display-board of a traffic sign are not
visible to other object recognition systems in the vehicles. Without mechanisms to verify
the legitimacy of the incoming traffic signals, non-traffic/illegitimate traffic sign signals
may infiltrate into the traffic sign recognition systems, which may cause the operators to
take incorrect action and which may cause vehicles to operate incorrectly and/or outside
of intended traffic rules.

[0019] Further, the object recognition systems may further be configured to detect
objects other than traffic signal systems, such pedestrians, vehicles, debris in the path of
the vehicle, and so on. An advanced driver-assistance system (ADAS) configured with
such an object recognition system may alert an operator of a vehicle of the presence of a
detected object and/or perform autonomous actions in response to the detected object.
However, hacker or other attacks on object recognition systems may attempt to display a
false object that will be falsely identified by an object recognition system as a true object.
For example, a two-dimensional image of a false object may be projected (e.g., using a
projector), painted, pasted, or otherwise positioned or displayed on a surface within the
field of view of a vehicle camera. As an illustrative example, an image of a pedestrian or
a vehicle may be projected onto the surface of a road in order to fool an object recognition
system into classifying the image of the pedestrian or the vehicle as an actual pedestrian
or vehicle. Similarly, an image of a traffic sign board (e.g., a speed limit sign) may be

projected onto a surface in order to fool an object recognition system into classifying the
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image of the traffic sign board as an actual traffic sign board. Such false object detections
and classifications may cause the operators to take incorrect action and may cause
vehicles to operate incorrectly and/or outside of intended traffic rules.

[0020] The disclosure addresses, at least partially, one or more of the above issues in
object recognition systems by expanding object recognition systems for vehicles to
differentiate true objects from false objects. For example, FIG. 1 shows an example
environment 100 for performing secured traffic sign detection between a vehicle 102 and
an object 104 which may comprise a traffic sign. As used herein, the term “traffic sign”
may be used to denote a traffic signal, a traffic light, a traffic sign, and/or any other
indicator that may be used in a traffic scenario to control and/or inform vehicles and/or
operators on a roadway of a traffic regulation, ordinance, warning, instruction, and so on.
[0021] A traffic sign detection system may include a transceiver, where a transmitter
is housed in the traffic sign 104 and/or accessible by the traffic sign 104. The transmitter
may emit digital cryptographic information (represented by transmission signal 106)
using an antenna which is mounted on a traffic signal pole 108 and/or otherwise mounted
on or near the traffic sign 104, and a vehicle receiver receives the digital information
using an antenna which is mounted on the vehicle. The digital transmitted information
may be the cryptographic representation of the corresponding traffic sign 104 which is
displayed on an associated traffic signal display. The cryptographic representation
distinguishes the one traffic sign from another using a unique ID which is assigned to
each traffic signs separately. In a non-limiting example, when a STOP sign is displayed
on the traffic display of traffic sign 104, then the transmitter transmits the cryptographic
representation of the unique ID which is assigned to STOP sign.

[0022] The received cryptographic representation of the traffic sign which is
transmitted using the transmitter is received at the vehicle 102 and the cryptographic
information is verified inside a vehicular infotainment system/vehicular processor of the
vehicle 102,

[0023] The vehicle 102 further includes a camera (not shown) with a field of view
110. An object recognition system processes camera images acquired by the camera to
detect and classify objects within the field of view 110, such as the traffic sign 104 as
depicted. The verification of the cryptographic information may include verifying the
traffic sign recognized by a computer vision system of the vehicle using the received

cryptographic representation. For example, the vehicle 102 may include one or more
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cameras that are configured to image a region of an environment around the vehicle (e.g.,
represented by field of view 110), where the resulting images are processed to locate
traffic signs in the image data. Any traffic signs recognized in the image data may be used
with received cryptographic data in order to verify and/or authenticate a computer vision-
recognized traffic sign. Using the above non-limiting example, if the computer vision-
based object recognition system in the vehicle 102 recognizes the traffic sign 104 as a
STOP sign, then the vehicle performs a cryptographic authentication of the received
signal using information for a STOP ID associated with the computer vision recognized
STOP sign. If the cryptographic authentication using the STOP ID is successful, the
traffic sign is considered as an authenticated one, otherwise the traffic sign is considered
as a fake/false signal.

[0024] In addition to detecting and classifying traffic signs, the computer vision-
based object recognition system may further detect and classify other objects such as
pedestrians, motorists, vehicles, debris, and so on within the field of view. For example,
FIG. 2 shows an example camera image 200 depicting a plurality of automatically-
detected objects 202. The object recognition system automatically detects and classifies
objects within the camera image 200, such as the object 205 which comprises a car as
depicted. As depicted, the object recognition system generates a region of interest for
each detected object, such as the region of interest 210 that bounds the region in the
camera image 200 containing the detected object 205. The object recognition system
further classifies each object, and may further add a label 212 of the classification to each
detected object. For example, as depicted, the plurality of automatically-detected objects
202 includes the car 205, a second car 225, and a traffic light 245. The object recognition
system or object detection systems described herein may be configured to generate
corresponding regions of interest 210, 230, and 250 for the objects 205, 225, and 245.
Further, the object recognition system further classifies the detected objects 205, 225, and
245 with labels 212, 232, and 252, respectively. As depicted, the object recognition
system classifies the object 205 as with a label 212 indicating the object is a car, while
the second car 225 is classified with a label 232 indicating the object is a car, and the
traffic light 245 is classified with a label 252 indicating the object is a traffic light. In this
way, an ADAS system may monitor the behavior of such detected objects relative to the
vehicle such that the ADAS system may perform one or more actions responsive to one

or more of the detected objects (e.g., by adjusting speed relative to one or more of the
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detected vehicles 205 or 225, or responsive to a change in the signal by the traffic light
245).

[0025] However, as discussed hereinabove, such object recognition systems may
incorrectly detect and classify a projection (e.g., a two-dimensional image) of an object
as the object itself. As an illustrative example, FIG. 3 shows an example camera image
300 depicting detection of projected objects. The camera image 300 depicts a road 302
and a building 304. Further, as depicted, an image 320 of a person is projected onto the
road 302. Similarly, an image 330 of a traffic sign is projected onto the building 304.
The same object recognition system for detecting objects as depicted in FIG. 2 may detect
the images 320 and 330, and generate regions of interest 322 and 332 that bound the
images 320 and 330 respectively in the camera image 300. Further, the images 320 and
330 may be accurately classified respectively as a pedestrian and a traffic sign.

[0026] However, the images 320 and 330 are projected onto the surface of the road
302 and the surface of the building 304, respectively, and do not correspond to an actual
pedestrian or an actual traffic sign. In the depicted example, the image 330 depicts a false
traffic sign indicating a speed limit that is potentially incorrect. In such an example, if
the false traffic sign depicted by the image 330 is classified by an object recognition
system as a true traffic sign, the vehicle may accelerate or decelerate to the incorrect speed
depicted by the image 330 if the vehicle is operating in an operating mode that is at least
partially autonomous. Similarly, if the image 320 of the pedestrian is classified as an
actual pedestrian in the middle of the road 302, the vehicle may generate a warning to the
operator of the vehicle of the pedestrian and/or may adjust operation (e.g., by adjusting
vehicle velocity) in consideration of the image 320 of the pedestrian.

[0027] FIG. 4 shows a block diagram illustrating an example advanced driver-
assistance system (ADAS) electronic control unit (ECU) system 400 for a vehicle 402
including a camera perception ECU 415 for detecting objects including a projected object
405 in an image acquired by a camera 410 in accordance with one or more embodiments
of the present disclosure. The ADAS ECU system 400 assists a driver or operator of the
vehicle 402 in controlling the vehicle 402, in identifying other vehicles and driving
hazards, and in simultaneously managing multiple vehicle systems. In this way, the
ADAS ECU system 400 reduces the burden on the operator for operating the vehicle 402,
and provides detailed information about the environment of the vehicle 402 that otherwise

may not be apparent to the operator. As illustrative and non-limiting examples, the ADAS

PCT/US2020/040561



10

15

20

25

30

WO 2022/005478

ECU system 400 may provide an adaptive cruise control (ACC) system that automatically
adjusts vehicle speed when following another vehicle, and a lane keep assist (LKA)
system that applies torque to a steering wheel (not shown) of the vehicle 402 to aid the
operator in maintaining a driving lane. In general, the ADAS ECU system 400 detects
objects in the environment of the vehicle 402 (e.g., other vehicles, pedestrians, lane
markers, traffic signs, debris, and so on) and controls one or more vehicle systems in
response to the detected objects (e.g., by performing adaptive cruise control, controlling
steering and braking systems, performing corrective and/or evasive maneuvers, alerting
the operator of the vehicle 402 to detected objects, and so on).

[0028] To that end, the ADAS ECU system 400 includes a plurality of ECUs,
including the camera perception ECU 415 configured to process camera images acquired
by the camera 410. An example system for a camera perception ECU 415 is described
further herein with regard tin FIG. 5. The camera perception ECU 415 is
communicatively coupled to other ECUs of the vehicle 402 via a bus 417 which may
comprise an engine controller area network (CAN) bus. For example, the ADAS ECU
system 400 comprises a plurality of ECUs including a first ECU (ECU1) 421, a second
ECU (ECU2) 422, a third ECU (ECU3) 423, and a fourth ECU (ECU4) 424, wherein
each ECU may be dedicated to controlling different systems or subsystems of the vehicle
402. For example, the ECUs 421, 422, 423, 424 may comprise an engine control unit, a
transmission control unit, a brake control unit, a telematics control unit, a speed control
unit, a door control unit, and so on. The ADAS ECU system 400 further includes an
ADAS master ECU (MECU) 428 for coordinating control of the vehicle subsystems via
the other ECUs of the ADAS ECU system 400.

[0029] Each ECU of the ADAS ECU system 400 may comprise a processor, such as
a microprocessor, and a memory, such as a non-transitory memory. In some examples,
the ADAS ECU system 400 may include an additional digital storage device comprising
non-transitory memory that is communicatively coupled to one or more ECUs of the
ADAS ECU system 400, for example via the bus 417.

[0030] The camera 410 may comprise an ADAS camera configured to acquire
images of the environment around the vehicle 402 for assisting the ADAS ECU system
400. As an example, the camera 410 may be positioned in a forward-facing position with
respect to the vehicle 402, such that the field of view of the camera 410 is directed in front

of the vehicle 402. The ADAS ECU system 400 may include additional cameras such as
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camera 410 oriented in different directions with respect to the vehicle, such as a rear-view
camera. In some examples, the camera 410 may comprise multiple cameras arranged, for
example, as a stereo camera system adapted to determine three-dimensional
representations of the surrounding environment. However, in some examples, the camera
410 may comprise a single camera such as an image sensor adapted to acquire two-
dimensional images of the surrounding environment.

[0031] The camera 410 may thus include one or more image sensors mounted on or
in the vehicle 402 for imaging an environment of the vehicle 402. The camera 410 may
include a rear-view camera(s), a front-view camera(s), a side-view camera(s), a camera(s)
with a wide field of view (e.g., a camera with a field of view that is greater than 180
degrees), and/or any other suitable camera associated with the vehicle 402. In addition to
being used to image traffic signs, one or more of the cameras 410 may also be used to
provide obstacle detection, lane recognition, surround-view imaging for display within
the vehicle, and/or other imaging tasks.

[0032] The camera 410 may acquire an image of the environment outside of the
vehicle 402 which may include one or more objects including the projected object 405.
The camera perception ECU 415 receives or obtains the image of the projected object 405
via the camera 410, and processes the image to detect the projected object 405. The
camera perception ECU 415 may classify the projected object 405, for example as a
vehicle, pedestrian, traffic sign, and so on, as well as detect the position of the projected
object 405 relative to the vehicle 402. The camera perception ECU 415 may output the
classification of the projected object 405 and the relative position of the projected object
405 to the bus 417 so that the ADAS MECU 428 and/or another ECU may control one or
more vehicle systems responsive to the detection of the projected object 405. In this way,
if the projected object 405 were a true object (i.e., an actual physical object as opposed to
a false, projected image of an object), then the ADAS ECU system 400 may control one
or more vehicle systems to perform one or more actions in response to the object.

[0033] However, if the object detected by the camera perception ECU 415 is the
projected object 405 (i.e., atwo- or three-dimensional image of an object), then the ADAS
ECU system 400 may not perform the one or more actions that the ADAS ECU system
400 would perform if the projected object 405 were a true object. For example, the ADAS
ECU system 400 may control the vehicle 402 to a reduced velocity in response to

detecting a pedestrian in front of the vehicle 402 or in response to detecting a traffic sign
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indicating a lower speed limit, but if the pedestrian and/or the traffic sign are projected
objects, for example as depicted in FIG. 3, then the ADAS ECU system 400 may instead
identify that the objects are projected objects 405 and not control the vehicle system to
reduce velocity of the vehicle 402.

[0034] To that end, FIG. 5 shows a block diagram illustrating an example system
500 for detecting and verifying objects in camera images in accordance with one or more
embodiments of the present disclosure. The system 500 may be implemented via the
camera perception ECU 415, as an illustrative example. The system 500 comprises an
object detection module 505 configured to detect and classify objects in camera images
acquired via the camera 410, a depth estimation module 510 configured to estimate the
depth of objects in the camera images, a relative pose module 515 configured to estimate
a relative camera pose between camera images, and a sign verification module 520
configured to verify the authenticity of a traffic sign.

[0035] The object detection module 505 is configured to detect and classify objects
that are present in images captured by the camera 410 using one or more deep-learmning
computer-vision algorithms. As illustrative and non-limiting examples, the object
detection module 505 may comprise and/or utilize one or more deep-learning computer-
vision algorithms for object detection such as a convolutional neural network (CNN),
region CNN, fast region CNN, faster region CNN, a you-only-look-once (YOLO)
approach, single-shot detector (SSD), and so on. For example, the object detection
module 505 may comprise a convolutional neural network configured to perform
convolution operations on camera images acquired by the camera 410 to extract features,
and further to predict a bounding box of objects (such as the bounding boxes or regions
of interest depicted in FIGS. 2 and 3). The object detection module 505 comprising a
CNN, for example, may be trained to identify and/or classify objects including but not
limited to traffic signs, vehicles, pedestrians, drivers, debris, traffic markings, and so on.
[0036] One issue with detecting objects in the camera images is that the camera 410
may not comprise a three-dimensional camera system or a stereo camera system capable
of identifying the three-dimensional shape of the objects in the camera images. For
example, as mentioned hereinabove, the object detection module 505 may not be able to
differentiate a two-dimensional image of an object projected onto a surface or a three-
dimensional hologram of an object projected in the air from an actual object in the

environment surrounding the vehicle. Notably, such false objects (i.e., two-dimensional
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images of objects or three-dimensional holograms of objects) do not have a measurable
depth with respect to the horizontal distance from the camera 410 from the vehicle 402.
The depth estimation module 510 therefore estimates the depth of objects detected by the
object detection module 505 to determine whether the objects are true objects or false
objects. The depth estimation module 510 comprises a depth estimation neural network,
also referred to herein interchangeably as a depth estimation network or a depth net,
configured to accept a camera image as input and output a depth map indicating an
estimated depth for each pixel, for example, of the camera image. As the depth of
projected two-dimensional images is zero and the depth of a projected three-dimensional
object (e.g., a hologram) does not exist, the system 500 may thus determine whether a
detected object is a true object or a false object based on the estimated depth of the object
within the camera image. For example, if the estimated depth of an object does not change
from one image frame to the next image frame even if the position of the camera changes
between acquisition of the image frames (e.g., due to the vehicle moving), then the system
500 may determine that the object is a false object.

[0037] The relative pose module 515 comprises a relative pose neural network, also
referred to herein as a relative pose network or a pose net, configured to accept
consecutive image frames acquired via a camera as input and output the relative pose
between the image frames. The relative pose network may comprise a convolutional
neural network, as an illustrative and non-limiting example. The relative pose module
515 enables the depth estimation module 510 to learn depth in a completely unsupervised
fashion, based on ego-motion in image frames acquired by the camera. For example,
given two consecutive image frames from the camera, the neural network(s) of the depth
estimation module 510 produce single-view depth estimates for each frame, while the
relative pose module 515 estimates ego-motion between the frames. The depth estimation
networks of the depth estimation module 510 may be trained by optimizing the networks
such that the depth and ego-motion estimates from adjacent frames are consistent, as
described further herein with regard to FIGS. 7 and 8.

[0038] Together, the depth estimation module 510 and the relative pose module 515
enable the system 500 to obtain depth information of objects detected by the object
detection module 505 by converting the two-dimensional detected objects into a three-
dimensional construction using image data from a single image sensor. In this way, rather

than using a stereo camera system which may leverage parallax to determine depth of an
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object relative to the vehicle, or a LiDar system which may leverage reflected light to
determine the depth or distance of objects from the vehicle, the system 500 may determine
the depth of an object relative to the vehicle with a single camera.

[0039] The sign verification module 520 is configured to verify or authenticate
traffic signs detected by the object detection module 505. For example, as traffic sign
boards may have zero depth, the sign verification module 520 may verify whether a
detected object classified by the object detection module 505 as a traffic sign is an
authentic traffic sign. As an illustrative example, the sign verification module 520
comprise a cryptography-based traffic sign verification (CTRV) module. An antenna of
the vehicle may be configured to receive information, such as the cryptographic
representation of a traffic sign signal that is provided to control an output of the traffic
sign and/or other cryptographic representations of traffic sign signals received from other
traffic signs, wirelessly. The received information may be passed to the sign verification
module 520 for processing in order to determine a traffic sign associated with (e.g.,
indicated by) the received information. For example, the sign verification module 520
may perform a verification of the received data (e.g., signature verification), decrypt the
received information, and parse the decrypted information to confirm an identity
associated with the associated traffic sign. The decrypted information may be compared
to a database of traffic sign identifiers (e.g., stored locally at the vehicle and/or in a cloud-
based storage device) in order to determine whether the transmitted data was corrupted
during transmission (e.g., if the decrypted information matches the stored traffic sign
identifier, the data was uncorrupted during transmission). The sign verification module
520 may provide the results of the cryptography-based traffic sign verification to a
validated traffic sign indicator (not shown), which outputs a signal (e.g., to one or more
vehicle systems, such as a display controller, a processor, an engine controller, etc.)
indicating whether or not the traffic sign recognized by the object detection module 505
is valid. For example, if the traffic sign recognized by the object detection module 505 is
indicated to be valid (e.g., if the one or more vehicle systems receive an output from the
validated traffic sign indicator indicating a successful decryption of the received
cryptographic data followed by an ID comparison with the unique IDs stored locally in
the vehicle), the one or more vehicle systems may proceed to control vehicle operation
based on the recognized traffic sign (e.g., provide an automated response to the traffic

sign, such as outputting an indicator of the traffic sign, adjusting autonomous operation
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of the vehicle to conform to the regulations and/or traffic control indicated by the traffic
sign, etc.). Otherwise, if the traffic sign recognized by the object detection module 505 is
indicated to be not valid (e.g., if the one or more vehicle systems receive an output from
the validated traffic sign indicator indicating that the decryption of the received
cryptographic data was not successful), the one or more vehicle systems may not alter or
control vehicle operations based on the recognized traffic sign and optionally may output
a warning to the driver and/or to a traffic authority service to indicate that the traffic sign
is potentially compromised.

[0040] FIG. 6 shows a high-level flow chart illustrating an example method 600 for
verifying detected objects in camera images in accordance with one or more embodiments
of the present disclosure. In particular, method 600 relates to evaluating whether an object
automatically detected via computer vision is the actual object or a projection of the object.
Method 600 is described with regard to the systems and components of FIGS. 1, 4, 5, and
9, though it should be appreciated that the method 600 may be implemented with other
systems and components without departing from the scope of the present disclosure.
Method 600 may be implemented as executable instructions in non-transitory memory of
an ECU system, such as the ADAS ECU system 400, and may be executed by one or
more processors, such as a processor of the camera perception ECU 415.

[0041] Method 600 begins at 605. At 605, method 600 obtains a camera image, for
example via the camera 410. The camera image comprises a two-dimensional image of
an environment exterior to the vehicle. At 610, method 600 detects an object in the
camera image. For example, method 600 may input the camera image to the object
detection module 505 to detect one or more objects in the camera image. A trained
machine learning model, such as a convolutional neural network, of the object detection
module 505 receives the camera image as input and generates an output comprising a
bounding box or region of interest containing a potential object. The output may further
comprise a classification of the potential object, for example indicating that the potential
object is a pedestrian, vehicle, rider, traffic light, traffic sign board, debris, and so on.
[0042] At 615, method 600 estimates a three-dimensional depth of the detected
object with a depth estimation neural network. For example, method 600 may input the
camera image to the depth estimation module 510 to estimate the three-dimensional depth
of each detected object in the camera image. The depth estimation module 510 processes

the two-dimensional camera image to determine the depth, or relative distance from the
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camera 410, of each pixel of the camera image or at least each pixel corresponding to the
detected object. In some examples, the depth of the detected object may be further
determined based on a previous depth estimated for the detected object in a preceding
camera image. In this way, by monitoring the estimated depth of a projected object from
frame to frame, a projected object that may appear to have depth may be identified as a
projected object when the depth does not change despite ego-motion.

[0043] At 620, method 600 determines whether the depth of the object is zero or is
missing. If the depth of the object is not zero or missing (“NO™), method 600 continues
10 625. At 625, method 600 flags the object as a true object. By flagging the object as a
true object and outputting this flag of the object as a true object, the ADAS ECU system
400 may control one or more vehicle systems in consideration of the object. Method 600
then returns.

[0044] However, referring again to 620, if the depth of the object is zero or is missing
(“YES”), method 600 proceeds to 630. At 630, method 600 determines whether the
detected object is classified as a sign board, such as a traffic sign board. Such an object
may have zero depth while still comprising a true object. If the detected object is not
classified as a sign board (“NO”), method 600 continues to 635. At 635, method 600
flags the object as a projected object or a false object. Thus, if an object does not have
depth and is not classified as a two-dimensional traffic sign, method 600 classifies the
object as a projected object. In this way, other ECUs may not control one or more vehicle
systems in response to the projected object. For example, an ECU for performing
adaptive cruise control may not adjust speed in response to an image of a vehicle projected
onto the road, despite the image initially being classified as a vehicle by an object
detection network. Method 600 then returns.

[0045] However, referring again to 630, if the detected objectis a sign board (“YES™),
method 600 continues to 640. At 640, method 600 verifies the authenticity of the sign
board. For example, method 600 may cryptographically verify the authenticity of the
traffic sign board, via the sign verification module 520, based on encrypted signals
received from a transceiver associated with the sign board. As another example, method
600 may query a database storing valid traffic signs and positions of such valid traffic
signs, for example based on a current location of the vehicle and/or the detected sign
board determined according to GPS data, to validate the authenticity of the sign board as

a traffic sign board.
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[0046] At 645, method 600 determines whether the sign board is verified as authentic.
If the sign board is verified as authentic (“YES”), method 600 continues to 650. At 650,
method 600 flags the object as a true sign board. Method 600 then returns.

[0047] However, referring again to 645, if the sign board is not verified as authentic
(*NO”), method 600 continues to 655. At 655, method 600 flags the object as a projected
object. In this way, method 600 may distinguish valid two-dimensional objects, such as
a traffic sign, from invalid two-dimensional objects, such as projections of objects onto a
surface or in the air. Method 600 then returns.

[0048] Thus, method 600 evaluates each detected object in a camera image to
determine whether the object is a true object or a false object. In this way, an ADAS ECU
system such as the ADAS ECU system 400 may control one or more vehicle systems in
response to detecting true objects, while ignoring false objects. Further, even if an object
is determined to be a false object or a projected object, the ADAS ECU system 400 may
generate an alert to the operator of the vehicle in order to further verify the validity of the
detected object.

[0049] FIG. 7 shows a high-level flow chart illustrating an example method 700 for
unsupervised training of a depth estimation neural network in accordance with one or
more embodiments of the present disclosure. In particular, method 700 relates to the
continuous unsupervised training of a depth estimation neural network, such as a depth
estimation neural network of the depth estimation module 510, to improve depth
estimation of objects depicted in two-dimensional images acquired by a single camera or
image sensor. Method 700 may be implemented as executable instructions in non-
transitory memory of the camera perception ECU 415, for example, and may be executed
by a processor or microprocessor of the camera perception ECU 415 to perform the
actions described herein.

[0050] Method 700 begins at 705. At 705, method 700 obtains consecutive image
frames from a camera including a first image frame I1 and a second image frame I>. Each
image frame comprises a two-dimensional image. At 710, method 700 estimates a first
depth D1 for the first image frame and a second depth D2 for the second image frame with
a depth estimation neural network of the depth estimation module 510.

[0051] At 715, method 700 estimates a relative camera pose P12 between the first and
second image frames with a pose neural network. To enforce geometric consistency on

the predicted results, at 720, method 700 warps the first depth D1 to a warped depth D»!
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based on the relative camera pose P12, for example by converting the first depth D1 to a
three-dimensional space and projecting the first depth D) in the three-dimensional space
to the image plane of the second image I> using the relative camera pose P12. Further, at
725, method 700 interpolates the second depth D2 to an interpolated depth D2’
[0052] At 730, method 700 determines a depth inconsistency Daist between the
warped depth and the interpolated depth. For example, method 700 may determine the
depth inconsistency by calculating:
Daisr = M-
|D; + D,
[0053] At 735, method 700 generates a weight mask M from the depth inconsistency,
for example by calculating:
M =1— Dy
[0054] At 740, method 700 updates the depth estimation neural network with the
depth inconsistency as a geometric consistency loss and the weight mask for re-weighting
photometric loss. In particular, the geometric consistency loss Lae is defined as the
average of the depth inconsistency map for all valid points that are successfully projected
from the first image frame 11 to the image plane of the second image frame 1>. With
training, the consistency can be propagated to the entire video sequence. Further, the
weight mask enables the depth net to handle moving objects and occlusions that may
impair the network training, as the weight mask assigns high/low weights for
inconsistent/consistent pixels. Method 700 then returns.
[0055] To further illustrate the method 700, FIG. 8 shows a block diagram
illustrating an example method 800 for unsupervised training of a depth estimation neural
network in accordance with one or more embodiments of the present disclosure. The
method 800 corresponds to the method 700 described hereinabove. As depicted, method
800 includes obtaining consecutive images from a single camera including a first image
frame 802 and a second image frame 8§04,
[0056] The first image frame 802 and the second image frame 804 are concatenated
806 and the concatenated image frames are input to a pose network 816. As an illustrative
and non-limiting example, the target view is concatenated 806 with all source views along
the color channels. If the first image frame 802 is acquired prior to the second image
frame 804, then the second image frame 804 is the target view. With the concatenated

image frames as input, the pose network 816 predicts the relative camera pose 826
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between the first image frame 802 and the second image frame 804. The relative camera
pose 826 may comprise the relative rotation and translation of the camera between
acquisition of the first image frame 802 and the second image frame 804. The pose
network 816 comprises a neural network such as the relative pose network 515 described
hereinabove. For example, the pose network 816 may include convolutional layers and
deconvolutional layers arranged to predict a relative pose between the image frames. As
an illustrative and non-limiting example, the first convolutional layer may include sixteen
output channels, the kernel size for the first two convolutional layers may comprise seven
and five respectively, the kemel size for the last two deconvolution/prediction layers may
comprise five and seven respectively, and the kernel size for remaining layers may
comprise three. Global average pooling is applied to aggregate predictions at all spatial
locations. Further, all convolutional layers are followed by a rectified linear unit (ReL.U)
except for the last layer where no nonlinear activation is applied.

[0057] Meanwhile, the first image frame 802 is input to a depth estimation network
812 which outputs a first depth estimate 822, and the second image frame 804 is input to
a depth estimation network 814 which outputs a second depth estimate 824. The depth
estimation networks 812 and 814 may comprise a same depth estimation network,
duplicates of the same depth estimation network, or different depth estimation networks.
[0058] In order to force geometric consistency on the predicted results so that the
depth estimates of the first image frame 802 and the second image frame 804 conform to
the same three-dimensional structure, the first depth estimate 822 and the second depth
estimate 824 are adjusted. In particular, the first depth estimate 822 is warped to a warped
depth estimate 832 by converting the first depth estimate 822 to three-dimensional space
and projecting to the image plane of the second image frame 804. Further, the second
depth estimate 824 is interpolated, based on projection flow 828 obtained from the first
depth 822 and the relative pose 826, to an interpolated depth estimate 834. The loss Lac
850 1s determined from the depth inconsistency between the warped depth estimate 832
and the interpolated depth estimate 834 as described hereinabove. Further, a weight mask
860 is calculated from the depth inconsistency.

[0059] FIG. 9 shows a block diagram of an in-vehicle computing system 900
configured and/or integrated inside vehicle 901. In-vehicle computing system 900 may
perform one or more of the methods described hereinabove in some embodiments. In

some examples, the in-vehicle computing system 900 may be a vehicle infotainment
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system configured to provide information-based media content (audio and/or visual
media content, including entertainment content, navigational services, etc.) to a vehicle
user to enhance the operator’s in-vehicle experience. The vehicle infotainment system
may include, or be coupled to, various vehicle systems, sub-systems, hardware
components, as well as software applications and systems that are integrated in, or
integratable into, vehicle 901 in order to enhance an in-vehicle experience for a driver
and/or a passenger.

[0060] In-vehicle computing system 900 may include one or more processors
including an operating system processor 914 and an interface processor 920. Operating
system processor 914 may execute an operating system on the in-vehicle computing
system, and control input/output, display, playback, and other operations of the in-vehicle
computing system. Interface processor 920 may interface with a vehicle control system
930 via an intra-vehicle communication module 922.

[0061] Intra-vehicle communication module 922 may output data to other vehicle
systems 931 and vehicle control elements 961, while also receiving data input from other
vehicle components and systems 931, 961, e.g., by way of vehicle control system 930.
When outputting data, intra-vehicle communication module 922 may provide a signal via
a bus corresponding to any status of the vehicle, the vehicle surroundings (e.g., as
measured by one or more microphones or cameras mounted on the vehicle), or the output
of any other information source connected to the vehicle. Vehicle data outputs may
include, for example, analog signals (such as current velocity), digital signals provided
by individual information sources (such as clocks, thermometers, location sensors such
as Global Positioning System [GPS] sensors, etc.), and digital signals propagated through
vehicle data networks (such as an engine controller area network [CAN] bus through
which engine related information may be communicated and/or an audio-video bridging
[AVB] network through which vehicle information may be communicated). For example,
the in-vehicle computing system 900 may retrieve from the engine CAN bus the current
speed of the vehicle estimated by the wheel sensors, a current location of the vehicle
provided by the GPS sensors, and a current trajectory of the vehicle provided by one or
more inertial measurement sensors in order to determine an estimated path of the vehicle.
In addition, other interfacing means such as Ethernet may be used as well without

departing from the scope of this disclosure.
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[0062] A non-volatile storage device 908 may be included in in-vehicle computing
system 900 to store data such as instructions executable by processors 914 and 920 in
non-volatile form. The storage device 908 may store application data to enable the in-
vehicle computing system 900 to perform any of the above-described methods and/or to
run an application for connecting to a cloud-based server and/or collecting information
for transmission to the cloud-based server. Connection to a cloud-based server may be
mediated via extra-vehicle communication module 924. The application may retrieve
information gathered by vehicle systems/sensors, input devices (e.g., user interface 918),
devices in communication with the in-vehicle computing system (e.g., a mobile device
connected via a Bluetooth link), etc. In-vehicle computing system 900 may further
include a volatile memory 916. Volatile memory 716 may be random access
memory (RAM). Non-transitory storage devices, such as non-volatile storage device 908
and/or volatile memory 916, may store instructions and/or code that, when executed by a
processor (e.g., operating system processor 914 and/or interface processor 920), controls
the in-vehicle computing system 900 to perform one or more of the actions described in
the disclosure.

[0063] A microphone 902 may be included in the in-vehicle computing system 900
to measure ambient noise in the vehicle, to measure ambient noise outside the vehicle, etc.
One or more additional sensors may be included in and/or communicatively coupled to a
sensor subsystem 910 of the in-vehicle computing system 900. For example, the sensor
subsystem 910 may include and/or be communicatively coupled to a camera, such as a
rear view camera for assisting a user in parking the vehicle, a cabin camera for identifying
a user, and/or a front view camera to assess quality of the route segment ahead. The
above-described cameras may also be used to provide images to a computer vision-based
traffic sign detection module, as described above. Sensor subsystem 910 of in-vehicle
computing system 900 may communicate with and receive inputs from various vehicle
sensors and may further receive user inputs. While certain vehicle system sensors may
communicate with sensor subsystem 910 alone, other sensors may communicate with
both sensor subsystem 910 and vehicle control system 930, or may communicate with
sensor subsystem 910 indirectly via vehicle control system 930. Sensor subsystem 910
may serve as an interface (e.g., a hardware interface) and/or processing unit for receiving
and/or processing received signals from one or more of the sensors described in the

disclosure.
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[0064] A navigation subsystem 911 of in-vehicle computing system 900 may
generate and/or receive navigation information such as location information (e.g., via a
GPS sensor and/or other sensors from sensor subsystem 910), route guidance, traffic
information, point-of-interest (POI) identification, and/or provide other navigational
services for the driver. The navigation subsystem 911 may include an inertial navigation
system that may further determine a position, orientation, and velocity of the vehicle via
motion and rotation sensor inputs. Examples of motion sensors include accelerometers,
and examples of rotation sensors include gyroscopes. The navigation subsystem 911 may
communicate with motion and rotation sensors included in the sensor subsystem 910.
Altematively, the navigation subsystem 911 may include motion and rotation sensors and
determine the movement and rotation based on the output of these sensors. Navigation
subsystem 911 may transmit data to, and receive data from a cloud-based server and/or
external navigation service via extra-vehicle communication module 924,

[0065] External device interface 912 of in-vehicle computing system 900 may be
coupleable to and/or communicate with one or more external devices 940 located external
to vehicle 901. While the external devices are illustrated as being located external to
vehicle 901, it is to be understood that they may be temporarily housed in vehicle 901,
such as when the user is operating the external devices while operating vehicle 901. In
other words, the external devices 940 are not integral to vehicle 901. The external devices
940 may include a mobile device 942 (e.g., connected via a Bluetooth, NFC, WIFI direct,
or other wireless connection) or an alternate Bluetooth-enabled device 952. Mobile
device 942 may be a mobile phone, smart phone, wearable devices/sensors that may
communicate with the in-vehicle computing system via wired and/or wireless
communication, or other portable electronic device(s). Other external devices include
external services 946. For example, the external devices may include extra-vehicular
devices that are separate from and located externally to the vehicle. Still other external
devices include external storage devices 954, such as solid-state drives, pen drives, USB
drives, etc. External devices 940 may communicate with in-vehicle computing system
900 either wirelessly or via connectors without departing from the scope of this disclosure.
For example, external devices 940 may communicate with in-vehicle computing system
900 through the external device interface 912 over network 960, a universal serial bus
(USB) connection, a direct wired connection, a direct wireless connection, and/or other

communication link.
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[0066] One or more applications 944 may be operable on mobile device 942. As an
example, mobile device application 944 may be operated to monitor an environment of
the vehicle (e.g., collect audio and/or visual data of an environment of the vehicle) and/or
to process audio and/or visual data received from vehicle sensors. The
collected/processed data may be transferred by application 944 to external device
interface 912 over network 960. Likewise, one or more applications 948 may be operable
on external services 946. As an example, external services applications 948 may be
operated to aggregate and/or analyze data from multiple data sources. For example,
external services applications 948 may aggregate data from the in-vehicle computing
system (e.g., sensor data, log files, user input, etc.), etc. The collected data may be
transmitted to another device and/or analyzed by the application to determine a location
of an emergency vehicle and/or to determine a suggested course of action for avoiding
interference with the emergency vehicle.

[0067] Vehicle control system 930 may include controls for controlling aspects of
various vehicle systems 931 involved in different in-vehicle functions. These may
include, for example, controlling aspects of vehicle audio system 932 for providing audio
output to the vehicle occupants. Audio system 932 may include one or more acoustic
reproduction devices including electromagnetic transducers such as speakers. In some
examples, the in-vehicle computing system may be the only audio source for the acoustic
reproduction device or there may be other audio sources that are connected to the audio
reproduction system (e.g., external devices such as a mobile phone) to produce audio
outputs, such as one or more of the audible alerts described above. The connection of any
such external devices to the audio reproduction device may be analog, digital, or any
combination of analog and digital technologies.

[0068] Vehicle control system 930 may also include controls for adjusting the
settings of various vehicle controls 961 (or vehicle system control elements) related to the
engine and/or auxiliary elements within a cabin of the vehicle, such as steering controls
962, brake controls 963, lighting controls 964 (e.g., cabin lighting, external vehicle
lighting, light signals). For example, the vehicle control system 930 may include controls
for adjusting the vehicle controls 961 to present one or more of the above-described alerts
(e.g., adjusting cabin lighting, automatically controlling steering or braking to perform a
maneuver in accordance with a detected traffic sign, etc.). Vehicle controls 961 may also

include internal engine and vehicle operation controls (e.g., engine controller module,
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actuators, valves, etc.) that are configured to receive instructions via the CAN bus of the
vehicle to change operation of one or more of the engine, exhaust system, transmission,
and/or other vehicle system (e.g., to provide the above-described alert). The control
signals may also control audio output (e.g., an audible alert) at one or more speakers of
the vehicle’s audio system 932.

[0069] In-vehicle computing system 900 may further include an antenna(s) 906,
which may be communicatively coupled to external device interface 912 and/or extra-
vehicle communication module 924. The in-vehicle computing system may receive
positioning signals such as GPS signals and/or wireless commands via antenna(s) 906 or
via infrared or other mechanisms through appropriate receiving devices.

[0070] One or more elements of the in-vehicle computing system 900 may be
controlled by a user via user interface 918. User interface 918 may include a graphical
user interface presented on a touch screen, and/or user-actuated buttons, switches, knobs,
dials, sliders, etc. A user may also interact with one or more applications of the in-vehicle
computing system 900 and mobile device 942 via user interface 918. Notifications and
other messages (e.g., alerts), as well as navigational assistance, may be displayed to the
user on a display of the user interface. User preferences/information and/or responses to
presented alerts may be performed via user input to the user interface.

[0071] In some examples, the detection of a projected object may be indicated via
the user interface 918 so that the operator of the vehicle may be informed of the projected
object. Further, in such examples, the user interface 918 may further enable the operator
to confirm whether the object is a projected object or areal object. In this way, additional
feedback may be provided for further improving the depth estimation network and/or the
object detection networks of the camera perception ECU described hereinabove.

[0072] The disclosure provides for a system for a vehicle, the system including an
image sensor, a processor, and a storage device storing instructions executable by the
processor to capture, via the image sensor, an image of an environment of the vehicle,
detect an object in the image of the environment of the vehicle, determine whether the
object is a projected image of the object, and selectively control one or more vehicle
systems of the vehicle to perform one or more actions if the object is not the projected
image. In a first example of the system, the storage device further stores instructions
executable by the processor to not selectively control the one or more vehicle systems of

the vehicle to perform the one or more actions if the object is the projected image. In a
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second example of the system optionally including the first example, the storage device
further stores instructions executable by the processor to: estimate a depth of the object
in the image, and determine that the object is not the projected image of the object if the
estimated depth is non-zero. In a third example of the system optionally including one or
more of the first and second examples, the storage device further stores instructions
executable by the processor to: classify the object in the image as a traffic sign board, and
determine that the object is not the projected image of the object if the estimated depth is
zero. In a fourth example of the system optionally including one or more of the first
through third examples, the storage device further stores instructions executable by the
processor to: authenticate the traffic sign board as a valid traffic sign board to determine
that the object is not the projected image if the estimated depth is zero. In a fifth example
of the system optionally including one or more of the first through fourth examples, the
storage device stores a depth estimation neural network configured to accept the image
as input and generate the estimated depth as output, wherein the storage device further
stores instructions executable by the processor to input the image to the depth estimation
neural network to estimate the depth of the object in the image. In a sixth example of the
system optionally including one or more of the first through fifth examples, the storage
device stores a relative camera pose neural network trained to accept two consecutive
images from the image sensor, the two consecutive images including the image and a
second image, and output a relative camera pose between the two consecutive images. In
a seventh example of the system optionally including one or more of the first through
sixth examples, the storage device further stores instructions executable by the processor
to: estimate, with the depth estimation neural network, a second depth of the second image;
estimate, with the relative camera pose neural network, the relative camera pose between
the two consecutive images; transform the depth to a warped depth based on the relative
camera pose; interpolate the second depth to an interpolated depth based on the relative
camera pose; and update the depth estimation neural network based on a depth
inconsistency between the warped depth and the interpolated depth. In an eighth example
of the system optionally including one or more of the first through seventh examples, the
storage device further stores instructions executable by the processor to output a
notification, to an operator of the vehicle via a user interface, indicating that the object is

a projected object if the object is the projected image.
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[0073] The disclosure also provides for a method for a vehicle, the method including
capturing, via an image sensor, an image of an environment of the vehicle, detecting, with
a first neural network, an object in the image, determining, with a second neural network,
whether the object is a projected image of the object, selectively controlling one or more
vehicle systems of the vehicle to perform one or more actions if the object is not the
projected image, and not selectively controlling the one or more vehicle systems of the
vehicle to perform the one or more actions if the object is the projected image. In a first
example of the method, determining whether the object is the projected image of the
object comprises estimating, with the second neural network, a depth of the object in the
image, and determining that the object is not the projected image if the depth is non-zero.
In a second example of the method optionally including the first example, the method
further includes classifying, with the first neural network, a type of the object, wherein
determining whether the object is the projected image of the object further comprises
determining that the object is the projected image if the depth is zero and the type of the
object is not classified as a traffic sign board. In a third example of the method optionally
including one or more of the first and second examples, determining whether the object
is the projected image of the object further comprises determining that the object is not
the projected image if the depth is zero and the type of the object is classified as the traffic
sign board. In a fourth example of the method optionally including one or more of the
first through third examples, the method further includes capturing, with the image sensor,
a second image of the environment of the vehicle, estimating, with the second neural
network, depths of the second image, estimating, with a third neural network, a relative
camera pose between the image and the second image, transforming the depth of the
image and the depths of the second image to a same three-dimensional structure based on
the relative camera pose, determining a depth inconsistency between the transformed
depth of the image and the transformed depths of the second image, and updating the
second neural network based on the depth inconsistency. In a fifth example of the method
optionally including one or more of the first through fourth examples, the method further
includes determining, with the updated second neural network for a subsequent image
acquired via the image sensor, whether an object in the subsequent image is a projected
image.

[0074] The disclosure also provides for a method for a vehicle, the method including

capturing, via an image sensor, an image of an environment of the vehicle, detecting, with
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a first neural network, an object in the image, estimating, with a second neural network,
a depth of the object in the image, determining, based on the estimated depth of the object,
whether the object is a projected image of the object, selectively controlling one or more
vehicle systems of the vehicle to perform one or more actions if the object is not the
projected image, and not selectively controlling the one or more vehicle systems of the
vehicle to perform the one or more actions if the object is the projected image. In a first
example of the method, the method further includes classifying, with the first neural
network, the object as a traffic sign board, and authenticating a validity of the object as
the traffic sign board if the estimated depth is zero. In a second example of the method
optionally including the first example, the method further includes performing
unsupervised training of the second neural network to update the second neural network
in near real-time based on the estimated depth of the object in the image. In a third
example of the method optionally including one or more of the first and second examples,
performing unsupervised training of the second neural network to update the second
neural network in real-time based on the estimated depth of the object in the image
includes capturing, via the image sensor, a second image of the environment of the vehicle,
estimating, with the second neural network, depths of the second image, determining a
depth inconsistency between depth of the object in the image and the depths of the second
image, and updating the second neural network based on the depth inconsistency. In a
fourth example of the method optionally including one or more of the first through third
examples, the method further includes estimating, with a third neural network, a relative
camera pose between the image and the second image, and transforming the depth of the
image and the depths of the second image to a same three-dimensional structure based on
the relative camera pose, wherein determining the depth inconsistency based on the depth
of the object in the image and the depths of the second images comprises determining the
depth inconsistency between the transformed depth of the object in the image and the
transformed depths of the second image.

[0075] The description of embodiments has been presented for purposes of
illustration and description. Suitable modifications and variations to the embodiments
may be performed in light of the above description or may be acquired from practicing
the methods. For example, unless otherwise noted, one or more of the described methods
may be performed by a suitable device and/or combination of devices, such as the in-

vehicle computing system 900 described with reference to FIG. 9. The methods may be
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performed by executing stored instructions with one or more logic devices (e.g.,
processors) in combination with one or more additional hardware elements, such as
storage devices, memory, hardware network interfaces/antennas, switches, actuators,
clock circuits, etc. The described methods and associated actions may also be performed
in various orders in addition to the order described in this application, in parallel, and/or
simultaneously. The described systems are exemplary in nature, and may include
additional elements and/or omit elements. The subject matter of the present disclosure
includes all novel and non-obvious combinations and sub-combinations of the various
systems and configurations, and other features, functions, and/or properties disclosed.

[0076] As used in this application, an element or step recited in the singular and
proceeded with the word ““a” or ““an” should be understood as not excluding plural of said
elements or steps, unless such exclusion is stated. Furthermore, references to “one
embodiment” or “one example” of the present disclosure are not intended to be interpreted
as excluding the existence of additional embodiments that also incorporate the recited
features. The terms “first,” “second,” and “third,” etc. are used merely as labels, and are
not intended to impose numerical requirements or a particular positional order on their
objects. The following claims particularly point out subject matter from the above

disclosure that is regarded as novel and non-obvious.
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CLAIMS:

1. A system for a vehicle, comprising;

an image sensor;

a processor; and

a storage device storing instructions executable by the processor to:
capture, via the image sensor, an image of an environment of the vehicle;
detect an object in the image of the environment of the vehicle;
determine whether the object is a projected image of the object; and
selectively control one or more vehicle systems of the vehicle to perform

one or more actions if the object is not the projected image.

2. The system of claim 1, wherein the storage device further stores instructions
executable by the processor to not selectively control the one or more vehicle systems of

the vehicle to perform the one or more actions if the object is the projected image.

3. The system of claim 1, wherein the storage device further stores instructions
executable by the processor to: estimate a depth of the object in the image, and determine

that the object is not the projected image of the object if the estimated depth is non-zero.

4. The system of claim 3, wherein the storage device further stores instructions
executable by the processor to: classify the object in the image as a traffic sign board, and
determine that the object is not the projected image of the object if the estimated depth is

ZEero.

5. The system of claim 5, wherein the storage device further stores instructions
executable by the processor to: authenticate the traffic sign board as a valid traffic sign

board to determine that the object is not the projected image if the estimated depth is zero.
6. The system of claim 3, wherein the storage device stores a depth estimation neural

network configured to accept the image as input and generate the estimated depth as

output, wherein the storage device further stores instructions executable by the processor
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to: input the image to the depth estimation neural network to estimate the depth of the

object in the image.

7. The system of claim 6, wherein the storage device stores a relative camera pose
neural network trained to accept two consecutive images from the image sensor, the two
consecutive images including the image and a second image, and output a relative camera

pose between the two consecutive images.

8. The system of claim 7, wherein the storage device further stores instructions
executable by the processor to:

estimate, with the depth estimation neural network, a second depth of the second
image;

estimate, with the relative camera pose neural network, the relative camera pose
between the two consecutive images;

transform the depth to a warped depth based on the relative camera pose;

interpolate the second depth to an interpolated depth based on the relative camera
pose; and

update the depth estimation neural network based on a depth inconsistency

between the warped depth and the interpolated depth.

9. The system of claim 1, wherein the storage device further stores instructions
executable by the processor to output a notification, to an operator of the vehicle via a
user interface, indicating that the object is a projected object if the object is the projected

image.

10. A method for a vehicle, comprising:
capturing, via an image sensor, an image of an environment of the vehicle;
detecting, with a first neural network, an object in the image;
determining, with a second neural network, whether the object is a projected
image of the object;
selectively controlling one or more vehicle systems of the vehicle to perform one

or more actions if the object is not the projected image; and
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not selectively controlling the one or more vehicle systems of the vehicle to

perform the one or more actions if the object is the projected image.

11. The method of claim 10, wherein determining whether the object is the projected
image of the object comprises:
estimating, with the second neural network, a depth of the object in the image; and

determining that the object is not the projected image if the depth is non-zero.

12. The method of claim 11, further comprising classifying, with the first neural
network, a type of the object, wherein determining whether the object is the projected
image of the object further comprises determining that the object is the projected image

if the depth is zero and the type of the object is not classified as a traffic sign board.

13. The method of claim 12, wherein determining whether the object is the projected
image of the object further comprises determining that the object is not the projected

image if the depth is zero and the type of the object is classified as the traffic sign board.

14. The method of claim 11, further comprising;

capturing, with the image sensor, a second image of the environment of the
vehicle;

estimating, with the second neural network, depths of the second image;

estimating, with a third neural network, a relative camera pose between the image
and the second image;

transforming the depth of the image and the depths of the second image to a same
three-dimensional structure based on the relative camera pose;

determining a depth inconsistency between the transformed depth of the image
and the transformed depths of the second image; and

updating the second neural network based on the depth inconsistency.
15. The method of claim 14, further comprising determining, with the updated second

neural network for a subsequent image acquired via the image sensor, whether an object

in the subsequent image is a projected image.
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16. A method for a vehicle, comprising:

capturing, via an image sensor, an image of an environment of the vehicle;

detecting, with a first neural network, an object in the image;

estimating, with a second neural network, a depth of the object in the image;

determining, based on the estimated depth of the object, whether the object is a
projected image of the object;

selectively controlling one or more vehicle systems of the vehicle to perform one
or more actions if the object is not the projected image; and

not selectively controlling the one or more vehicle systems of the vehicle to

perform the one or more actions if the object is the projected image.

17. The method of claim 16, further comprising classifying, with the first neural
network, the object as a traffic sign board, and authenticating a validity of the object as

the traffic sign board if the estimated depth is zero.

18. The method of claim 16, further comprising performing unsupervised training of
the second neural network to update the second neural network in near real-time based on

the estimated depth of the object in the image.

19. The method of claim 18, wherein performing unsupervised training of the second
neural network to update the second neural network in real-time based on the estimated
depth of the object in the image comprises:
capturing, via the image sensor, a second image of the environment of the vehicle;
estimating, with the second neural network, depths of the second image;
determining a depth inconsistency between depth of the object in the image and
the depths of the second image; and

updating the second neural network based on the depth inconsistency.

20. The method of claim 19, further comprising:

estimating, with a third neural network, a relative camera pose between the image
and the second image; and

transforming the depth of the image and the depths of the second image to a same

three-dimensional structure based on the relative camera pose,
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wherein determining the depth inconsistency based on the depth of the object in
the image and the depths of the second images comprises determining the depth
inconsistency between the transformed depth of the object in the image and the

transformed depths of the second image.
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