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PREFETCH MANAGEMENT FOR MEMORY

CROSS REFERENCE
[0001] The present Application for Patent claims priority to U.S. Patent Application No.
15/975,614 by Hasbun et al., entitled “Prefetch Management For Memory,” filed May 9,
2018, and U.S. Patent Application No. 16/105,545 by Hasbun et al., entitled “Prefetch
Management For Memory,” filed August 20, 2018, each of which is assigned to the assignee

hereof and is expressly incorporated by reference in its entirety herein.
BACKGROUND

[0002] The following relates generally to memory systems and more specifically to

prefetch management for memory.

[0003] A memory system may include various kinds of memory devices and controllers,
which may be coupled via one or more buses to manage information in numerous electronic
devices such as computers, wireless communication devices, internet of things devices,
cameras, digital displays, and the like. Memory devices are widely used to store information
in such electronic devices. Information may be stored in a memory device by programing
different states of one or more memory cells within the memory device. For example, a
binary memory cell may store one of two states, often denoted as a logic “1” or a logic “0.”

Some memory cells may be able to store more than two states.

[0004] Various types of memory devices exist, including magnetic hard disks, random
access memory (RAM), read only memory (ROM), dynamic RAM (DRAM), synchronous
dynamic RAM (SDRAM), ferroelectric RAM (FeRAM), magnetic RAM (MRAM), resistive
RAM (RRAM), flash memory, phase change memory (PCM), and others. Memory devices
may be volatile or non-volatile. Non-volatile memory cells may maintain their stored logic
state for extended periods of time even in the absence of an external power source. Volatile
memory cells, e.g., DRAM cells, may lose their stored logic state over time unless they are

periodically refreshed by an external power source.

[0005] Improving memory systems, generally, may include reducing system power
consumption, increasing memory system capacity, improving read/write speeds, providing
non-volatility by use of persistent main memory, or reducing manufacturing costs at a certain

performance point, among other metrics. Memory page size may affect system power and
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power used to access a memory device. Moreover, system power may be affected or

increased if memory accesses are not tailored for particular systems.

BRIEF DESCRIPTION OF THE DRAWINGS
[0006] FIG. 1 shows a diagram of a system including a non-volatile memory system or
sub-system that supports prefetch management for main memory in accordance with

examples of the present disclosure.

[0007] FIG. 2 illustrates an exemplary memory system or sub-system that supports
prefetch management for main memory in accordance with examples of the present

disclosure.

[0008] FIG. 3 illustrates an exemplary data structure and state diagram that support
prefetch management for main memory in accordance with examples of the present

disclosure.

[0009] FIGs. 4A and 4B illustrate exemplary process flows for a prefetch operation in

accordance with examples of the present disclosure.

[0010] FIG. 5 shows a block diagram of a device that supports prefetch management for

main memory in accordance with examples of the present disclosure.

[0011] FIGs. 6 through 8 show flowcharts illustrating a method for prefetch management

for main memory in accordance with examples of the present disclosure.
DETAILED DESCRIPTION

[0012] A memory system may utilize different memory technologies to store data. For
example, a memory system may include a first memory array (which may be a volatile
memory array, like DRAM) and a second memory array (which may be a non-volatile
memory array, like FeRAM or 3D XPoint™). The volatile memory array may perform
communications with an external processor using less latency than the non-volatile memory
array. Also, in some cases, access operations (e.g., read/write operations) performed on the
volatile memory array may consume less power than access operations performed on the non-
volatile memory array. The non-volatile memory array, however, may reduce long-term
power consumption relative to the volatile memory array—e.g., by reducing or eliminating
various refresh operations. And unlike the volatile memory array, the non-volatile memory

array may retain stored data if the non-volatile memory array loses power. In some cases, the
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memory system may be configured and operable to leverage beneficial characteristics of both

of these technologies.

[0013] For example, the memory system may store a majority of data in the non-volatile
memory array and may strategically move data to the volatile memory array. In some cases,
the memory system may preemptively move data stored in the non-volatile memory array and
likely to be accessed to the volatile memory array before receiving an access request for the
data. This operation may be referred to as a “prefetch” operation. During a prefetch
operation, the memory system may move, from the non-volatile memory array to the volatile
memory array, one or more pages of data (or a “page” or “memory page”) that are likely to
be accessed. In this way, the memory system may reduce access operations performed on the
non-volatile memory array, and thus, increase data throughput of the memory system by

leveraging the relatively faster timing associated with accessing the volatile memory array.

[0014] Additionally or alternatively, the memory system may perform partial prefetch
operations. For example, the memory system may prefetch a portion of a memory page as
opposed to a full memory page. In some cases, the memory system may prefetch a portion of
a memory page based on prior access operations performed on data stored in the non-volatile
memory array (i.e., based on access history). In this way, the non-volatile memory array may
determine which portions of the memory page are likely to be accessed based on previous
access operations, and may provide the portions of a memory page that are likely to be
accessed to the volatile memory array. For example, the memory system may determine that
two portions of a non-volatile memory page are often accessed together and may cause the
non-volatile memory array to deliver, to the volatile memory array, data corresponding to
both portions of the non-volatile memory page when either portion of the memory page is
accessed. In some cases, a memory page may be partitioned into memory subpages (or

“subpages”) and a portion of a memory page may correspond to one or more subpages.

[0015] As discussed above, a memory system may include a volatile memory array and a
non-volatile memory array. The volatile memory array may be configured with one or more
memory pages having a first size, and a device may store data in the memory array according
to the page size. In some examples, the volatile memory array may be a dynamic random
access memory (DRAM) array and may use memory pages having a page size of 2048 bytes,
for example. In some cases, a device may request data stored in the volatile memory array to

support the operation of a user application related to the device. For example, a processor at
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the device may initiate a read operation at the volatile memory array, and the volatile memory
array may provide the requested data to the processor. The volatile memory array may
identify a memory page that includes the requested data and may access the entire memory
page before providing the requested data to the processor. The processor may communicate
with the volatile memory array according to a certain protocol (e.g., DRAM memory access

protocols) that is associated with specified voltage and timing requirements.

[0016] The non-volatile memory array may store data in memory pages using a second
predetermined size or a variable size. The non-volatile memory array may in some cases use
smaller page sizes (e.g., 64 bytes, 128 bytes, 192 bytes, or 256 bytes) than the volatile array.
Moreover, unlike a DRAM array, the non-volatile memory array may access one or more
portions (e.g., multiple 64 byte portions) of a memory page without disturbing the logic states
of other memory cells in the portion. Accessing fewer memory cells during a read operation
may decrease power consumption of the non-volatile memory array. The non-volatile
memory array may, however, be incompatible with certain memory access protocols (e.g.,
DRAM memory access protocols). For instance, the non-volatile memory array may be
accessed using different voltages and/or timing than a DRAM array. Thus, the non-volatile
memory array may not be directly accessible by a processor that is configured to

communicate using DRAM memory access protocols.

[0017] The non-volatile memory array, despite having a smaller page size than the
volatile memory array, may have a larger storage capacity than the volatile memory array. A
processor that operates according to certain memory access protocols may have direct access
to the volatile memory array and indirect access to the non-volatile memory array (e.g.,
through a memory controller). In some examples, the processor may be configured to
communicate with the memory system as a single memory array and sends access requests
using a first memory access protocol (e.g., a DRAM memory access protocol). A memory
controller may interpret access requests from the processor and provide the requested data to
the processor. In some cases, data stored in the volatile memory array may be accessed using
and within the specifications of the memory access protocol of the processor, while data
stored in the non-volatile memory array may not be accessible within the specification of the
memory access protocol used by the processor—e.g., due to the non-volatile memory array

using an alternative memory technology.
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[0018] An indication that there will be a delay in acquiring the requested data may be
sent to the processor when the memory system is unable to retrieve the requested data within
a designated period of time. For example, the memory controller may indicate a read delay
when the processor requests data that is stored in the non-volatile memory array and not in
the volatile memory array—e.g., due to slower timing for accessing data in the non-volatile
memory array. The processor may wait an additional amount of time for the data after
receiving the indication, and the requested data may be provided to the processor according
to the modified timing. In some examples, the requested data may also be moved to the
volatile memory array in anticipation of receiving a subsequent access request for the data

from the processor.

[0019] As discussed above and in some examples, certain memory pages stored in the
non-volatile memory array may be preemptively moved to the volatile memory array to avoid
future access delays before the data otherwise located in the memory pages is requested (i.e.,
the data may be prefetched). In some examples, access patterns for data stored in the non-
volatile memory array are monitored to dynamically determine which memory pages to move
to the volatile memory array—e.g., to determine which memory pages contain data that is
likely to be accessed within a certain period of time. For example, a counter (which may be
referred to as a “saturation counter’”) may be used to monitor the number of times data in a
certain memory page is accessed within a certain period of time or cycle, and the memory
page may be moved from the non-volatile memory array to the volatile memory array based

on a value of the counter.

[0020] Power consumption may be further reduced by prefetching portions of a memory
page instead of prefetching an entire memory page. A prefetched portion of the memory page
may be selected based on the access history of data in the memory page. As discussed above,
the prefetched portion may include one or more subpages of the memory page. For instance,
portions of a memory page that are frequently accessed or that have been accessed a certain
number of times may be prefetched. In some examples, a value of a counter (which may be
referred to as a “prefetch counter”) may be used to indicate how many and/or which subpages
of a memory page to move from the non-volatile memory array to the volatile memory array.
Each memory page may be associated with a prefetch counter, and the value of a respective
prefetch counter may be adapted based on access history, or access patterns, or both, of the

respective memory page. In some examples, the memory controller may include a respective
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saturation counter for each of the subpages and the value of the prefetch counter may be

based on the values of the saturation counters.

[0021] In some examples, a portion of a memory page may be communicated from a non-
volatile memory array to a volatile memory array based on receiving a request for data
located in the memory page and a value of a prefetch counter. For example, a request for data
from a processor may be received and a memory page of the non-volatile memory array that
contains the data may be identified. In some examples, the subpage that includes the
requested data and a value of a prefetch counter associated with the memory page may also
be identified. The identified subpage and the value of the prefetch counter may be used to
determine which portion of the memory page, or a size of a portion of the memory page, to

communicate between the non-volatile memory array and the volatile memory array.

[0022] In some examples, a memory system may include a memory buffer (or “buffer”),
in addition to the volatile memory array and the non-volatile memory array. In some cases,
the buffer may also be a volatile memory array. The memory system may update a value of a
prefetch counter based on which subpages are transmitted to the buffer. For instance, a
portion of a memory page including three subpages of data (which may correspond to 192
bytes of data) may be transmitted to the volatile memory array based on a value of a
corresponding prefetch counter. Subsequently, a number of access operations performed on
each of the subpages at the volatile memory array may be monitored. In some examples, data
corresponding to only two of the three subpages may be transmitted from the volatile
memory array to the buffer and the value of the corresponding prefetch counter may be
modified. For example, the prefetch counter may be modified so that a portion of the memory
page including two subpages of data (which may correspond to 128 bytes of data), instead of
three subpages, is transmitted from the non-volatile memory array to the volatile memory
array the next time the memory page is accessed. In some cases, the prefetch counter value is

not updated until the subpages stored in the buffer are evicted.

[0023] Features of the disclosure introduced above are further described below at an
exemplary system level in the context of FIG. 1. Specific examples of memory systems and
operations are then described in the context of FIGs. 2 through 4. These and other features of
the disclosure are further illustrated by and described with reference to the apparatus diagram
of FIG. 5, which describe various components related controllers, as well as flowcharts of

FIGs. 6 through 8, which relate to operations of prefetch management for main memory.
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[0024] FIG. 1 shows a diagram of a system 100 including a memory system or sub-
system that supports prefetch management for main memory in accordance with examples of
the present disclosure. System 100 may include device 105. Device 105 may include an
interface controller 120, an SoC or processor 130, and various memory devices 170, 175, and
180. Device 105 may also include an input/output controller 135, a basic input/output system
(BIOS) component 140, a board support package (BSP) 145, peripheral component(s) 150,
and a direct memory access controller (DMAC) 155. The components of device 105 may be

in electronic communication with one another through a bus 110.

[0025] Device 105 may be a computing device, electronic device, mobile computing
device, or wireless device. Device 105 may be a portable electronic device. For example,
device 105 may be a computer, a laptop computer, a tablet computer, a smartphone, a cellular
phone, a wearable device, an internet-connected device, or the like. In some examples, device
105 may be configured for bi-directional wireless communication via a base station or access
point. In some examples, device 105 may be capable of machine-type communication
(MTC), machine-to-machine (M2M) communication, or device-to-device (D2D)
communication. Device 105 may be referred to as a user equipment (UE), station (STA),

mobile terminal, or the like.

[0026] Interface controller 120 may be configured to interface with SoC/processor 130.
Interface controller 120 may also be configured to interface with various memory devices

170, 175, 180, or any combination thereof.

[0027] SoC/processor 130 may be configured to operate with various memory devices
170, 175, 180, or any combination thereof—either directly or via interface controller 120.
SoC/processor 130 may also be referred to as a host, and may include a host controller. In
some cases, SoC/processor 130 may perform some or all of the functions of interface
controller 120 described herein. SoC/processor 130 may be a general-purpose processor, a
digital signal processor (DSP), an application-specific integrated circuit (ASIC), a field-
programmable gate array (FPGA) or other programmable logic device, discrete gate or
transistor logic, discrete hardware components, or it may be a combination of these types of

components.

[0028] Memory devices 170 may each include an array or arrays of memory cells to store
digital information. Memory devices 170 may be configured to each operate with

SoC/processor 130 and/or interface controller 120. In some examples, memory devices 170
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may be configured to provide buffer memory for a memory bank for SoC/processor 130 or

interface controller 120. Device 105 may include any number of memory devices 170.

[0029] Memory device 175 may include an array of memory cells and a local memory
controller configured to operate with the array of memory cells. The array of memory cells
included in memory device 175 may be structured in two or more tiers, which may each have
different performance capabilities. The local memory controller of memory device 175 may
also be configured to operate with SoC/processor 130 or interface controller 120. In some
examples, first-tier memory cells may be 3D XPoint™ memory, which may provide a high
number of input/output operations per second (IOPS) with a short response time to handle
various workloads. In some examples, second-tier memory cells may be three-dimensional
Not-AND (NAND) memory, which may provide high capacity for data storage at a relatively
lower cost than the first-tier memory cells. The local memory controller of memory device
175 may be configured to facilitate the efficient operation of memory cells within memory
device 175, which may have different characteristics among memory cells in the two or more
tiers, with SoC/processor 130. Memory device 175 may include other types or combinations
of memory arrays in some cases. In some examples, one or more memory devices 175 may

be present in device 105.

[0030] Memory devices 180 may include one or more arrays of memory cells and a local
memory controller configured to operate with the one or more arrays of memory cells. The
local memory controller of a memory device 180 may also be configured to operate with
SoC/processor 130 or interface controller 120. In some examples, a memory device 180 may
include non-volatile or volatile memory cells, or a combination of both non-volatile and
volatile memory cells. A non-volatile memory cell (e.g., an FeRAM memory cell) may
maintain its stored logic state for an extended period of time in the absence of an external
power source, thereby reducing or eliminating requirements to perform refresh operations

(e.g., refresh operations such as those associated with DRAM cells).

[0031] The inclusion of an array of non-volatile memory cells (e.g., FeERAM memory
cells) in a memory device 180 may provide various benefits (e.g., efficiency benefits) for
device 105. Such benefits may include near-zero standby power (which may increase battery
life), instant-on operation following a standby or un-powered (e.g., “off”’) state, and/or high
areal memory density with low system power consumption relative to an array of volatile

memory cells. Such features of non-volatile memory system or sub-system may, for example,
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support the use of computationally intensive (e.g., desktop applications) operations or
software in mobile environments. In some examples, one or more memory devices 180 may
be present in device 105. In some cases, device 105 may include multiple kinds of non-
volatile memory arrays employing different non-volatile memory technologies, such as one
or more FeRAM arrays along with one or more non-volatile memory arrays using other
memory technology. Further, the benefits described herein are merely exemplary, and one of

ordinary skill in the art may appreciate further benefits.

[0032] In some cases, a memory device 180 may use a different page size than
SoC/processor 130. In the context of a memory device, a page size may refer to a size of data
handled at various interfaces, and different memory device types may have different page
sizes. In some examples, SoC/processor 130 may use a DRAM page size (e.g., a page size in
accord with one or more JEDEC low power double data rate (LPDDR) specifications), and a
device 180 within device 105 may include an array of non-volatile memory cells that are
configured to provide a different page size (e.g., a page size smaller than a typical DRAM
page size). In some examples, a memory device 180 may support a variable page size—e.g., a
memory device 180 may include an array of non-volatile memory cells (e.g., an FeRAM
array) that supports multiple page sizes, and the page size used may vary from one access
operation to another—and the local memory controller of memory device 180 may be
configured to handle a variable page size for a memory array within memory device 180. For
example, in some cases, a subset of non-volatile memory cells connected to an activated word
line may be sensed simultaneously without having to sense all non-volatile memory cells
connected to the activated word line, thereby supporting variable page-size operations within
memory device 180. In some cases, the page size for an array of non-volatile memory cells
may vary dynamically depending on the nature of an access command and a characteristic of
(e.g., size or associated latency) associated data (e.g., data subject to the access command).
Smaller page size may provide benefits (e.g., efficiency benefits) as a smaller number of
memory cells may be activated in connection with a given access operation. The use of
variable page size may provide further benefits to device 105, such as configurable and
efficient energy usage when an operation is associated with a small change in information by
reducing the page size while supporting a high-performance operation by increasing the page

size when desired.

[0033] In some examples, device 105 may employ “prefetching” techniques to facilitate

communication with SoC/processor 130. For instance, device 105 may cause a memory



10

15

20

25

30

WO 2019/217066 10 PCT/US2019/028688

device 180 to transmit data to memory device 175 that has not yet been requested by
SoC/processor 130. In this way, SoC/processor 130 may access requested data located at
memory device 175 using a first attempt instead of performing a delayed read operation to
retrieve data from a memory device 180 using a second additional attempt. Moreover,
SoC/processor 130 may access the data located in memory device 175 according to a memory

access protocol configured at the SoC/processor 103.

[0034] Additionally or alternatively, device 105 may prefetch portions (e.g., subpages) of
a memory page that includes data requested by SoC/processor 130. In this way, device 105
may further reduce power consumption and increase throughput at device 105. SoC/processor
130 may request data located in subpage of a memory page located at a memory device 180.
The memory device 180 may transmit the subpage containing the requested data to
SoC/processor 130 and/or memory device 175. In some examples, the memory device 180
may also transmit additional subpages in the memory page to memory device 175 together
with (or, alternatively, in addition to) the subpage containing the requested data. In some
cases, the decision to transmit additional subpages may be based on various factors or other
indications (e.g., historical information related to access operations for the memory page). In
some examples, a prefetch counter may be used to monitor past access operations performed
on the subpages in the memory page. That is, a value of the prefetch counter may be updated
(e.g., dynamically) based on prior and subsequent access operations performed on one or
more subpages in the memory page. In some examples, each memory page may be associated

with a respective prefetch counter.

[0035] DMAC 155 may support direct memory access (e.g., read or write) operations by
SoC/processor 130 with respect to memory devices 170, 175, or 180. For example, DMAC
155 may support access by SoC/processor 130 of a memory device 170, 175, or 180 without

the involvement or operation of interface controller 120.

[0036] Peripheral component(s) 150 may be any input or output device, or an interface
for any such device, that may be integrated into device 105. Examples of peripheral
component(s) 150 may include disk controllers, sound controllers, graphics controllers,
Ethernet controllers, modems, universal serial bus (USB) controllers, serial or parallel ports,
or peripheral card slots, such as peripheral component interconnect (PCI) or accelerated
graphics port (AGP) slots. Peripheral component(s) 150 may also include other components
understood by those skilled in the art as peripherals.
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[0037] BIOS component 140 or board support package (BSP) 145 may be software
components that include a basic input/output system (BIOS) operated as firmware, which
may initialize and run various hardware components of system 100. BIOS component 140 or
BSP 145 may also manage data flow between SoC/processor 130 and the various
components, e.g., peripheral component(s) 150, input/output controller 135, etc. BIOS
component 140 or BSP 145 may include a program or software stored in read-only memory
(ROM), flash memory, or any other non-volatile memory. In some cases, BIOS component

140 and BSP 145 may be combined as a single component.

[0038] Input/output controller 135 may manage data communication between
SoC/processor 130 and other devices, including peripheral component(s) 150, input devices
160, or output devices 165. Input/output controller 135 may also manage peripherals that are
not integrated into device 105. In some cases, input/output controller 135 may include a

physical connection or port to the external peripheral.

[0039] Input device 160 may represent a device or signal external to device 105 that
provides input to device 105 or its components. In some cases, input device 160 may include
a user interface or an interface with or between other devices (not shown in FIG. 1). In some
cases, input device 160 may be a peripheral that interfaces with device 105 via peripheral

component(s) 150 or is managed by input/output controller 135.

[0040] Output device 165 may represent a device or signal external to device 105 that is
configured to receive output from device 105 or any of its components. For example, output
devicel65 may include a display, audio speakers, a printing device, or another processor on
printed circuit board, efc. In some cases, output device 165 may be a peripheral that interfaces
with device 105 via peripheral component(s) 150 or is managed by input/output controller

135.

[0041] The components of device 105 may be made up of general purpose or specialized
circuitry designed to carry out their respective functions. This may include various circuit
elements, for example, conductive lines, transistors, capacitors, inductors, resistors,
amplifiers, or other active or passive elements configured to carry out the functions described

herein.

[0042] FIG. 2 illustrates an exemplary memory system or sub-system that supports
prefetch management for main memory in accordance with examples of the present

disclosure. System 200 may include aspects of system 100 as described with reference to
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FIG. 1 and may include a device 210. Device 210 may include aspects of device 105 as
described with reference to FIG. 1. Device 210 may include memory sub-system 220,
SoC/processor 250, and storage 260. SoC/processor 250 may be an example of an
SoC/processor 130 as described with reference to FIG. 1. Memory sub-system 220 may be an
example of a memory device 180 as described with reference to FIG. 1. Storage 260 may be

an example of a memory device 175 as described with reference to FIG. 1.

[0043] SoC/processor 250 may be configured to operate with storage 260 via a bus 280
and with memory sub-system 220 via buses 270 and 275. In some examples, bus 280 may be
configured to support periphery component interconnect express (PCle) signaling. In other
cases, bus 280 may employ another protocol, such as embedded Multi-media Control
(eMMC), Universal Flash Storage (UFS), or the like. In some examples, bus 270 may be
configured to support LPDDR command and address (CA) signaling, and bus 275 may be
configured to support LPDDR input/output (I/O) signaling. In some examples, a local
memory array may be disposed on a same substrate as SoC/processor 250 and may be

configured to function as a cache memory 255 for SoC/processor 250.

[0044] Memory sub-system 220 may include non-volatile memory 225 and interface
controller 230. Non-volatile memory 225 may be an example of a memory device 180 as
described with reference to FIG. 1. Interface controller 230 may be an example of an
interface controller 120 as described with reference to FIG. 1. Interface controller 230 may be
configured to operate with SoC/processor 250 via buses 270 and 275 pursuant to an LPDDR
specification (e.g., page size, timing requirements). Interface controller 230 may include
virtual memory bank 235, which may be an example of a memory device 170 as described
with reference to FIG. 1. In some examples, virtual memory bank 235 may include DRAM
memory cells and may be configured to operate pursuant to an LPDDR specification. In some
examples, virtual memory bank 235 may be disposed on a same substrate as interface
controller 230. In addition, interface controller 230 may be configured to operate with non-

volatile memory 225 via buses 271 and 276.

[0045] In some examples, memory sub-system 220 may further include buffer 240. In
some examples, buffer 240 may include DRAM memory cells. Buffer 240 may be an
example of a memory device 170 or a memory device 180 as described with reference to
FIG. 1. In addition, interface controller 230 may be configured to operate with buffer 240 via

buses 272 and 277. In some examples, bus 272 may be a buffer CA bus. In some examples,
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bus 277 may be an interface (IF) buffer I/O bus. Interface controller 230 and buses 272 and
277 may be compatible with DRAM protocols. For example, interface controller 230 and
buses 272 and 277 may utilize LPDDR page sizes and timings. In some examples,
SoC/processor 250 may be configured to directly operate with buffer 240 via bus 275. In
some examples, buffer 240 may be configured to have a page size compatible with bus 275,

which may support direct access of buffer 240 by SoC/processor 250.

[0046] Buffer 240 may in some cases be configured to operate as a logical augmentation
of cache memory 255 within SoC/processor 250. In some examples, the capacity of buffer
240 may be on the order of 256 M bytes. In some examples, the capacity of buffer 240 may
be based at least in part on the size of cache memory 255 in SoC/processor 250. In some
cases, buffer 240 may have a relatively small capacity, which may facilitate improved (e.g.,
faster) performance of memory sub-system 220 relative to a DRAM device of a larger
capacity due to potentially smaller parasitic components, e.g., inductance associated with
metal lines. A smaller capacity of buffer 240 may also provide benefits in terms of reducing

system power consumption associated with periodic refreshing operations.

[0047] Memory sub-system 220 may be implemented in various configurations, including
one-chip versions and multi-chip versions. A one-chip version may include interface
controller 230, virtual memory bank 235, and non-volatile memory 225 on a single chip. In
some examples, buffer 240 may also be included on the single-chip. In contrast, a multi-chip
version may include one or more constituents of memory sub-system 220, including interface
controller 230, virtual memory bank 235, non-volatile memory 225, and buffer 240, in a chip
that is separate from a chip that includes one or more other constituents of memory sub-
system 220. For example, in one multi-chip version, respective separate chips may include
each of interface controller 230, virtual memory bank 235, and non-volatile memory 225. As
another example, a multi-chip version may include one chip that includes both virtual
memory bank 235 and interface controller 230 and a separate chip that includes buffer 240.

Additionally, a separate chip may include non-volatile memory 225.

[0048] Another example of a multi-chip version may include one chip that includes both
buffer 240 and virtual memory bank 235. Additionally, a separate chip may include both
interface controller 230 and non-volatile memory 225 or respective separate chips may
include each of interface controller 230 and non-volatile memory 225. In yet another example

of a multi-chip version, a single chip may include non-volatile memory 225 and buffer 240.
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Additionally, a separate chip may include both interface controller 230 and virtual memory
bank 235 or respective separate chips may include each of interface controller 230 and virtual
memory bank 235. In some examples, non-volatile memory 225 may include both an array of
non-volatile memory cells and an array of DRAM cells. In some cases of a multi-chip
version, interface controller 230, virtual memory bank 235, and buffer 240 may be disposed

on a single chip and non-volatile memory 225 on a separate chip.

[0049] In some examples, non-volatile memory 225 may include an array of non-volatile
memory cells (e.g., FERAM memory cells) and, in some cases, may include a local memory
controller (not shown). The non-volatile array included in non-volatile memory 225 may be
configured to support fixed or variable page sizes (e.g., 64, 128, 192, or 256 bytes), which in
some cases differ from a page size associated with SoC/processor 250. Further, interface
controller 230, or in some cases a local memory controller included in non-volatile memory
array 225, may be configured to determine a variable page size for non-volatile memory 225.
Moreover, the non-volatile array may be configured with smaller page sizes (e.g., 64 bytes)
than a DRAM array (2048 bytes), for example. In some examples, non-volatile memory 225
may be referred to as a non-volatile near memory to SoC/processor 250 (e.g., in comparison
to storage 260). In the context of a memory system, a near memory may refer to a memory
component placed near SoC/processor 250, logically and/or physically, to provide a faster
access speed than other memory components. Configuring non-volatile memory 225 as a near
memory for SoC/processor 250 may, for example, limit or avoid overhead that may be

associated with SoC/processor 250 retrieving data from storage 260.

[0050] SoC/processor 250 may store critical information in non-volatile memory 225
upon unexpected power interruption instead of accessing storage 260, as accessing storage

260 may be associated with an undesired delay.

[0051] Interface controller 230 may be configured to operate with non-volatile memory
225 via buses 271 and 276. In some examples, bus 271 may be an FeERAM CA bus. In some
examples, bus 276 may be an FeRAM interface (IF) bus. Interface controller 230 and buses
271 and 276 may be compatible with the page size of non-volatile memory 225. In some
examples, buffer 240 may be configured to facilitate data transfer to non-volatile memory
225 via bus 295. In some examples, non-volatile memory 225 may be configured to facilitate

data transfer to and from virtual memory bank 235 via bus 290.
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[0052] Interface controller 230 may support low latency or reduced power operation (e.g.,
from the perspective of SoC/processor 250) by leveraging virtual memory bank 235 or buffer
240. For example, upon receiving a read command from SoC/processor 250, interface
controller 230 may attempt to retrieve data from virtual memory bank 235 or buffer 240 for
transmission to SoC/processor 250. If data subject to the read command is not present in
virtual memory bank 235 or buffer 240, interface controller 230 may retrieve data from non-
volatile memory 225 to store the data in virtual memory bank 235 and also (e.g.,

concurrently) send the data to SoC/processor 250.

[0053] Retrieving data from non-volatile memory 225 may be associated with increased
latency compared to retrieving data from virtual memory bank 235 or buffer 240. In some
examples, interface controller 230 may employ prefetching to proactively move data from
non-volatile memory 225 to virtual memory bank 235. In this way, the memory access
throughput of device 210 may be increased as the processor may access data stored in virtual

memory bank directly, according to a DRAM memory access protocol.

[0054] Interface controller 230 may further reduce power consumption and latency by
prefetching portions of a memory page. For example, interface controller 230 may receive a
request for data from SoC/processor 250 that is located in a memory page of non-volatile
memory 225. In some cases, the requested data may not be located in virtual memory bank
235 or buffer 240. Interface controller 230, or in some cases a local memory controller
included in non-volatile memory array 225, may identify the memory page of non-volatile
memory 225, and the portion, or subpage(s), of the memory page that includes the requested
data. Non-volatile memory 225 may transmit the subpage including the requested data to
virtual memory bank 235. In some cases, interface controller 230, or in some cases a local
memory controller included in non-volatile memory array 225, may also identify a value of a
prefetch counter associated with the memory page that includes the requested data, and non-
volatile memory 225 may transmit additional subpages of the memory page with the
subpage(s) that include the requested data based on the value of the prefetch counter. For
example, for one value of the prefetch counter (e.g., logic 01), non-volatile memory 225 may

transmit at least one additional subpage with the subpage(s) that include the requested data.

[0055] Interface controller 230 may manage operations of virtual memory bank 235. For
example, interface controller 230 may use a set of flags located in virtual memory bank 235

to identify portions of virtual memory bank 235 storing valid data from non-volatile memory
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225. As another example, upon receiving a write command from SoC/processor 250,
interface controller 230 may store data at virtual memory bank 235. Another set of flags
located in virtual memory bank 235 may indicate which portions of virtual memory bank 235
store valid data that are modified from corresponding contents of non-volatile memory 225.
Valid data stored at virtual memory bank 235 may include data that have been retrieved from
non-volatile memory 225 pursuant to a read command from SoC/processor 250 or data that
have been received from SoC/processor 250 as a part of write command. Flags indicating
which portions of virtual memory bank 235 store valid data or modified data may support
interface controller 230 in saving only the data that has been modified from the
corresponding contents in non-volatile memory 225. Furthermore, interface controller 230
may determine where to store data upon removal from virtual memory bank 235 (e.g., when
SoC/processor 250 no longer needs the data). Interface controller 230 may monitor and

identify the contents of virtual memory bank 235.

[0056] In some cases, interface controller 230 may include a counter that records a
number (e.g., quantity or frequency) of access attempts by SoC/processor 250 to the contents
of virtual memory bank 235 during a certain time interval. By way of example, if the counter
shows that the number of access attempts by SoC/processor 250 during the time interval is
less than a pre-determined threshold value, then upon removal of the data from virtual
memory bank 235, interface controller 230 may store modified data (that is, data that was
modified by the access attempts by SoC/processor 250) in non-volatile memory 225, as the
interface controller 230 may anticipate, based on the relatively low number of prior access
attempts, that SoC/processor 250 is not likely to access the data again for some duration of
time. Or, if the counter indicates that the number of access attempts by SoC/processor 250
during the time interval is equal to or larger than the pre-determined threshold value, then
interface controller 230 may, upon removal of the data from virtual memory bank 235, store
the data in buffer 240, as the interface controller 230 may anticipate that SoC/processor 250
is likely to access the data soon. One skilled in the art may, in view of overall system
requirements, devise various criteria (e.g., criteria including the threshold value of the
counter, a clock, a value of the time interval, etc.) for interface controller 230 to use in

making such determinations.

[0057] In some examples, interface controller 230 may record a number of access
attempts by SoC/processor 250 of certain portions or subpages of a memory page stored at

virtual memory bank. In some examples a portion of a memory page may include one or
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more subpages of the memory page. Interface controller 230 may transmit the portions to the
buffer based on the recorded number of access attempts for the individual portions. For
example, interface controller 230 may transmit portions to buffer 240 that have been accessed
at least a threshold number of times, and may discard or write-back to non-volatile memory
225 portions that have not been accessed the threshold number of times. A value of a prefetch
counter for a memory page may be based on the portion of the memory page that is
transmitted to buffer 240—e.g., may be based on a relationship between the portions sent to

virtual memory bank 235 and the portion(s) of the memory page sent to buffer 240.

[0058] In addition, interface controller 230 may set up a by-pass indicator based on the
counter when the number of access attempts by SoC/processor 250 is less than the pre-
determined threshold value to by-pass saving the contents of virtual memory bank 235 to
buffer 240. Then, interface controller 230 may directly save the modified contents of virtual
memory bank 235 to non-volatile memory 225 based on the by-pass indicator. In some cases,
upon removal of the data from virtual memory bank 235, interface controller 230 may
determine that the data has not been modified since it was last retrieved from non-volatile
memory 225 and may, based on that determination, discard the data (e.g., not write the data

to either buffer 240 or non-volatile memory 225).

[0059] In some examples, a memory array in non-volatile memory 225 may be
configured to store data in a first memory page configured with a first memory page size
(e.g., 64, 128, 192, or 256 bytes). In some cases, the first memory page may be partitioned
into a number of subpages. In some examples, the memory array may be configured with
multiple memory pages that each share a common page size. For example, a 32 Gbyte

memory array may include 500 million pages, each page having a page size of 64 bytes.

[0060] Virtual memory bank 235 may be configured to store data in a second memory
page configured with a second memory page size (e.g., 2056 bytes) different from the first
memory page size. In some examples, memory sub-system 220 may also include a prefetch
counter associated with the first memory page. The prefetch counter may be configured to
store a first value that corresponds to a first portion of the first memory page provided to the
memory bank in response to a request for data located in the first memory page. In some
cases, a prefetch counter may be included interface controller 230, or in some cases a local
memory controller included in non-volatile memory array 225, or both. In some cases, a

controller may include multiple prefetch counters. For example, a controller may include a
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prefetch counter for each memory page, for each memory subpage in the memory array, or

some combination.

[0061] Buffer 240 may be configured to receive data corresponding to a second portion
of the first memory page. In some cases, a value of the prefetch counter may be based on the
second portion of the first memory page—e.g., based on a relationship between the first
portion and the second portion of the first memory page. In some cases, interface controller
230, or in some cases a local memory controller included in non-volatile memory array 225,
may be configured to modify the value of the prefetch counter based on the relationship
between the first portion and the second portion of the first memory page. Memory sub-
system 220 may also include a second counter configured to monitor a number of access
operations performed on all or a subpages of the first portion of the first memory page. In
some cases, the data represented in the second portion of the first memory page transmitted to
buffer 240 may be based on the monitored number of access operations. In some cases, the
second counter may be included in interface controller 230, or in some cases a local memory

controller included in non-volatile memory array 225.

[0062] In some cases, memory sub-system 220 may include means, such as interface
controller 230, for receiving a first request for first data located in a memory page of non-
volatile memory 225. Memory sub-system 220 may include means, such as interface
controller 230, or in some cases a local memory controller included in non-volatile memory
array 225, for identifying a first value of a prefetch counter associated with the memory page
of the memory array. Memory sub-system 220 may include means, such as interface
controller 230, or in some cases a local memory controller included in non-volatile memory
array 225, for communicating, from the memory array to virtual memory bank 235, a first
portion of the memory page based at least in part on the first value of the prefetch counter,
the first portion of the memory page including the first data. Memory sub-system 220 may
also include means, such as interface controller 230, for writing the first portion of the

memory page to virtual memory bank 235.

[0063] Additionally, memory sub-system 220 may include means, such as interface
controller 230, for communicating, to buffer 240, a second portion of the memory page, the
second portion comprising at least a subset of the first data. Memory sub-system 220 may
also include means, such as interface controller 230, or in some cases a local memory

controller included in non-volatile memory array 225, for modifying the first value of the
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prefetch counter based at least in part on a relationship between the first portion of the
memory page and the second portion of the memory page. Memory sub-system 220 may
include means, such as interface controller 230, or in some cases a local memory controller
included in non-volatile memory array 225, for determining that the second portion of the
memory page is different from the first portion of the memory page. And the means for
modifying the first value of the prefetch counter may modify or adjust the first value of the
prefetch counter based on determining that the second portion of the memory page is

different from the first portion of the memory page.

[0064] Memory sub-system 220 may also include means, such as buffer 240, for evicting
the second portion of the memory page, wherein modifying the first value of the prefetch
counter is based at least in part on evicting the second portion of the memory page. Memory
sub-system 220 may also include means, such as interface controller 230, for monitoring a
number of access operations performed on the first portion of the memory page, where a
second value of the prefetch counter is determined based at least in part on the number of
access operations. In some examples, the means for monitoring the number of access
operation monitors the number of access operations performed on one or more subsets, or

subpages, of the first portion of the memory page.

[0065] Memory sub-system 220 may also include means, such as interface controller 230,
for determining that a first number of access operations performed on a subset of the one or
more subsets satisfies a threshold. And the means for communicating data to buffer 240 may
communicate at least the subset to buffer 240 based at least in part on the determining. In
some examples, the means for receiving the first request for first data further receives a
second request for second data located in the memory page of non-volatile memory 225.
Additionally, the means for communicating from non-volatile memory 225 to virtual memory
bank 235 may also communicate a second portion of the memory page, wherein the first
portion of the memory page is different from the second portion of the memory page, and
wherein the second portion of the memory page comprises the second data. Moreover, the
means for communicating from virtual memory bank 235 to buffer 240 may also
communicate, from virtual memory bank 235 to buffer 240, a third portion of the memory
page. The means for modifying a value of the prefetch counter may further modify the first
value of the prefetch counter based on a relationship between the first portion of the memory
page, the second portion of the memory page, or the third portion of the memory page, or any

combination thereof.
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[0066] The means for identifying a value of the prefetch counter may further identify a
second value of the prefetch counter associated with the memory page, the second value
being different from the first value. And the means for communicating from non-volatile
memory 225 to virtual memory bank 235 may communicate a second portion of the memory
page based at least in part on the second value of the prefetch counter, where the first portion
of the memory page is different from the second portion of the memory page, and where the

second portion of the memory page comprises the second data.

[0067] FIG. 3 illustrates an exemplary data structure 300-a and state diagram 300-b that
support prefetch management for main memory in accordance with examples of the present
disclosure. Data structure 300-a illustrates a non-volatile memory page 310, a first field 315,

and a second field 320.

[0068] Non-volatile memory page 310 may be used to store an amount of data. For
instance, the non-volatile memory page 310 may be 128 or 256 bytes. Non-volatile memory
page 310 may include a number of subpages, such as subpage 325, subpage 330, subpage
335, and subpage 340. Each subpage may be 64 bytes. In some examples, the subpages may

be grouped as portions, such as portion 345.

[0069] Non-volatile memory page 310 may be associated with first field 315 and second
field 320. In some examples, the first field 315 may be configured to indicate (and may be
updated to track) a number of times a corresponding non-volatile memory page 310 has been
accessed (e.g., read or write) by an SoC/processor (e.g., SoC/processor 250 described with
reference to FIG. 2). In some examples, the first field 315 may be referred to as a saturating
counter (SC). The first field 315 may in some cases include two bits of information, but it is
to be understood that any number of bits may be used in accordance with the teachings
herein. In some examples, non-volatile memory page 310 may be included in an FeRAM

array.

[0070] In some examples, the second field 320 may be configured to indicate a size of
data in a corresponding non-volatile memory page 310 to be retrieved upon receiving a read
command. The size of data may be determined by an access pattern to the data made by an
SoC/processor in one or more previous access operations and referred to as a prefetch size in
some cases. A prefetch size may be an amount of data that is to be read in response to a read
command for data included in the non-volatile memory page 310. For example, if data from

the non-volatile memory page 310 is subject to a read command received by an interface
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controller 230, or in some cases a local memory controller included in non-volatile memory
array 225 as described in FIG. 2, (e.g., in anticipation of an access from an SoC/processor),
the interface controller 230, or in some cases the local memory controller, may identify the
subpage that includes the requested data and a value of the associated second field 320 to
determine a prefetch size. The prefetch size may indicate a size of data (that includes and thus
is at least as large as the requested data) to be read from the non-volatile memory 225 in

response to the read request.

[0071] In some examples, logic states stored in the second field 320 may indicate a
prefetch size of the corresponding non-volatile memory page 310. For example, “00” may
correspond to 64 bytes, “01” may correspond to 128 bytes, “10” may correspond to 192
bytes, and “11” may correspond to 256 bytes. In such an example, if the interface controller
230, or in some cases a local memory controller included in non-volatile memory array 225,
receives a read command for 64 bytes of data from a non-volatile memory page 310, and the
associated second field 320 is 01, then the interface controller 230, or in some cases a local
memory controller included in non-volatile memory array 225, may identify the prefetch size
for the requested data as 192 bytes and read from the non-volatile memory 225 192 bytes of
data, where the 192 bytes includes the requested 64 bytes. For example, the interface
controller 230, or in some cases a local memory controller included in non-volatile memory
array 225, may identify that the requested data is located in subpage 330 and may read
portion 345. It is to be understood that the second field 320 may include any number of bits
supporting any number of logic states and may indicate prefetch sizes of any size. In some

examples, the second field 320 may be referred to as a prefetch (PF) counter.

[0072] In some examples, a subpage, such as subpage 340, may include a third field 350,
which may be used to indicate (and may be updated to track) a number of times subpage 340
has been accessed. In some examples, the third field 350 may be referred to as a saturating
counter (SC). The third field 350 may include two bits of information, but it is to be

understood that any number of bits may be used in accordance with the present disclosure.

[0073] In some examples, an interface controller (e.g., interface controller 230 described
with reference to FIG. 2, not shown in FIG. 3) may use a set of mode register bits to facilitate
the SC and PF counter functionality of a non-volatile memory (e.g., non-volatile memory 225
described with reference to FIG. 2). In some examples, mode registers may establish various

operation modes (e.g., different test modes, different read or write modes, different



10

15

20

25

30

WO 2019/217066 2 PCT/US2019/028688

performance modes) of a memory device and a set of bits associated with mode registers,
which may be referred to as mode register bits, may be used to determine a particular mode

of operation.

[0074] In some examples, an interface controller may access the contents of the SC and
PF counter using a data mask inversion (DMI) pin along with data during a read operation. In
some examples, an interface controller may write the contents of the SC and PF counter with
a special command sequence. For example, an interface controller may provide the contents
of SC and PF counter to registers associated with the SC and PF counter via column address
pins during a write command issued to a non-volatile memory (e.g., non-volatile memory 225

described with reference to FIG. 2).

[0075] State diagram 300-b illustrates exemplary operational characteristics of a memory
system or sub-system that support features and techniques as described herein. State diagram
300-b illustrates non-volatile memory 355, virtual page 385, and buffer 390. Non-volatile
memory 355 may be an example of non-volatile memory 225 described with reference to

FIG. 2. In some examples, non-volatile memory 355 includes non-volatile memory page 310.

[0076] Virtual page 385 may be a page within virtual memory bank 235 described with
reference to FIG. 2. In some examples, virtual memory bank 235 may be a superset of
multiple virtual pages 385. Buffer 390 may be an example of buffer 240 described with
reference to FIG. 2. An interface controller (e.g., interface controller 230 described with
reference to FIG. 2, not shown in FIG. 3) may perform or manage various operations (e.g.,
operations 360 through 380) associated with non-volatile memory 355, virtual page 385, and
buffer 390. In some cases, an interface controller may manage an operation by requesting
another entity (e.g., a local memory controller included in non-volatile memory array 225

described with reference to FIG. 2) to perform the operation.

[0077] Operation 360 may include transmitting the contents of a non-volatile memory
page 310 from non-volatile memory 355 to virtual page 385 and storing the contents in
virtual page 385. Operation 360 may be carried out by the interface controller in conjunction
with a local memory controller (e.g., a local memory controller included in non-volatile
memory array 225 as described with reference to FIG. 2) when an SoC/processor requests
data corresponding to the contents of non-volatile memory page 310 that is not present either
in the virtual page 385 or the buffer 390. Additionally, the interface controller may as part of
operation 360 update a value of the first field 315 (e.g., a value of SC) associated with the
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non-volatile memory page 310, to track a number of access events by the SoC/processor for

the non-volatile memory page 310.

[0078] In some examples, operation 360 may include transmitting the contents of a non-
volatile memory page 310 from non-volatile memory 355 to virtual page 385 based on or in
response to receiving a request for certain data. In other examples, operation 360 may include
transmitting the contents of a non-volatile memory page 310 from non-volatile memory 355
to virtual page 385 before receiving a request for certain data (e.g., during a prefetch
operation). In some cases, operation 360 may include transmitting a portion of a non-volatile
memory page 310 stored in non-volatile memory 355 to virtual page 385 before receiving a
request for certain data or after receiving a request for certain data located in a subpage of

non-volatile memory page 310 (e.g., during a partial prefetch operation).

[0079] For example, an interface controller 230, or in some cases a local memory
controller included in non-volatile memory array 225, may receive a request for data located
in subpage 335. The interface controller 230, or in some cases a local memory controller
included in non-volatile memory array 225, may identify a value of the second field 320
based on receiving the request and may transmit a portion of non-volatile memory page 310
based on the value of the second field 320. For example, the interface controller 230, or in
some cases a local memory controller included in non-volatile memory array 225, may
determine that the value of the second field is logic 10, and may transmit portion 345, having
a size of 192 bytes to virtual page 385. Additionally, the interface controller may as part of
operation 360 update a value of a third field, such as third field 350, (e.g., a value of a
respective SC) associated with the subpages 325, 330, and 335, to track a number of access

events by the SoC/processor for the subpages 325, 330, and 335.

[0080] The interface controller may perform operation 365 when data requested by an
SoC/processor (e.g., subject to a read command sent to the interface controller by the
SoC/processor) is found in virtual page 385. As part of operation 365, the interface controller
may retrieve the requested data from the virtual page 385 and provide the requested data to
the SoC/processor without accessing either non-volatile memory 355 or buffer 390. In some
examples, providing the requested data includes transmitting or accessing data corresponding
to a full non-volatile memory page Additionally, the interface controller may update a value
of the first field 315 (e.g., a value of SC) associated with the data, to track a number of access

events by the SoC/processor for the non-volatile memory page 310.



10

15

20

25

30

WO 2019/217066 4 PCT/US2019/028688

[0081] In some examples, providing the requested data includes transmitting or accessing
data corresponding to a portion of a non-volatile memory page. Additionally, the interface
controller may update a value of a third field, such as third field 350, (e.g., a value of a
respective SC) associated with the data, to track a number of access events by the

SoC/processor for a subpage of non-volatile memory page 310.

[0082] The interface controller may perform operation 370 when a page in virtual page
385 is closed and a value of the first field 315 (e.g., a value of SC) associated with the closed
page does not satisfy a threshold value. Virtual page 385 may include one or more pages
within virtual memory bank 235 described with reference to FIG. 2. The interface controller
may determine to close a page in virtual page 385 when the SoC/processor no longer needs
the data associated with the page. Upon determining to close a page in virtual page 385, the
interface controller may remove the data to make the memory space corresponding to the
page available for the SoC/processor. Similarly, the interface controller may perform
operation 370 when a subpage in virtual page 385 is closed and a value of a respective third
field, such as third field 350 (e.g., a value of SC), associated with the closed page does not

satisfy a threshold value.

[0083] In some cases, the interface controller may use a threshold value to determine how
to dispose data from a closed page of virtual page 385. In some examples, when a value
corresponding to first field 315 (e.g., a value of SC) is less than the threshold value, the
interface controller may bypass saving data from a closed page to buffer 390. Instead, the
interface controller may store any modified data from the closed page in non-volatile memory
355 and discard any unmodified data from the closed page. In such cases, the interface
controller may determine whether data from a closed page includes a portion that the
SoC/processor has modified relative to corresponding data stored in non-volatile memory
355. During operation 370, the interface controller may store any modified portion of the data
of the closed page in non-volatile memory 355 from virtual page 385. Further, the interface
controller may discard any unmodified data from a closed page after determining that the data
has not been modified (that is, the interface controller may bypass storing an unmodified
portion of the data in non-volatile memory 355). The interface controller may, in view of
overall system requirements, determine the threshold value based on various criteria (e.g., a
pre-determined value associated with a number of access to the page, a value of a time

interval associated with lack of access to the page).
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[0084] The interface controller may perform operation 375 when the interface controller
determines to close a page in virtual page 385 and determines that a value of the first field
315 (e.g., a value of SC) associated with the closed page satisfies the threshold value
described above. In some examples, when a value of the first field 315 (e.g., a value of SC) is
equal to or greater than the threshold value, the interface controller may save data from a
closed page to buffer 390, as the interface controller may determine that the SoC/processor is
likely to access the data soon. As such, as a part of operation 375, the interface controller may
store data from the closed page in buffer 390. Similarly, the interface controller may
determine that a value of a third field (e.g., a value of SC) associated with a subpage of the
closed page satisfies the threshold value described above. In some examples, when a
respective value of the third field 350 (e.g., a value of SC) is equal to or greater than the
threshold value, the interface controller may save data from a second portion of non-volatile
memory page 310—e.g., the subpages of a closed page having a value of a third field that is
equal to or greater than the threshold value—to buffer 390, as the interface controller may
determine that the SoC/processor is likely to access those subpages soon. For example, the

interface controller may save subpage 325 and subpage 335 to buffer 390.

[0085] The interface controller may perform operation 380 when it evicts a page from
buffer 390. The interface controller may determine to evict a page from buffer 390 when the
page is not accessed by the SoC/processor for a predetermined duration. In some cases, data
from an evicted page may include a portion that has been modified by the SoC/processor
relative to corresponding data stored in non-volatile memory 355. In such cases, as a part of
operation 380, the interface controller may store only a modified portion of the evicted data
in non-volatile memory 355. Additionally, as part of operation 380, the interface controller
may update (e.g., reset to zero) a value of the first field 315 (e.g., a value of the SC)
associated with the evicted page. Further, the interface controller may discard data after
determining that the data has not been modified (that is, the interface controller may bypass
storing an unmodified portion of the evicted data in non-volatile memory 355). Similarly, the
interface controller may update (e.g., reset to zero) a value of a respective third field, such as

third field 350, associated with an evicted subpage.

[0086] Additionally, as part of operation 380, the interface controller may update a value
of the second field 320. For example, interface controller may decrease the value of the

second field if a second portion of non-volatile memory page 310 stored to buffer 390 is
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smaller in size than the first portion of non-volatile memory page 310 transmitted to virtual

page 385.

[0087] FIG. 4A illustrates an exemplary process flow 400-a for a prefetch operation in
accordance with examples of the present disclosure. Process flow 400-a depict aspects of a
prefetch operation involving host 401, which may be an example of an SoC/processor as
discussed with reference to FIG. 2, and memory sub-system 402 which may be an example of
a memory sub-system as discussed with reference to FIG. 2. Memory sub-system 402 may
include memory controller 403, which may be an example of an interface controller 230 or a
local memory controller included in non-volatile memory array 225, or a combination
thereof, as discussed with reference to FIG. 2; buffer 404, which may be an example of a
buffer as discussed with reference to FIGs. 2 and 3; virtual memory bank 405, which may be
an example of a virtual memory bank or virtual page as discussed with reference to FIGs. 2
and 3; and non-volatile memory 406, which may be an example of a non-volatile memory as
discussed with reference to FIGs. 2 and 3. Memory controller 403, buffer 404, virtual
memory bank 405, and non-volatile memory 406 may communicate with one another over

one or more data busses.

[0088] At 410, host 401 may transmit an access request for data (e.g., to read or write
data) stored in memory sub-system 402. In some cases, the access request may be transmitted
according to a certain memory access protocol (e.g., a DRAM memory access protocol). In
some examples, the access request may be sent directly to one or more components of
memory sub-system 402. For example, the access request may be transmitted directly to
buffer 404 and/or virtual memory bank 405, which may both operate according to the certain
memory access protocol used by host 401. In some examples, the access request may be a
request to read 64 bytes of data stored in memory sub-system 402. In other examples, the
access request may be a request to read 128 bytes of data stored in memory sub-system 402,
and so on. Additionally or alternatively, the access request may be sent indirectly to
components of memory sub-system 402 via memory controller 403. For example, the access

request may be sent to memory controller 403 which may relay the access request to buffer

[0089] At 415, memory controller 403 may access the requested data based on receiving
the access request from host 401. Memory controller may forward the access request received
from host 401 to one or more of buffer 404, virtual memory bank 405, and non-volatile

memory 406. In some cases, memory controller may forward the access request to buffer
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404, then to virtual memory bank 405, and last to non-volatile memory 406—e.g., after
determining the requested data is not in buffer 404 or virtual memory bank 405. In some
cases, memory controller 403 may forward the access request only to non-volatile memory
406—e.g., after determining the requested data is not in buffer 404 or virtual memory bank

405. In some examples, non-volatile memory 406 may include an FeRAM memory array.

[0090] At 420, buffer 404, memory controller 403 may determine that the requested data
is not located in buffer 404 or virtual memory bank 405.

[0091] At 425, memory controller 403 may identify the non-volatile memory page (e.g.,
non-volatile memory page 310 of FIG. 3) located in non-volatile memory 406 that contains
the requested data. The non-volatile memory page may be partitioned into multiple subpages.
In some examples, memory controller 403 may also identify a subpage (e.g., subpage 330 of
FIG. 3) of the non-volatile memory page that contains the requested data. In some cases, the
subpage that contains the requested data may be 64 bytes. In other examples, the size of the

requested data may be 128 bytes, and two subpages may contain the requested data.

[0092] Additionally, memory controller 403 may identify a value of a prefetch counter
(e.g., second field 320 of FIG. 3) associated with the non-volatile memory page. In some
cases, the prefetch counter may be initialized with a value of logic 00. In other cases, the
prefetch counter may be initialized with a value of logic 11. Initializing a value of the
prefetch counter with logic 11 may cause non-volatile memory 406 to initially transmit more
data (e.g., at power-on), increasing power consumption and throughput. Conversely, a value
of the prefetch counter with logic 00 may cause non-volatile memory 406 to initially transmit
less data, decreasing power and potentially lowering throughput. In some examples, the
selected initialization value corresponds to a power mode (e.g., high low power mode) or

operation mode (e.g., high throughput mode) of the device.

[0093] At 430, memory controller 403 may identify a first portion (e.g., portion 345 of
FIG 3.) of the non-volatile memory page containing the requested data based on the value of
the prefetch counter. The first portion may include at least the subpage that contains the
requested data. In some examples, a size of the first portion may be based on the value of the
prefetch counter. For example, if the value of the prefetch counter equals logic 00, then a size
of the first portion may be equal to 64 bytes (e.g., the first portion may only include the
subpage containing the data). In another example, if the value of the prefetch counter equals

logic 01, then a size of the first portion may be equal to 128 bytes (e.g., the first portion may
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include the subpage containing the requested data as well as a second subpage). In another
example, if the value of the prefetch counter equals logic 10, then a size of the first portion
may be equal to 192 bytes (e.g., the first portion may include the subpage containing the

requested data, a second subpage, and third subpage), and so on.

[0094] In some examples, the size of the requested data may override the prefetch counter
value. For example, if the size of the requested data is 128 bytes, and the prefetch counter
value corresponds to size of 64 bytes, then a size of the first portion may be equal to 128
bytes (e.g., the first portion may include the two subpages containing the requested data).
Other mappings between a value of a prefetch counter and the size of the first portion may be
alternatively used and are contemplated based on the present disclosure. For instance, a
prefetch value of logic 00 may correspond to 128 bytes, a prefetch value of logic 01 may

correspond to 256 bytes, a prefetch value of logic 10 may correspond to 384 bytes, and so on.

[0095] In some examples, memory controller 403 may select which subpages to include
with the subpage containing the requested data based on one or more factors or indicators
(e.g., historical access operations performed on the subpages in the non-volatile memory
page). For example, memory controller 403 may identify that subpages of a memory page,
other than a subpage of the memory page containing the requested data, were previously
accessed in virtual memory bank 405, and may transmit the identified subpages with the
subpage containing the requested data in subsequent read operations. In this way, memory

controller 403 may anticipate subsequent data requests from host 401 and avoid delays

associated with accessing non-volatile memory 406.

[0096] For instance, memory controller 403 may monitor the data stored in virtual
memory bank 405 and identify which subpages correspond to data accessed in virtual
memory bank 405. In some cases, memory controller 403 may identify that data
corresponding to a subpage has been accessed more than a threshold number of time (e.g.,
more than once) if the data may be moved to buffer 404, and may transmit, in a subsequent
access request for data in the non-volatile memory page, the identified subpages with the
subpage containing the data requested in the subsequent access request. In some examples,
memory controller 403 may track a number of access operations performed on data
corresponding to each subpage of the non-volatile memory page and may transmit the

subpage with the most access attempts within a certain period of time with the subpage
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containing the requested data. A respective saturation counter may be used to track a number

of access operations performed on each subpage of a non-volatile memory page.

[0097] Additionally, memory controller 403 may keep track of when access operations
are performed on subpages of the non-volatile memory page. For example, memory
controller 403 may choose to include the most recently accessed subpages in subsequent
transmissions of data from the non-volatile memory page. Additionally, memory controller
403 may identify that two subpages are often accessed together, set the prefetch value to logic

01, and transmit the two subpages together when data in one of the subpages is accessed.

[0098] At 435, memory sub-system 402 may transmit, or memory controller 403 may
cause non-volatile memory 406 to transmit, data corresponding to the first portion of the non-
volatile memory page to host 401. Accordingly, virtual memory bank 405 may store data
corresponding to the first portion of the non-volatile memory page. In some examples, storing
data corresponding to the first portion of the non-volatile memory page includes storing data

corresponding to respective saturation counters for each of the subpages.

[0099] At 440, memory sub-system 402 may transmit, or memory controller 403 may
cause non-volatile memory 406 to transmit, data corresponding to the first portion of the non-

volatile memory page to virtual memory bank 405.

[0100] In some examples, 410, 415, and 420 may be omitted from process flow 400-a.
For example, memory controller 403 may preemptively move non-volatile memory page
and/or non-volatile memory sub-pages to virtual memory bank 405. In some cases, memory
controller 403 may move a portion of a non-volatile memory page to virtual memory bank
405 based on a value of a prefetch counter. That is, memory controller 403 may identify a
subpage of a non-volatile memory page to be moved to virtual memory bank and may move
additional subpages of the non-volatile memory page to virtual memory bank based on a

value of a prefetch counter associated with the non-volatile memory page.

[0101] FIG. 4B illustrates an exemplary process flow 400-b for a prefetch operation in
accordance with examples of the present disclosure. Process flow 400-b depict aspects of a
prefetch operation involving host 401 and memory sub-system 402, which may include
memory controller 403, buffer 404, virtual memory bank 405, and non-volatile memory 406.
The operations performed in process flow 400-b may be a follow on to the operations

performed in process flow 400-a as discussed with reference to FIG. 4A.
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[0102] At 445, memory sub-system 402 may monitor access operations performed on the
first portion of the non-volatile memory page. For example, memory sub-system 402 may
track a respective number of access operations performed on each subpage of the first portion
of the non-volatile memory page (e.g., using a respective saturation counter). Virtual memory
bank 405 may also keep track of which data stored in the subpages is valid—e.g., which data
stored in virtual memory bank 405 matches (e.g., has not been overwritten) the data stored in

non-volatile memory 406.

[0103] At 450, host 401 may transmit a number of access requests for data stored in
memory sub-system 402. As above, the access request may be transmitted according to a
certain memory access protocol, and may be transmitted either directly or indirectly to the

components of memory sub-system 402.

[0104] At 455, memory controller 403 may forward the access requests to one or more of
buffer 404, virtual memory bank 405, or non-volatile memory 406. In some examples, an
access request may request data that is not located at buffer 404 or at virtual memory bank
405 (which may be referred to as a “miss”). After a miss, memory controller 403 may inform
host 401 of the miss and indicate that there will be a delay in communicating the requested
data. Memory controller 403 may then access the non-volatile memory page and may
transmit, or cause non-volatile memory 406, to transmit a portion or subpage of the non-

volatile memory containing the requested data to virtual memory bank 405 and/or host 401.

[0105] At 460, memory sub-system 402 may identify a second portion of the non-volatile
memory page. In some examples, data corresponding to the second portion of the non-
volatile memory page may be equivalent to or overlap with the data corresponding to the first
portion of the non-volatile memory page. In other examples, data corresponding to the second
portion of the non-volatile memory page may be different than, or non-overlapping with, the

data corresponding to the first portion of the non-volatile memory page.

[0106] For example, the first portion of the non-volatile memory page may include data
corresponding to a first, second, and third subpage, while the second portion of the non-
volatile memory page may include data corresponding to the first and third subpages. In some
examples, memory sub-system 402 determines which data corresponding to which subpages
to include in the second portion based on the monitored access operations. For example,
memory sub-system 402 may select the first and third subpages for inclusion in the second

portion based on determining that a respective number of access operations had been
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performed on each of the two subpages (e.g., more than a threshold value), and may exclude
the second subpage from inclusion in the second portion based on determining that a
respective number of access operations were performed on the second subpage (e.g., less than
a threshold value). In some instances, the second subpage may contain the data originally

requested by host 401 at step 410.

[0107] At 465, memory sub-system 402 may transmit data corresponding to the second
portion of the non-volatile memory page to buffer 404. In some examples, memory sub-
system 402 may transmit the data to buffer 404 after closing a virtual page that includes the
first portion of the non-volatile memory page at virtual memory bank 405—e.g., when
SoC/processor no longer needs access to the virtual page or when the virtual page has not
been accessed for a certain period of time. Accordingly, buffer 404 may store the data

corresponding to the second portion of the non-volatile memory page.

[0108] At 470, buffer 404 may evict the second portion of the non-volatile memory page.
For example, buffer 404 may evict the data corresponding to the second portion of the non-
volatile memory page after a certain time period of time has passed or after the data has not
been access for a certain period of time. Buffer 404 may also write back data that has been
modified to non-volatile memory 406. Additionally, a saturation counter associated with an

evicted page or subpage may be reset.

[0109] At 475 memory sub-system 402 may update the prefetch counter associated with
the non-volatile memory page identified at 425 of process flow 400-a. The update to the
prefetch counter may be based on a relationship between the evicted data corresponding to
the second portion of the memory page and the data corresponding to the first portion of the
memory page. For example, memory sub-system 402 may determine that a size of the data
corresponding to the second portion of the non-volatile memory page is smaller than a size of
the data corresponding to the first portion of the non-volatile memory page, and may decrease
the value of the prefetch counter. In some examples, memory sub-system 402 may determine
that a size of the data corresponding to the second portion of the non-volatile memory page is
larger than a size of the data corresponding to the first portion of the non-volatile memory
page—e.g., when additional data in the memory page, but external to the first portion of the

memory page, is requested by host 401—and may increase the value of the prefetch counter.

[0110] In some cases, memory sub-system 402 may select a value of the prefetch counter

to correspond to the size of the second portion evicted from the buffer. For example, if a size
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of the evicted second portion is 256 bytes, then a value of the prefetch counter may be
updated to logic 11. In other examples, memory sub-system 402 may determine that the
subpages corresponding to the data written to buffer 404 are different than one or more of the
subpages corresponding to the data written to virtual memory bank 405, and may modify a
value of the prefetch counter. In some examples, memory sub-system 402 may update the
prefetch counter prior to 475. For example, memory sub-system 402 may similarly update a

value of the prefetch counter after 465.

[0111] After 475, process flow 400-b may return to 410 or 425 of process flow 400-a. In
some examples, host 401 transmits a request for data located in the same non-volatile
memory page as above. As previously discussed, it may be determined that the requested data
is not located in buffer 404 or virtual memory bank 405, and memory sub-system 402 may
identify the same non-volatile memory page as containing the requested data. Also as
previously discussed, the memory sub-system 402 may identify a third portion of the memory
page based on a value of the prefetch counter. In some examples, the identified third portion
may be different than the first identified portion based on an updated value of the prefetch
counter. For example, the first identified portion may correspond to the first, second, third
subpages based on the first subpage containing the requested data and the prefetch counter
having a value of logic 10. While the third portion may correspond to the first and third
subpages, based on the first subpage containing the requested data and the prefetch counter
having an update value of logic 01—e.g., based on memory sub-system identifying that the

second subpage was moved to buffer 404, while the third subpage was not.

[0112] FIG. 5 shows a block diagram 500 of a memory controller 505 that supports
prefetch management for main memory in accordance with examples of the present
disclosure. Memory controller 505 includes memory interface component 510, prefetch
component 515, data management component 520, and access management component 525.
Each of these components may communicate, directly or indirectly, with one another (e.g.,
via one or more buses). In some examples, memory controller 505 manages operations across
a memory sub-system. That is, memory controller 505 may manage or facilitate
communications between a memory array, a virtual memory bank, and a buffer. For instance,
memory controller 505 may cause certain components of a memory sub-system to write or

read data.
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[0113] Memory interface component 510 may manage commands received from an
external processor or SoC. For instance, memory interface component 510 may receive, from
a processor, a request for data located in a memory page of a memory array that is coupled

with memory interface component 510.

[0114] Prefetch component 515 may manage prefetch operations based on a received
request for data located in the memory page of the memory array. For instance, prefetch
component 515 may include a prefetch counter 530 and may identify a value of the prefetch

counter 530 associated with the memory page containing the requested data.

[0115] Data management component 520 may communicate, from the memory array to a
memory bank, a portion of the memory page based on the identified value of the prefetch
counter 530, where the portion includes the requested data. In some examples, data

management component 520 writes the portion of the memory page to the memory bank.

[0116] Access management component 525 may monitor a number of access operations
performed on the portion of the memory page while stored at the memory bank. In some
examples, access management component 525 tracks a number of times the memory page
and/or portions of the memory page are accessed. In some instances, access management
component 525 includes one or more counters 535 (e.g., saturation counters) to keep track of
the number of access operations performed on the memory page. A second value of the
prefetch counter 530 may be determined based on the monitored number of access
operations. For example, access management component 525 may monitor the number of
access operations performed on a subset, or subpage, of the portion of the memory page.
Access management component 525 may determine that a number of access operations
performed on a subpage satisfies a threshold—e.g., a value of a respective counter 535 is
greater than a threshold value—and may communicate data corresponding to the subpage to a

buffer based on the determination.

[0117] In some examples, data management component 520 may also communicate to a
buffer another portion of the memory page. In some examples, the other portion includes the
requested data. In some cases, prefetch component 515 modifies a value of the prefetch
counter 530 based on a relationship between the first portion of the memory page and the
second portion of the memory page. For example, prefetch component 515 may determine
that the data represented by the second portion of the memory page is different than the data
represented by the first portion of the memory page, and may modify, or adjust (e.g.,
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increment/decrement) the value of the prefetch counter 530 based on determining that the

portions are different.

[0118] Data management component 520 may also cause the buffer to evict the other
portion of the memory page. In some cases, the prefetch component 515 modifies the value
of the prefetch counter 530 based on the other portion being evicted from the buffer—e.g., in

response to the eviction.

[0119] In some examples, memory interface component 510 may receive a second
request for data located in the memory page of the memory array and may determine that the
requested data is not located in the virtual memory bank or the buffer. Accordingly, data
management component 520 may access the memory array and communicate a second
portion including the second data of the memory page to the memory bank, where the first
portion of the memory page (e.g., which may include subpage 1 and subpage 3) is different
from the second portion of the memory page (e.g.., which may include subpage 2), and where

the second portion of the memory page comprises the second data.

[0120] Data management component 520 may later communicate data corresponding to a
third portion of the memory page (e.g., which may include subpage 1, subpage 2, and
subpage 3) to the buffer, and prefetch component 515 may modify the value of the prefetch
counter 530 based on a relationship between the original, first portion of the memory page
communicated to the memory bank, the second portion of the memory page communicated to
the memory bank, and the third portion of the memory page communicated to the buffer. For
example, prefetch component 515 may increment the value of the prefetch counter 530 based
on determining that data corresponding to three subpages was evicted from the buffer, while

two subpages were transmitted to the virtual memory bank.

[0121] After the prefetch counter 530 is updated, memory interface component may
receive another request for data located in the memory page of the memory array. In some
cases, the first and second data are the same, while in other cases the first and second data are
different. Prefetch component 515 may identify a second value (e.g., the updated value) of
the prefetch counter 530 associated with the memory page, and data management component
520 may communication, from the memory array to the memory bank another portion of the
memory page based on the updated value of the prefetch counter 530. In some cases, the
other portion includes the data requested in the latest request, the other portion is different

than the original, first portion transmitted to the memory bank.
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[0122] FIG. 6 shows a flowchart illustrating a method 600 for prefetch management for
main memory in accordance with examples of the present disclosure. The operations of
method 600 may be implemented by a memory system, sub-system, or its components as
described herein. For example, the operations of method 600 may be performed by an
memory controller, such as interface controller 230, as described with reference to FIG. 2,
and may execute a set of codes to control the functional elements of the device to perform the
functions below. Additionally or alternatively, a memory controller may perform aspects of

the functions described below using special-purpose hardware.

[0123] At block 605, the memory controller may receive a first request for first data
located in a memory page of a memory array of a device. The operations of block 605 may be
performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 605 may be performed by a memory

interface component as described with reference to FIG. 5.

[0124] At block 610, the memory controller may identify a first value of a prefetch
counter associated with the memory page of the memory array. The operations of block 610
may be performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 610 may be performed by a prefetch

component as described with reference to FIG. 5.

[0125] At block 615, the memory controller may communicate, from the memory array to
a memory bank of the device, a first portion of the memory page based at least in part on the
first value of the prefetch counter, the first portion of the memory page including the first
data. The operations of block 615 may be performed according to the methods described with
reference to FIGs. 3-4. In certain examples, some or all of the operations of block 615 may be

performed by a data management component as described with reference to FIG. 5.

[0126] An apparatus is described. In some examples, the apparatus may include means
for receiving a first request for first data located in a memory page of a memory array of a
device, means for identifying a first value of a prefetch counter associated with the memory
page of the memory array, and means for communicating, from the memory array to a
memory bank of the device, a first portion of the memory page based at least in part on the
first value of the prefetch counter, the first portion of the memory page comprising the first

data.
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[0127] In some examples the apparatus may include means for communicating, to a
buffer of the device, a second portion of the memory page, the second portion comprising at
least a subset of the first data and means for modifying the first value of the prefetch counter
based at least in part on a relationship between the first portion of the memory page and the
second portion of the memory page. In some examples the apparatus may include means for
determining that the second portion of the memory page is different from the first portion of
the memory page, wherein the first value of the prefetch counter is modified based at least in
part on determining that the second portion of the memory page is different from the first

portion of the memory page.

[0128] In some examples the apparatus may include means for evicting, by the buffer, the
second portion of the memory page, wherein the first value of the prefetch counter is
modified based at least in part on evicting the second portion of the memory page. In some
examples, modifying the first value of the prefetch counter may include adjusting the first
value of the prefetch counter based at least in part on determining that the first portion of the

memory page is different than the second portion of the memory page.

[0129] In some examples the apparatus may include means for writing the first portion of
the memory page to the memory bank and means for monitoring a number of access
operations performed on the first portion of the memory page, wherein a second value of the
prefetch counter is determined based at least in part on the number of access operations. In
some examples, monitoring the number of access operations performed may include
monitoring the number of access operations performed on one or more subsets of the first

portion of the memory page.

[0130] In some examples the apparatus may include means for determining that a first
number of access operations performed on a subset of the one or more subsets satisfies a
threshold and means for communicating at least the subset to a buffer of the device based at
least in part on the determining. In some examples the apparatus may include means for
receiving a second request for second data located in the memory page of the memory array
and means for communicating, from the memory array to the memory bank, a second portion
of the memory page, wherein the first portion of the memory page is different from the
second portion of the memory page, and wherein the second portion of the memory page

comprises the second data.
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[0131] In some examples the apparatus may include means for communicating, from the
memory bank to a buffer of the device, a third portion of the memory page and means for
modifying the first value of the prefetch counter based at least in part on a relationship
between the first portion of the memory page, the second portion of the memory page, or the
third portion of the memory page, or any combination thereof. In some examples the
apparatus may include means for receiving a second request for second data located in the
memory page of the memory array, means for identifying a second value of the prefetch
counter associated with the memory page, wherein the second value is different from the first
value, and means for communicating, from the memory array to the memory bank, a second
portion of the memory page based at least in part on the second value of the prefetch counter,
wherein the first portion of the memory page is different from the second portion of the
memory page, and wherein the second portion of the memory page comprises the second

data.

[0132] FIG. 7 shows a flowchart illustrating a method 700 for prefetch management for
main memory in accordance with examples of the present disclosure. The operations of
method 700 may be implemented by a memory system, sub-system, or its components as
described herein. For example, the operations of method 700 may be performed by an
memory controller, such as interface controller 230, as described with reference to FIG. 2,
and may execute a set of codes to control the functional elements of the device to perform the
functions below. Additionally or alternatively, a memory controller may perform aspects of

the functions described below using special-purpose hardware.

[0133] At block 705, the memory controller may receive a first request for first data
located in a memory page of a memory array of a device. The operations of block 705 may be
performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 705 may be performed by a memory

interface component as described with reference to FIG. 5.

[0134] At block 710, the memory controller may identify a first value of a prefetch
counter associated with the memory page of the memory array. The operations of block 710
may be performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 710 may be performed by a prefetch

component as described with reference to FIG. 5.
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[0135] At block 715, the memory controller may communicate, from the memory array to
a memory bank of the device, a first portion of the memory page based at least in part on the
first value of the prefetch counter, the first portion of the memory page including the first
data. The operations of block 715 may be performed according to the methods described with
reference to FIGs. 3-4. In certain examples, some or all of the operations of block 715 may be

performed by a data management component as described with reference to FIG. 5.

[0136] At block 720, the memory controller may communicate, to a buffer of the device,
a second portion of the memory page, the second portion comprising at least a subset of the
first data. The operations of block 720 may be performed according to the methods described
with reference to FIGs. 3-4. In certain examples, some or all of the operations of block 720

may be performed by a data management component as described with reference to FIG. 5.

[0137] At block 725, the memory controller may modify the first value of the prefetch
counter based at least in part on a relationship between the first portion of the memory page
and the second portion of the memory page. The operations of block 725 may be performed
according to the methods described with reference to FIGs. 3-4. In certain examples, some or
all of the operations of block 725 may be performed by a prefetch component as described

with reference to FIG. 5.

[0138] FIG. 8 shows a flowchart illustrating a method 800 for prefetch management for
main memory in accordance with examples of the present disclosure. The operations of
method 800 may be implemented by a memory system, sub-system, or its components as
described herein. For example, the operations of method 800 may be performed by an
interface controller, such as interface controller 230, as described with reference to FIG. 2,
which may execute a set of codes to control the functional elements of the device to perform
the functions below. Additionally or alternatively, the interface controller 230 may perform

aspects of the functions described below using special-purpose hardware.

[0139] At block 805, the memory controller may receive a first request for first data
located in a memory page of a memory array of a device. The operations of block 805 may be
performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 805 may be performed by a memory

interface component as described with reference to FIG. 5.

[0140] At block 810, the memory controller may identify a first value of a prefetch

counter associated with the memory page of the memory array. The operations of block 810
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may be performed according to the methods described with reference to FIGs. 3-4. In certain
examples, some or all of the operations of block 810 may be performed by a prefetch

component as described with reference to FIG. 5.

[0141] At block 815, the memory controller may communicate, from the memory array to
a memory bank of the device, data corresponding to a first portion of the memory page based
at least in part on the first value of the prefetch counter, the first portion of the memory page
including the first data. The operations of block 815 may be performed according to the
methods described with reference to FIGs. 3-4. In certain examples, some or all of the
operations of block 815 may be performed by a data management component as described
with reference to FIG. 5. In some cases, the memory controller writes the first portion of the
memory page, or data corresponding to the first portion of the memory page, to the memory

bank.

[0142] In some cases, the memory controller may communicate, from the memory bank
to a buffer of the device, data corresponding to a second portion of the memory array. In
some cases, the second portion of the memory array may include the first requested data. The
first portion of the memory array may be different than the second portion of the memory
array—e.g., the first portion may include three subpages of the memory page, while the
second portion of the memory array may include two subpages of the memory page. In some
cases, the first portion may include three subpages of the memory page, while the second
portion of the memory array may include four subpages of the memory page (e.g., in the

event of a subsequent “missed” read).

[0143] The memory controller may modify the first value of the prefetch counter based
on a relationship between the first portion of the memory page and the second portion of the
memory page. For example, the memory controller may determine that the second portion of
the memory page is different from the first portion of the memory page, and may modify the
first value of the prefetch counter based on determining that the second portion of the
memory page is different from the first portion of the memory page. In some cases, the
memory controller, causes the buffer to evict the second portion of the memory page (e.g.,
after a certain time period has elapsed). The memory controller may modify the value of the
prefetch counter based on the eviction of the second portion of the memory page. For
example, the memory controller may wait to update the prefetch counter until the after the

eviction occurs.
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[0144] After the eviction, the memory controller may adjust the first value of the prefetch
counter based on determining that the data corresponding to the first portion of the memory
page and the data corresponding to the second portion of the memory page are different. For
example, the memory controller may increment the first value of the prefetch counter based
on determining that the first portion of the memory page corresponds to fewer subpages than
the second portion of the memory page (e.g., the first portion corresponds to three subpages
and the second portion corresponds to four subpages). In another example, the memory
controller may decrement the value of the prefetch counter based on determining that the first
portion of the memory page corresponds to more subpages than the second portion of the
memory page. In yet another example, may increment the first value of the prefetch counter
based on determining that the first portion of the memory page corresponds to at least one

different subpage than the second portion of the memory page.

[0145] The memory controller may also monitor a number of access operations
performed on the first portion of the memory page, and a second value of the prefetch counter
may be based on the monitored number of access operations. For example, the memory
controller may monitor a number of access operations performed on each subset, or subpage,
of the first portion of the memory page and the number of subsets, or subpages, of the second
portion of the memory page may be based on the monitored number of access operations. For
instance, the memory controller may choose to include two of three subpages in the second
portion of the memory page based on determining that the two subpages included in the
second potion were accessed more than a threshold number of time, while the other subpage

was accessed less than the threshold number of times.

[0146] In some cases, the memory controller may determine that a second request to
access certain data in the virtual memory bank or buffer has “missed.” Accordingly, memory
controller may locate the requested data in the memory array and move the data to the virtual
memory bank. In some examples, the second requested data is located in the same memory
page as the first requested data, and the memory controller communicates a second portion of
the memory page to the virtual memory bank, where the second portion of the memory page

is different than the first portion of the memory page and includes the second requested data.

[0147] In such a case, the memory controller may communicate data corresponding to a
third portion, including data corresponding to subpages from the first portion and subpages

from the second portion of the memory page, to the buffer. After the buffer evicts the third
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portion of the memory page, the memory controller may modify the first value of the memory
controller based on a relationship between the first portion, the second portion, and the third
portion of the memory array. For instance, if the first portion corresponds to a first set of two
subpages, the second portion correspond to a second set of two subpages, and the third
portion corresponds to all four subpages, the memory controller may increment the value of

the prefetch counter.

[0148] At block 820 and after the prefetch counter has been updated to the second value,
the memory controller may receive a second request for second data located in the memory
page of the memory array. The operations of block 820 may be performed according to the
methods described with reference to FIGs. 3-4. In certain examples, some or all of the
operations of block 820 may be performed by a memory interface component as described

with reference to FIG. 5. In some cases, the second data may be the same as the first data.

[0149] At block 825, the memory controller may identify a second value of the prefetch
counter associated with the memory page, the second value being different from the first
value. The operations of block 825 may be performed according to the methods described
with reference to FIGs. 3-4. In certain examples, some or all of the operations of block 825

may be performed by a prefetch component as described with reference to FIG. 5.

[0150] At block 830, the memory controller may communicate, from the memory array to
the memory bank, a second portion of the memory page based at least in part on the second
value of the prefetch counter, wherein the first portion of the memory page is different from
the second portion of the memory page, and wherein the second portion of the memory page
comprises the second data. The operations of block 830 may be performed according to the
methods described with reference to FIGs. 3-4. In certain examples, some or all of the
operations of block 830 may be performed by a data management component as described

with reference to FIG. 5.

[0151] An apparatus is described. In some examples, the apparatus may include a
memory array configured to store data in a first memory page configured with a first memory
page size, a memory bank configured to store data in a second memory page configured with
a second memory page size different from the first memory page size, and a prefetch counter
associated with the first memory page, the prefetch counter configured to store a first value
that corresponds to a first portion of the first memory page provided to the memory bank in

response to a request for data located in the first memory page.
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[0152] In some examples, the apparatus may include a buffer configured to receive a
second portion of the first memory page, wherein the first value of the prefetch counter is
based at least in part on the second portion of the first memory page. In some examples, the
apparatus may include a controller configured to modify the first value of the prefetch
counter based at least in part on a relationship between the first portion of the first memory

page and the second portion of the first memory page.

[0153] In some examples, the apparatus may include a second counter configured to
monitor a number of access operations performed on the first portion of the first memory
page, wherein the second portion of the first memory page is based at least in part on a
second value of the second counter. In some examples, the apparatus may include a controller
configured to monitor access operations performed on the first portion of the first memory
page. In some examples, the first memory page is partitioned into a plurality of subsets of the

first memory page.

[0154] In some examples, the memory array is configured to store a plurality of memory
pages each configured with the first memory page size. In some examples, the apparatus may
include a plurality of prefetch counters each associated with a corresponding memory page of
the plurality of memory pages, wherein each of the plurality of prefetch counters is
configured to store a respective value corresponding to a respective portion of a respective
memory page, and wherein the respective portion is responsive to a respective request for

data located in the respective memory page.

[0155] An apparatus is described. In some examples, the apparatus may include a
memory array configured to store data in a first memory page configured with a first memory
page size, a memory bank configured to store data in a second memory page configured with
a second memory page size different from the first memory page size, a prefetch counter,
wherein a first value of the prefetch counter is associated with the first memory page, and a
controller coupled with the memory array, the memory bank, and configured to interface with
a host. In some examples, the controller may be operable to receive a first request for first
data located in the first memory page, identify the first value of the prefetch counter, and
communicate, from the memory array to the memory bank, a first portion of the first memory
page based at least in part on the first value of the prefetch counter, the first portion of the

first memory page comprising the first data.
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[0156] In some examples, the apparatus may include a buffer and the controller may be
operable to communicate, from the memory bank to the buffer, a second portion of the first
memory page. In some examples, the controller may be operable to modify the first value of
the prefetch counter based at least in part on a relationship between the first portion of the
first memory page and the second portion of the first memory page. In some examples, the
controller may be operable to determine that the second portion of the first memory page is
different from the first portion of the first memory page, wherein modifying the first value of
the prefetch counter is based at least in part on determining that the second portion of the first

memory page is different from the first portion of the first memory page.

[0157] In some examples, the controller may be operable to adjust the first value of the
prefetch counter based at least in part on determining that the first portion of the first memory
page is different than the second portion of the first memory page. In some examples, the
controller may be operable to monitor a number of access operations performed on the first
portion of the first memory page, wherein a second value of the prefetch counter is
determined based at least in part on the number of access operations. In some examples, the
controller may be operable to monitor the number of access operations performed on one or

more subsets of the first portion of the first memory page.

[0158] An apparatus is described. In some examples, the apparatus may include a
memory array configured according to a first memory page size, a memory bank configured
according to a second memory page size different than the first memory page size, and a
controller coupled with the memory array, the memory bank, and configured to interface with
a host. In some examples, the controller may include a memory interface component
configured to receive a request for first data located in a memory page of the memory array, a
prefetch component configured to identify a first value associated with a first portion of the
memory page of the memory array, and a data management component configured to
communicate, to the memory bank, second data corresponding to the first portion of the
memory page based at least in part on the first value of the prefetch component, the second

data comprising the first data.

[0159] In some examples, the apparatus may include an access management component
comprising a saturation counter that is configured to monitor a quantity of access operations
performed on one or more portions of the memory page, wherein the first value is based at

least in part on the quantity of access operations. In some examples, the apparatus may
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include a buffer configured according to the second memory page size. In some examples, the
data management component is further configured to communicate, to the buffer, third data

corresponding to a second portion of the memory page.

[0160] In some examples, the apparatus may include a prefetch counter configured to
store the first value. In some examples, the prefetch component comprises the prefetch
counter and is further configured to modify the first value of the prefetch counter based at
least in part on a first size of the first portion of the memory page and a second size of the
second portion of the memory page. In some examples, the data management component is
further configured to determine that the second portion of the memory page is different than
the first portion of the memory page, and the prefetch component is further configured to
modify the first value of the prefetch counter based at least in part on the determination. In
some examples, the prefetch component is further configured to adjust the first value of the

prefetch counter based at least in part on the determination.

[0161] An apparatus is described. In some examples, the apparatus may include a
memory array configured according to a first memory page size, a memory bank configured
according to a second memory page size different than the first memory page size, a prefetch
counter configured to store a first value associated with a memory page of the memory array,
and an interface controller configured to receive a first request for first data located in the
memory page of the memory array and to communicate second data corresponding to a first
portion of the memory page to the memory bank based at least in part on the first value of the

prefetch counter, wherein the second data comprises the first data.

[0162] In some examples, the apparatus may include a buffer configured according to the
second memory page size. In some examples, the interface controller may be configured to
communicate, to the buffer, third data corresponding to a second portion of the memory page.
In some examples, the apparatus may include a prefetch component comprising the prefetch
counter and configured to modify the first value of the prefetch counter based at least in part
on a relationship between the first portion of the memory page and the second portion of the
memory page. In some examples, the prefetch component may be configured to determine
that the second portion of the memory page is different than the first portion of the memory
page and modify the first value of the prefetch counter based at least in part on the

determining.
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[0163] In some examples, the buffer may be configured to evict the second data. In some
examples, the prefetch counter may be configured to modify the first value of the prefetch
counter based at least in part on the eviction. In some examples, the apparatus may include an
access management component configured to monitor a first quantity of access operations
performed on the first portion of the memory page, wherein the first value of the prefetch
counter based at least in part on the eviction. In some examples, the apparatus may include a
saturation counter configured to monitor a second quantity of access operations performed on
a subset of the first portion of the memory page, wherein the access management component
comprises the saturation counter. In some examples, the interface controller may be
configured to communicate, to a buffer, data corresponding to the subset of the first portion

of the memory page based at least in part on the monitoring.

[0164] An apparatus is described. In some examples, the apparatus may include a
memory subsystem. In some examples, the memory subsystem may include a memory array
configured to store first data in a first memory page according to a first memory protocol, a
prefetch counter configured to store a first value that corresponds to a first portion of the first
memory page, and an interface controller configured to access the first portion of the first
memory page based at least in part on the first value of the prefetch counter, wherein the
memory subsystem is configured to be accessed by a host according to a second memory

protocol different than the first memory protocol.

[0165] In some examples, the first memory protocol is associated with a first memory
page size and first timing parameters and wherein the second memory protocol is associated
with a second memory page size different than the first memory page size and second timing
parameters different than the first timing parameters, the host is external to the memory
subsystem and configured to access the memory subsystem according to the second memory
protocol, and the interface controller is configured to communicate the first data to the host.
In some examples, the apparatus may include a bus coupled with the host and the memory

subsystem, the bus configured to convey signaling for the second memory protocol.

[0166] In some examples, the memory subsystem may include a memory bank
configured to store, in a second memory page according to the second memory protocol,
second data corresponding to the first portion of the first memory page, wherein the interface
controller is configured to communicate the second to the memory bank. In some examples,

the memory subsystem may include a saturation counter configured to monitor a quantity of
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access operations performed on a subset of the second memory page of the memory bank,
wherein the interface controller is configured to access, in the memory bank, third data
corresponding to a second portion of the first memory page based at least in part on a value of
the saturation counter and a buffer configured to store the third data in a third memory page
according to the second memory protocol, wherein the interface controller is configured to
communicate the third data to the buffer. In some examples, the memory subsystem may
include a prefetch component configured to modify the first value of the prefetch counter
based at least in part on a relationship between the first portion of the first memory page and

the second portion of the first memory page.

[0167] It should be noted that the methods described above describe possible
implementations, and that the operations and the steps may be rearranged or otherwise
modified and that other implementations are possible. Furthermore, features from two or

more of the methods may be combined.

[0168] Information and signals described herein may be represented using any of a
variety of different technologies and techniques. For example, data, instructions, commands,
information, signals, bits, symbols, and chips that may be referenced throughout the above
description may be represented by voltages, currents, electromagnetic waves, magnetic fields
or particles, optical fields or particles, or any combination thereof. Some drawings may
illustrate signals as a single signal; however, it will be understood by a person of ordinary
skill in the art that the signal may represent a bus of signals, where the bus may have a variety

of bit widths.

[0169] As used herein, the term “virtual ground” refers to a node of an electrical circuit
that is held at a voltage of approximately zero volts (0V) but that is not directly connected
with ground. Accordingly, the voltage of a virtual ground may temporarily fluctuate and
return to approximately OV at steady state. A virtual ground may be implemented using
various electronic circuit elements, such as a voltage divider consisting of operational
amplifiers and resistors. Other implementations are also possible. “Virtual grounding” or

“virtually grounded” means connected to approximately OV.

[0170] The term “electronic communication” and “coupled” refer to a relationship
between components that support electron flow between the components. This may include a
direct connection between components or may include intermediate components.

Components in electronic communication or coupled to one another may be actively
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exchanging electrons or signals (e.g., in an energized circuit) or may not be actively
exchanging electrons or signals (e.g., in a de-energized circuit) but may be configured and
operable to exchange electrons or signals upon a circuit being energized. By way of example,
two components physically connected via a switch (e.g., a transistor) are in electronic

communication or may be coupled regardless of the state of the switch (i.e., open or closed).

[0171] A transistor or transistors discussed herein may represent a field-effect transistor
(FET) and comprise a three terminal device including a source, drain, and gate. The terminals
may be connected to other electronic elements through conductive materials, e.g., metals. The
source and drain may be conductive and may comprise a heavily-doped, e.g., degenerate,
semiconductor region. The source and drain may be separated by a lightly-doped
semiconductor region or channel. If the channel is n-type (i.e., majority carriers are
electrons), then the FET may be referred to as a n-type FET. If the channel is p-type (i.e.,
majority carriers are holes), then the FET may be referred to as a p-type FET. The channel
may be capped by an insulating gate oxide. The channel conductivity may be controlled by
applying a voltage to the gate. For example, applying a positive voltage or negative voltage to
an n-type FET or a p-type FET, respectively, may result in the channel becoming conductive.
A transistor may be “on” or “activated” when a voltage greater than or equal to the
transistor’s threshold voltage is applied to the transistor gate. The transistor may be “off” or
“deactivated” when a voltage less than the transistor’s threshold voltage is applied to the

transistor gate.

[0172] The description set forth herein, in connection with the appended drawings,
describes example configurations and does not represent all the examples that may be
implemented or that are within the scope of the claims. The term “exemplary” used herein
means “serving as an example, instance, or illustration,” and not “preferred” or
“advantageous over other examples.” The detailed description includes specific details for the
purpose of providing an understanding of the described techniques. These techniques,
however, may be practiced without these specific details. In some instances, well-known
structures and devices are shown in block diagram form to avoid obscuring the concepts of

the described examples.

[0173] In the appended figures, similar components or features may have the same
reference label. Further, various components of the same type may be distinguished by

following the reference label by a dash and a second label that distinguishes among the
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similar components. If just the first reference label is used in the specification, the description
is applicable to any one of the similar components having the same first reference label

irrespective of the second reference label.

[0174] Information and signals described herein may be represented using any of a
variety of different technologies and techniques. For example, data, instructions, commands,
information, signals, bits, symbols, and chips that may be referenced throughout the above
description may be represented by voltages, currents, electromagnetic waves, magnetic fields

or particles, optical fields or particles, or any combination thereof.

[0175] The various illustrative blocks and modules described in connection with the
disclosure herein may be implemented or performed with a general-purpose processor, a
DSP, an ASIC, an FPGA or other programmable logic device, discrete gate or transistor
logic, discrete hardware components, or any combination thereof designed to perform the
functions described herein. The illustrative blocks and modules, including memory
controllers, may be represented as instructions in IP blocks for use in, for example, ASIC
design. A general-purpose processor may be a microprocessor, but in the alternative, the
processor may be any conventional processor, controller, microcontroller, or state machine. A
processor may also be implemented as a combination of computing devices (e.g., a
combination of a digital signal processor (DSP) and a microprocessor, multiple
MIiCroprocessors, one or more microprocessors in conjunction with a DSP core, or any other

such configuration).

[0176] The functions described herein may be implemented in hardware, software
executed by a processor, firmware, or any combination thereof. If implemented in software
executed by a processor, the functions may be stored on or transmitted over as one or more
instructions or code on a computer-readable medium. Other examples and implementations
are within the scope of the disclosure and appended claims. For example, due to the nature of
software, functions described above can be implemented using software executed by a
processor, hardware, firmware, hardwiring, or combinations of any of these. Features
implementing functions may also be physically located at various positions, including being
distributed such that portions of functions are implemented at different physical locations.
Also, as used herein, including in the claims, “or” as used in a list of items (for example, a list
of items prefaced by a phrase such as “at least one of” or “one or more of”’) indicates an

inclusive list such that, for example, a list of at least one of A, B, or C means A or B or C or
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AB or AC or BC or ABC (i.e., A and B and C). Also, as used herein, the phrase “based on”
shall not be construed as a reference to a closed set of conditions. For example, an exemplary
step that is described as “based on condition A” may be based on both a condition A and a
condition B without departing from the scope of the present disclosure. In other words, as
used herein, the phrase “based on” shall be construed in the same manner as the phrase

“based at least in part on.”

[0177] Computer-readable media includes both non-transitory computer storage media
and communication media including any medium that facilitates transfer of a computer
program from one place to another. A non-transitory storage medium may be any available
medium that can be accessed by a general purpose or special purpose computer. By way of
example, and not limitation, non-transitory computer-readable media can comprise RAM,
ROM, electrically erasable programmable read only memory (EEPROM), compact disk (CD)
ROM or other optical disk storage, magnetic disk storage or other magnetic storage devices,
or any other non-transitory medium that can be used to carry or store desired program code
means in the form of instructions or data structures and that can be accessed by a general-
purpose or special-purpose computer, or a general-purpose or special-purpose processor.
Also, any connection is properly termed a computer-readable medium. For example, if the
software is transmitted from a website, server, or other remote source using a coaxial cable,
fiber optic cable, twisted pair, digital subscriber line (DSL), or wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or wireless technologies such as infrared, radio, and microwave are
included in the definition of medium. Disk and disc, as used herein, include CD, laser disc,
optical disc, digital versatile disc (DVD), floppy disk and Blu-ray disc where disks usually
reproduce data magnetically, while discs reproduce data optically with lasers. Combinations

of the above are also included within the scope of computer-readable media.

[0178] The description herein is provided to enable a person skilled in the art to make or
use the disclosure. Various modifications to the disclosure will be readily apparent to those
skilled in the art, and the generic principles defined herein may be applied to other variations
without departing from the scope of the disclosure. Thus, the disclosure is not limited to the
examples and designs described herein, but is to be accorded the broadest scope consistent

with the principles and novel features disclosed herein.
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CLAIMS
What is claimed is:

1. A method, comprising:

receiving a first request for first data located in a memory page of a memory
array of a device;

identifying a first value of a prefetch counter associated with the memory page
of the memory array; and

communicating, from the memory array to a memory bank of the device, a
first portion of the memory page based at least in part on the first value of the prefetch

counter, the first portion of the memory page comprising the first data.

2. The method of claim 1, further comprising:

communicating, to a buffer of the device, a second portion of the memory
page, the second portion comprising at least a subset of the first data; and

modifying the first value of the prefetch counter based at least in part on a
relationship between the first portion of the memory page and the second portion of the

memory page.

3. The method of claim 2, further comprising:

determining that the second portion of the memory page is different from the
first portion of the memory page, wherein the first value of the prefetch counter is modified
based at least in part on determining that the second portion of the memory page is different

from the first portion of the memory page.

4. The method of claim 3, further comprising:
evicting, by the buffer, the second portion of the memory page, wherein the
first value of the prefetch counter is modified based at least in part on evicting the second

portion of the memory page.

5. The method of claim 3, wherein modifying the first value of the
prefetch counter comprises:

adjusting the first value of the prefetch counter based at least in part on
determining that the first portion of the memory page is different than the second portion of

the memory page.
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6. The method of claim 1, further comprising:

writing the first portion of the memory page to the memory bank; and

monitoring a number of access operations performed on the first portion of the
memory page, wherein a second value of the prefetch counter is determined based at least in

part on the number of access operations.

7. The method of claim 6, wherein monitoring the number of access
operations performed comprises:
monitoring the number of access operations performed on one or more subsets

of the first portion of the memory page.

8. The method of claim 7, further comprising:

determining that a first number of access operations performed on a subset of
the one or more subsets satisfies a threshold; and

communicating at least the subset to a buffer of the device based at least in

part on the determining.

0. The method of claim 1, further comprising:

receiving a second request for second data located in the memory page of the
memory array; and

communicating, from the memory array to the memory bank, a second portion
of the memory page, wherein the first portion of the memory page is different from the
second portion of the memory page, and wherein the second portion of the memory page

comprises the second data.

10. The method of claim 9, further comprising:

communicating, from the memory bank to a buffer of the device, a third
portion of the memory page; and

modifying the first value of the prefetch counter based at least in part on a
relationship between the first portion of the memory page, the second portion of the memory

page, or the third portion of the memory page, or any combination thereof.

11. The method of claim 1, further comprising:
receiving a second request for second data located in the memory page of the

memory array;
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identifying a second value of the prefetch counter associated with the memory
page, wherein the second value is different from the first value; and

communicating, from the memory array to the memory bank, a second portion
of the memory page based at least in part on the second value of the prefetch counter,
wherein the first portion of the memory page is different from the second portion of the
memory page, and wherein the second portion of the memory page comprises the second

data.

12.  An apparatus, comprising:

a memory array configured to store data in a first memory page configured
with a first memory page size;

a memory bank configured to store data in a second memory page configured
with a second memory page size different from the first memory page size; and

a prefetch counter associated with the first memory page, the prefetch counter
configured to store a first value that corresponds to a first portion of the first memory page

provided to the memory bank in response to a request for data located in the first memory

page.

13. The apparatus of claim 12, further comprising:
a buffer configured to receive a second portion of the first memory page,
wherein the first value of the prefetch counter is based at least in part on the second portion of

the first memory page.

14. The apparatus of claim 13, further comprising:
a controller configured to modify the first value of the prefetch counter based
at least in part on a relationship between the first portion of the first memory page and the

second portion of the first memory page.

15. The apparatus of claim 13, further comprising:
a second counter configured to monitor a number of access operations
performed on the first portion of the first memory page, wherein the second portion of the

first memory page is based at least in part on a second value of the second counter.

16. The apparatus of claim 15, further comprising:
a controller configured to monitor access operations performed on the first

portion of the first memory page.
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17. The apparatus of claim 12, wherein the first memory page is

partitioned into a plurality of subsets of the first memory page.

18. The apparatus of claim 12, wherein the memory array is configured to
store a plurality of memory pages each configured with the first memory page size, the
apparatus further comprising:

a plurality of prefetch counters each associated with a corresponding memory
page of the plurality of memory pages, wherein each of the plurality of prefetch counters is
configured to store a respective value corresponding to a respective portion of a respective
memory page, and wherein the respective portion is responsive to a respective request for

data located in the respective memory page.

19.  An apparatus, comprising:
a memory array configured to store data in a first memory page configured
with a first memory page size;
a memory bank configured to store data in a second memory page configured
with a second memory page size different from the first memory page size;
a prefetch counter, wherein a first value of the prefetch counter is associated
with the first memory page; and
a controller coupled with the memory array, the memory bank, and configured
to interface with a host, the controller operable to:
receive a first request for first data located in the first memory page;
identify the first value of the prefetch counter; and
communicate, from the memory array to the memory bank, a first
portion of the first memory page based at least in part on the first value of the prefetch

counter, the first portion of the first memory page comprising the first data.

20.  The apparatus of claim 19, further comprising:
a buffer, wherein the controller is further operable to:
communicate, from the memory bank to the buffer, a second portion of the

first memory page.

21.  The apparatus of claim 20, wherein the controller is operable to:
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modify the first value of the prefetch counter based at least in part on a
relationship between the first portion of the first memory page and the second portion of the

first memory page.

22. The apparatus of claim 20, wherein the controller is operable to:

determine that the second portion of the first memory page is different from
the first portion of the first memory page, wherein modifying the first value of the prefetch
counter is based at least in part on determining that the second portion of the first memory

page is different from the first portion of the first memory page.

23. The apparatus of claim 22, wherein the controller is operable to:

adjust the first value of the prefetch counter based at least in part on
determining that the first portion of the first memory page is different than the second portion
of the first memory page.

24.  The apparatus of claim 19, wherein the controller is operable to:
monitor a number of access operations performed on the first portion of the
first memory page, wherein a second value of the prefetch counter is determined based at

least in part on the number of access operations.

25.  The apparatus of claim 24, wherein the controller is operable to:
monitor the number of access operations performed on one or more subsets of

the first portion of the first memory page.
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