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1000
Entry 1 Entry 2
Employee ID ittt iidiiaid!
Passenger Name Record PNR##1 PNR##1
(PNR)
Last name <Last Name> <Last Name>
First name <First Name> <First Name>
Address FN.LN@domain#.com | FN.LN@domain#.com
Cell phone - - Wi
From city Charlotte Singapore
From Airport Code CLT SIN
From country United States Singapore
To city Singapore Charlotte
To Airport Code SIN CLT
To country Singapore United States
Depart date 10/28/2014 7:05 10/30/2014 15:15
Arrival date 10/29/2014 10:05 10/30/2014 17:56
Airline name Airline 1 Airhine 1
Airline code Al Al
Flight number XXXX YYYY
Hotel name HOTEL
Addressl ## HOTEL LANE
Address2
Phone - -
Fax
Check in date 10/28/2014 10:05
Check out date 10/30/2014 11:05
Travel Threat Low Low
Medical Threat Low Low
Car rental company name
Car rental pick up city
Car rental pick up date
Car rental drop off city
Car rental drop off date
Ticket country US Us

| Agency Travel Agency 1 Travel Agency 1
PNR Received Date 2/4/2014 15:52 2/4/2014 15:52
Last Updated Date

FIG. 10
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1100

Entry 1 Entry 2
empid XXXXXXI XXXXXXI
associate nbid XXXXXXX XXXXXXX
pnr PNR##1 PNR##1
fname <First Name> <First Name>
Iname <Last Name> <Last Name>
fromcity New York New York
fromcountry United States United States
tocity Shanghai Shanghai
tocountry China China
departingon 9/20/2014 11:00 9/20/2014 11:00
arrivaldatetime 9/21/2014 13:55 9/21/2014 13:55
sourceusername CORPAXXXXXXX CORPIXXXXXXX
detectedute 12:02:39 AM 12:02:39 AM
serverid MACHINE123 MACHINE123
sourceipv4 A A THESHE R
sourceurl file:///C:\PROGRAM FILES file:///C:\PROGRAM FILES

(X86)PRODUCTIVITY\EMAIL. | (X86)\PRODUCTIVITYEMAIL.

EXE EXE
targetipv4 HiEBHE BH it SHS
targetfilename null null
threatcategory hip.Files hip.Files
threateventid 18000 18000
threatseverity 4 4
receivedutc 12:05:56 AM 12:05:56 AM
signatureid 2760 2762
signaturetypeid 1 1
islogenabled
iscreatelocalexenabl
ed
isdeleted

FIG. 11
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1200
Entry 1 Entry 2
Personnel Number | #######1 ikidiidintsidl
Personnel 1D XXXXXXX XXXXXXX
FullName <First Middle Last > <First Middle Last >
EmailAddress FN.LN@domain#.com | FN.LN@domain#.com
PNR PNR##! PNR##1
FirstName <First Name> <First Name>
LastName <Last Name> <Last Name>
toCityName Beijing Hong Kong
toCountryName China Hong Kong (SAR)
fromCityName Hong Kong Beijing
fromCountryName | Hong Kong (SAR) China
DepartDate 03/Nov/2014 05:00:PM | 07/Nov/2014 04:30:PM
ArrivalDate 03/Nov/2014 08:20:PM | 07/Nov/2014 08:20:PM
Machine MACHINE123456, MACHINE123456,
MACHINE234567, MACHINE234567,
VMACHINE12345, VMACHINE 12345,
VMACHINE23456 VMACHINE23456
Band 3 3
HomeCountry Hong Kong Hong Kong

FIG. 12
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1
SECURE TRAVELER FRAMEWORK

TECHNICAL FIELD

One or more aspects of the disclosure generally relate to
computing devices, computing systems, and computer soft-
ware. In particular, one or more aspects of the disclosure
generally relate to computing devices, computing systems,
and computer software that may be used to secure data
available on a computing device of a user travelling to,
through, or from an unsecured location.

BACKGROUND

Users, such as employees of an entity or other business,
often travel overseas to other countries or cities. Cyber
security in those countries or cities might be low, and the
user’s personal data or company data (or devices) may be
compromised while the user travels overseas. To book
travel, users may use a third party travel service or agency.
However, there is a need for better data and device security
in locations with a high level of security threats.

SUMMARY

The following presents a simplified summary in order to
provide a basic understanding of some aspects of the dis-
closure. The summary is not an extensive overview of the
disclosure. It is neither intended to identify key or critical
elements of the disclosure nor to delineate the scope of the
disclosure. The following summary merely presents some
concepts of the disclosure in a simplified form as a prelude
to the description below.

Some aspects as disclosed herein are directed to, for
example, a system and method of receiving, at a computing
device and from a travel data source, travel data for a user.
The method may comprise receiving, at the computing
device, a list of countries with a high level of security
threats. Based on the travel data for the user and the list of
countries with a high level of security threats, the computing
device may determine whether the user is entering a country
with a high level of security threats. In response to deter-
mining that the user is entering a country with a high level
of security threats, a user device associated with the user
may be determined. At a first time, a first data security scan
of the user device may be generated, and at a second time
later than the first time, a second data security scan of the
user device may be generated. One or more data security
issue of the user device may be determined based on a
comparison of the first data security scan to the second data
security scan.

In some aspects, the one or more data security issue of the
user device may comprise one or more of execution of a
process on the user device, a change to metadata on the user
device, or a change to a registry on the user device. The
method may comprise generating a report identifying the
one or more data security issue determined based on the
comparison.

The user device may have a data security exception. In
response to determining that the user device has a data
security exception, the computing device may remove the
data security exception for the user device for a predeter-
mined time period. The predetermined time period may
comprise a duration of travel for the user or a duration that
the user will be located in the country with a high level of
security threats.
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In some aspects, a computing device may generate an
electronic pre-travel communication that provides data secu-
rity training resources to the user. The pre-travel communi-
cation may be placed in a communication queue to be sent
to the user a predetermined time period prior to travel. A
computing device may additionally or alternatively generate
an electronic post-travel communication that provides a
post-travel survey to the user. The post-travel communica-
tion may be placed in a communication queue to be sent to
the user a predetermined time period after travel or after the
user is expected to leave the country with a high level of
security threats.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure is illustrated by way of example
and not limited in the accompanying figures in which like
reference numerals indicate similar elements and in which:

FIG. 1 illustrates an example operating environment in
which various aspects of the disclosure may be imple-
mented.

FIG. 2 illustrates another example operating environment
in which various aspects of the disclosure may be imple-
mented.

FIG. 3 illustrates yet another example operating environ-
ment in which various aspects of the disclosure may be
implemented.

FIG. 4 illustrates an example of at least a portion of a flow
diagram for receiving and processing travel data in which
various aspects of the disclosure may be implemented.

FIG. 5 illustrates an example of at least a portion of a flow
diagram for determining and removing exceptions for a
traveler in which various aspects of the disclosure may be
implemented.

FIG. 6 illustrates an example of at least a portion of a flow
diagram for generating pre-travel communication in which
various aspects of the disclosure may be implemented.

FIG. 7 illustrates an example of at least a portion of a flow
diagram for generating post-travel communication in which
various aspects of the disclosure may be implemented.

FIG. 8 illustrates an example of at least a portion of a flow
diagram for identifying and resolving travel-related issues in
which various aspects of the disclosure may be imple-
mented.

FIG. 9 illustrates an example of at least a portion of a flow
diagram for reinstating exceptions or updating a list of
countries with a high level of security threats in which
various aspects of the disclosure may be implemented.

FIG. 10 illustrates example travel data in which various
aspects of the disclosure may be implemented.

FIG. 11 illustrates example data from a data log in which
various aspects of the disclosure may be implemented.

FIG. 12 illustrates example summary of scanned devices
in which various aspects of the disclosure may be imple-
mented.

FIGS. 13A-H illustrate an example analysis report for
scanned data in which various aspects of the disclosure may
be implemented.

DETAILED DESCRIPTION

In the following description of various illustrative
embodiments, reference is made to the accompanying draw-
ings, which form a part hereof, and in which is shown, by
way of illustration, various embodiments in which the
claimed subject matter may be practiced. It is to be under-
stood that other embodiments may be utilized, and that
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structural and functional modifications may be made, with-
out departing from the scope of the present claimed subject
matter.

FIG. 1 illustrates an example block diagram of a com-
puting device 101 (e.g., a computer server, desktop com-
puter, laptop computer, tablet computer, other mobile
devices, and the like) in an example computing environment
100 that may be used according to one or more illustrative
embodiments of the disclosure. The computing device 101
may have a processor 103 for controlling overall operation
of the server and its associated components, including for
example random access memory (RAM) 105, read-only
memory (ROM) 107, input/output (I/O) module 109, and
memory 115.

1/0 module 109 may include, e.g., a microphone, mouse,
keypad, touch screen, scanner, optical reader, and/or stylus
(or other input device(s)) through which a user of computing
device 101 may provide input, and may also include one or
more of a speaker for providing audio output and a video
display device for providing textual, audiovisual, and/or
graphical output. Software may be stored within memory
115 and/or other storage to provide instructions to processor
103 for enabling computing device 101 to perform various
functions. For example, memory 115 may store software
used by the computing device 101, such as an operating
system 117, application programs 119, and an associated
database 121. Additionally or alternatively, some or all of the
computer executable instructions for computing device 101
may be embodied in hardware or firmware (not shown).

The computing device 101 may operate in a networked
environment supporting connections to one or more remote
computers, such as terminals 141 and 151. The terminals
141 and 151 may be personal computers or servers that
include any or all of the elements described above with
respect to the computing device 101. The network connec-
tions depicted in FIG. 1 include a local area network (LAN)
125 and a wide area network (WAN) 129, but may also
include other networks. When used in a LAN networking
environment, the computing device 101 may be connected
to the LAN 125 through a network interface or adapter 123.
When used in a WAN networking environment, the com-
puting device 101 may include a modem 127 or other
network interface for establishing communications over the
WAN 129, such as the Internet 131. It will be appreciated
that the network connections shown are illustrative and other
means of establishing a communications link between the
computers may be used. The existence of any of various
well-known protocols such as TCP/IP, Ethernet, FTP, HTTP,
HTTPS, and the like is presumed. Computing device 101
and/or terminals 141 or 151 may also be mobile terminals
(e.g., mobile phones, smartphones, PDAs, notebooks, tab-
lets, and the like) including various other components, such
as a battery, speaker, and antennas (not shown).

The disclosure is operational with numerous types of
general purpose or special purpose computing devices.
Examples of well-known computing devices that may be
suitable for use with the disclosure (including the system of
FIG. 1) include, but are not limited to, personal computers,
server computers, hand-held or laptop devices, multiproces-
sor systems, microprocessor-based systems, set top boxes,
programmable consumer electronics, network PCs, mini-
computers, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

FIG. 2 illustrates another example operating environment
in which various aspects of the disclosure may be imple-
mented. An illustrative system 200 for implementing meth-
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ods according to the present disclosure is shown. As illus-
trated, system 200 may include one or more workstations
201. The workstations 201 may be used by, for example,
agents or other employees of an institution (e.g., a financial
institution) and/or customers of the institution. Workstations
201 may be local or remote, and are connected by one or
more communications links 202 to computer network 203
that is linked via communications links 205 to server 204. In
system 200, server 204 may be any suitable server, proces-
sor, computer, or data processing device, or combination of
the same.

Computer network 203 may be any suitable computer
network including the Internet, an intranet, a wide-area
network (WAN), a local-area network (LAN), a wireless
network, a digital subscriber line (DSL) network, a frame
relay network, an asynchronous transfer mode (ATM) net-
work, a virtual private network (VPN), or any combination
of any of the same. Communications links 202 and 205 may
be any communications links suitable for communicating
between workstations 201 and server 204, such as network
links, dial-up links, wireless links, hard-wired links, and the
like.

FIG. 3 illustrates yet another example operating environ-
ment 300 in which various aspects of the disclosure may be
implemented. The operating environment 300 may comprise
a travel data source 305 having travel data for one or more
users. The travel data may identify the traveler, the origin,
the destination, and the date of travel, among other infor-
mation. The travel data may originate from a database of a
third party travel booking service, such as a business travel
service or agency. The travel data source 305 may also
comprise a list of locations (e.g., cities, countries, and the
like) that have been classified as locations with a high level
of security threats for data security. Classification of coun-
tries with a high level of security threats may be provided by
a separate, third party assessment used to determine the list.

Data from the travel data source 305 may be sent to a
travel data correlating device 310 of the operating environ-
ment 300. The travel data correlating device 310 may be
configured to correlate travel data and users with a list of
locations with a high level of security threats. The travel data
correlating device 310 may also be configured to commu-
nicate with exception management device 315 to handle
exceptions for users traveling to different countries. For
example, a user may be exempt from a particular data
security measure, but may also be traveling to a country with
a high level of security threats. The exemption management
device 315 may temporarily remove the user’s exemption
while the user travels in the country with the high level of
security threats, as will be described in further detail below.

The travel data correlating device 310 may be configured
to communicate with a user awareness device 320. The user
awareness device 320 may be configured to send a pre-travel
message to the user, the message comprising a link to data
security training. The user awareness device 320 may also
be configured to send a pre-travel message indicating to the
user that an exemption will be temporarily removed during
travel if the user has an exemption. The user awareness
device 320 may also send a post-travel message to the user,
providing the user with a survey (or link to a survey)
comprising post-travel questions.

The travel data correlating device 310 may be configured
to communicate with an issue detection and diagnosis device
325. The issue detection and diagnosis device 325 may be
configured to detect data security issues based on a pre-
travel scan and a post-travel scan of the user’s device(s),
based on scans performed on the user’s device(s) during the
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trip, and/or based on results of a post-travel survey com-
pleted by the user. The issue detection and diagnosis device
325 may send issues to an issue remediation device 330. The
issue remediation device 330 may remediate or otherwise
address the data security issues detected and diagnosed by
the issue detection and diagnosis device 325. Operations
performed by each of the travel data source 305, the travel
data correlating device 310, the exception management
device 315, the user awareness device 320, the issue detec-
tion and diagnosis device 325, and the issue remediation
device 330 will be described in further detail below. More-
over, each of the devices illustrated in FIG. 3 may comprise
a computing device or a network of computing devices
having various computing components, as described herein.

FIG. 4 illustrates an example of at least a portion of a flow
diagram for receiving and processing travel data in which
various aspects of the disclosure may be implemented. A
user, such as an employee of an institution or other business,
may plan to travel overseas. The user’s travel may take him
or her to a country with a high level of security threats where
data security might be an issue. Data accessible from the
user’s portable devices (e.g., laptop computer, tablet, smart-
phone, smartwatch, and the like) may be more likely to be
compromised in a country with a high level of security
threats versus other countries. The data may include the
user’s personal data and/or company data.

In some aspects, the user may book travel using a third
party or business travel service. In step 410, a computing
device may generate travel data, such as from the third party
travel booking. In step 415, a travel data source may capture
the travel data, such as from a travel itinerary. For example,
the computing device may store the travel data from a
plurality of third party travel services in a secure database.
In other words, the travel data source may aggregate travel
data from multiple travel agencies that a particular entity
utilizes across the globe. The travel data source may send the
captured travel data to a travel data correlation device. The
data source may send the data as it is generated (e.g., in
real-time or near real-time) and/or may send the data peri-
odically, such as hourly, daily, and the like. In some aspects,
the travel data source may send the travel data to a secure
location, such as a File Transfer Protocol (FTP) site of the
entity. In some aspects, the data sent to the travel data
correlation device may be formatted by the travel data
source or may comprise raw travel data.

FIG. 10 illustrates example travel data 1000 in which
various aspects of the disclosure may be implemented. The
travel data 1000 may be sent by the travel data source 305
to the travel data correlating device 310. FIG. 10 illustrates
two entries for the same user, entry 1 and entry 2. Entry 1
may comprise the user’s departure travel information (e.g.,
for travel from Charlotte, N.C. to Singapore, Singapore),
and Entry 2 may comprise the user’s return travel informa-
tion (e.g., for travel from Singapore to Charlotte). The travel
data 1000 is not limited to two entries, and may include
entries for a plurality of users and/or a plurality of trips for
each user.

The travel data 1000 may comprise information identify-
ing the user (e.g., an employee), such as the employee 1D,
Passenger Name Record (PNR), last name, first name, email
address, and/or cell phone number. The travel data 1000 may
also comprise flight information, such as a departure (or
from) city (e.g., Charlotte or Singapore), a departure airport
code (e.g., CLT or SIN), a departure country (e.g., United
States or Singapore), an arrival city (e.g., Singapore or
Charlotte), an arrival airport code (e.g., SIN or CLT), an
arrival country (e.g., Singapore or United States), a depar-
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ture date (e.g., 10/28/2014 7:05 or 10/30/2014 15:15), an
arrival date (e.g., 10/29/2014 10:05 or 10/30/2014 17:56),
the airline name (e.g., Airline 1), the airline code (e.g., Al),
and/or the flight number (e.g., XXXX or YYYY). The travel
data 1000 may comprise information for the traveler’s
accommodations, such as a hotel name, a hotel address, a
hotel phone number, a check in date, and/or a check out date.

The travel data 1000 may also indicate the level of travel
threat of the user (e.g., low, medium, or high) and/or the
level of medical threat of the user (e.g., low, medium, or
high). The travel threat and medical threat information may
be provided by the user, or the travel data source may
determine the threat information based on information pro-
vided by the user. The travel threat and medical threat
information may be used for post-analytical correlation,
assessments, and/or metrics for the secure traveler frame-
work. The information may also be used as additional
information included in a ticket opened for travel (e.g., a
trouble ticket), as will be described in further detail below.

The travel data 1000 may also indicate car rental infor-
mation, such as a car rental company name, a car rental pick
up city, a car rental pick up date, a car rental drop off city,
and/or a car rental drop off date. The travel data 1000 may
indicate the issuing ticket country, such as the United States.
The travel data 1000 may also identify the travel service
used to book the user’s travel, such as the name of the travel
agency (e.g., Travel Agency 1) and/or the time and date of
the booking (e.g., 2/4/2014 15:52). The travel data 1000 may
also comprise a last update date indicating the last time the
user’s travel data (e.g., travel itinerary) was updated.

Returning to FIG. 4, in step 420, the travel data correlat-
ing device may receive the travel data from the travel data
source. As previously explained, the received data may be
formatted or unformatted. If the data is unformatted or the
travel data correlating device otherwise determines to format
the data, in step 425, the travel data correlating device may
format the travel data received from the travel data source.
Formatting the travel data may comprise, for example,
transforming the data into a format that the travel data
correlating device may use in order to determine whether the
user is traveling to any countries with a high level of security
threats, as will be described in further detail below. For
example, the travel data correlating device may extract, from
the travel data, the user’s identifier (e.g., employee ID, PNR,
email address, and the like) and the countries listed in the
user’s travel itinerary.

In step 430, the travel data correlating device may receive
a list of countries with a high level of security threats from
another data source. The device may comprise a travel data
interface, such as a web or portal interface, that receives the
data. The interface may also be used to generate reports and
to facilitate changes to received data (whether manually by
a person or automatically by a device).

The travel data source (or other third party device) may
determine the list of countries with a high level of security
threats and send the list as, for example, a country threat
evaluation report. Many factors may be considered in deter-
mining countries with a high level of security threats,
including cyber activity occurring within the country and/or
cyber activity originating from the country. For example, a
computing device or network may monitor data security
events occurring within or originating from the country, such
as data leaks, infiltration of data, data exfiltration or extru-
sion from computing devices, malware events, identity theft,
and the like. Other factors may comprise the frequency that
cyber criminals target out of town travelers, and the number
of cyber criminals in the country, among numerous other
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factors. In some aspects, the country threat evaluation report
received by the travel data correlating device may indicate
a plurality of categories of countries, such as countries with
a high level of security threats, countries with a medium
level of security threats, and countries with a low level of
security threats. The report may also indicate or trigger the
factors used to classify each country in each category. This
information may be used, e.g., as a trigger, to determine
whether to add or remove countries from the list of countries
with a high level of security threats, as will be described in
further detail below.

In step 435, the travel data correlating device may deter-
mine whether to update the list of countries with a high level
of security threats received from the travel data source, such
as by adding or removing countries from the list. If so (step
435:Y), the computing device may update the list in step
440. In some aspects, the computing device may keep on the
list all of the countries with a high level of security threats
identified by the travel data source. The computing device
may also add countries to the list of countries with a high
level of security threats, such as one or more of the countries
included in the list of countries with a medium level of
security threats. The computing device may move a country
from the medium threat level to high threat level list if a
particular factor (or combination of factors) weighs into
placing the country on the medium threat level list rather
than the low threat level list. For example, if the received
report indicates that Country A is included on the medium
threat level list because of a particular factor (e.g., factor 1)
or a particular combination of factors (e.g., factor 2 and
factor 7), the travel data correlating device may move the
country to the high threat level list in step 440. In other
words, the travel data correlating device may re-categorize
a country with a medium level of security threats as a
country with a high level of security threats if certain flags
for that country are raised in the data received from the
travel data source or other data sources.

The travel data correlating device may also add countries
to the country threat list based on previous experiences by
employees of the institution visiting a particular country. For
example, the computing device may track, for each country,
the number of past data security incidents involving employ-
ees of the institution (e.g., data breaches, installed malware,
unauthorized registry changes, and the like). If the number
exceeds a threshold (e.g., 10 incidents, 100 incidents, and
the like) for a particular country, the travel data correlating
device may add the country to the high threat level list (if not
already on the list). Additionally or alternatively, the device
may add a particular country to the list if the percentage of
past data security incidents exceeds a threshold (e.g., more
than 5% of employees traveling to Country A receive
malware; more than 20% of employees traveling to Country
B lose data; and the like). In some aspects, countries may
manually be added to the high threat level list, by an
administrator of the institution.

Returning to FIG. 4, in step 445, the travel data correlat-
ing device may correlate the travel data with the list of
countries with a high level of security threats. The device
may scan the travel data received from the travel data source
for any countries considered to have a high level of security
threats. For example and with reference to FIG. 10, the
device may scan the travel data 1000 for any countries
and/or cities identified as having a high level of security
threats, such as in the from or to city fields, the from or to
airport code fields, or the from or to country fields. In some
instances, the user may be travelling from a country with a
low level or a medium level of security threats to another
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country with a low level or a medium level of security
threats but connecting through a country with a high level of
security threats. The travel data 1000 may indicate the
intermediate country with a high level of security threats
(not illustrated), and the travel data correlating device may
identify the intermediate country with a high level of secu-
rity threats. In other words, the device may identify a
country with a high level of security threats listed anywhere
in the itinerary even if the person has multiple stops or
connections.

The device may also correlate the travel data with
employee data stored in, for example, an employee database
(e.g., a secure traveler database). The employee database
may be accessed via an application program interface (API).
The employee database may include data on employees of
the entity, including name, email, phone number, employee
1D, job code, job title, line of business, associated devices
and device IDs (e.g., IP address, MAC address, host name,
network ID, phone number), countries visited, and the like.
The device may correlate the travel data received from the
travel data source with an employee identified in the data-
base by matching information from the travel data source
with information from the employee database (e.g., name,
employee ID, email address, phone number, and the like).
The device may associate the travel data with the appropri-
ate employee and store the travel data in the employee
database.

If the travel data received from the travel data source does
not correlate to any countries with a high level of security
threats (step 445: N), the process may end, and the system
may wait to receive additional travel data to determine
whether any new travel data identifies a country with a high
level of security threats. On the other hand, if the travel data
does correlate to a country with a high level of security
threats (step 445: Y), the travel data correlating device may
proceed to step 450.

In step 450, if a country with a high level of security
threats is identified, the device may determine which user(s),
such as in the employee database, will be traveling to,
through, or from the country with a high level of security
threats. For example, the device may identify the user based
on Employee ID, PNR, last name, first name, email address,
or based on any other information identifying the user. The
device may also identify any mobile devices associated with
the employee, such as a laptop, a tablet, a smartphone, a
smartwatch, or any device that the user might bring on the
trip. Information identifying these devices may be stored in
the employee database. The method may proceed to step 510
illustrated in FIG. 5.

FIG. 5 illustrates an example of at least a portion of a flow
diagram for determining and removing exceptions for a
traveler in which various aspects of the disclosure may be
implemented. As previously explained, an employee or other
user may be exempt from certain security requirements. For
example, most employees may have access to employer data
outside of the company if they use particular data encryp-
tion, such as a virtual private network (VPN) tunnel or other
encrypted tunnel to the employer’s resources. In other
words, employees might not have direct access to employer
data via the Internet. However, some employees may be
exempt from using a VPN, such as company executives,
administrators, or other employees. These employees may
be identified on an exception list. In some aspects, if the
exempt employee is traveling to a country with a high level
of security threats, the exception may be temporarily
removed. The travel data correlating device may communi-
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cate with an exception management device to have the
exception temporarily removed, as will be described in
further detail below.

In step 510, the exception management device or the
travel data correlating device may determine (e.g., access,
retrieve, query, and the like) a user exception list. For
example, the user exception list may identity an Employee
A, an Employee B, and an Employee C that are exempt from
accessing company data via an encrypted tunnel. These
employees’ devices (e.g., laptops, smartphones, tablets, and
the like) may be configured to directly access company data
from the Internet or another network. An interface, such as
a web interface, may be used by administrators to manually
update the exception list, such as by adding an employee or
removing an employee from the list for each particular
exception. The interface may comprise the same interface
that is used to manually modify the list of countries with a
high level of security threats or may comprise a different
interface.

In step 515, the exception management device may deter-
mine whether to update the user exception list. For example,
an administrator may input information for an employee to
add to the list, such as name, employee 1D, identifiers for the
employee’s devices, and other information identifying the
employee or the employee’s devices. The administrator may
also remove employees or particular devices from the list. If
the device determines to update the list (step: 515: Y), such
as in response to input by an administrator, the device may
update the user exception list in step 520.

In step 525, the exception management device or the
travel data correlating device may determine whether the
traveler identified as traveling to a country with a high level
of security threats is on the user exception list or has a
mobile device on the user exception list. If not (step 525: N),
the method may proceed to step 610 illustrated in FIG. 6, as
will be described in further detail below. If the traveler is on
the exception list (step 525: Y), the exception management
device may determine the exception for the traveler and/or
devices associated with the traveler in step 530. For
example, the traveler may be exempted from using VPN to
access company data outside of the company.

In step 535, the exception management device may deter-
mine whether to remove the exception, such as temporarily
during the duration of the user’s travel or during the portion
of the user’s travel while the user is in the country with a
high level of security threats. If so (step 535: Y), the
exception management device may send a request to remove
the exception in step 540 (or remove the exception itself in
step 545). For example, an exception removal request may
be sent to one or more individuals responsible for data
security at the company. In some aspects, the exception
management device or other computing device may remove
the exception for all of the devices associated with the
traveler or some of the user’s devices. For example, the
exception management device may remove the traveler from
the VPN exception list, and the user may be required to use
a VPN connection to access company data during the trip or
portion of the trip in the country with a high level of security
threats. Additionally or alternatively, exceptions may be
removed for some, but not all of the traveler’s devices. For
example, the traveler might be able to access company data
without a VPN connection on a laptop, but not on a
smartphone.

FIG. 6 illustrates an example of at least a portion of a flow
diagram for generating pre-travel communication in which
various aspects of the disclosure may be implemented. A
traveler may be sent communications (e.g., emails, web
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portal messages, text messages, and the like) prior to travel.
The communications may indicate to the traveler, for
example, that the user has been removed from an exception
list and/or provide a link for data security training to the user.
The travel data correlating device may communicate with
the user awareness device to generate and/or send these
communications.

In step 610, a computing device (e.g., the travel data
correlating device and/or the user awareness device) may
determine whether the user is traveling to a country with a
high level of security threats. As previously explained, the
user’s itinerary may comprise a to city field, a to airport
code, a to country field, or similar fields for intermediate or
connecting locations on the departure trip. If none of these
fields identifies a country with a high level of security threats
(step 610: N), the computing device, in step 615, may
determine whether the user’s travel has otherwise been
manually marked as travel indicating a high level of poten-
tial security threats, such as by an administrator of the
company. If not (step 615: N), the computing device may
proceed to step 710 illustrated in FIG. 7, as will be described
in further detail below.

In step 620, the computing device may determine whether
the traveler has an exception (e.g., is or was on an exception
list). If so (step 620: Y), the computing device, in step 625,
may automatically generate a pre-travel communication
based on a first template. The pre-travel communication may
indicate that the traveler has been removed from the user
exception list. The pre-travel communication may also
instruct the traveler what changes to the user’s device(s) will
be implemented. For example, the communication may
instruct the traveler how to access company data using an
encrypted tunnel, such as a VPN; if the traveler was previ-
ously exempted from having to use a VPN connection. The
user awareness device may place the communication in a
communication queue, such as an email queue, and/or enroll
the user to receive an automated communication. The com-
munication may be sent to the traveler a predetermined time
prior to travel, such as 1 day, 7 days, or 2 weeks before travel
begins.

In step 630, the computing device may determine whether
a second pre-travel communication was previously sent to
the traveler, such as within a predetermined time period
(e.g., within the last year). The second pre-travel commu-
nication may include, for example, a link to data security
training resources (e.g., a video, a slide show, or other
resources teaching the user how to maintain data security in
countries with a high level of security threats). If the
communication including the link to data security training
resources was previously sent to the traveler (step 630: Y),
the computing device, in step 635, may determine whether
the traveler is visiting a new country with a high level of
security threats (e.g., a country the user has not previously
traveled to or has not traveled to within the past year). If not
(step 635: N), the computing device may proceed to step 710
illustrated in FIG. 7, as will be described in further detail
below.

If, on the other hand, the traveler is visiting a new country
with a high level of security threats (step 635:Y) or did not
previously receive the pre-travel communication (step 630:
N), the computing device, in step 640, may automatically
generate the second pre-travel communication based on a
second template. The pre-travel communication may pro-
vide awareness and/or training resources to the employee.
For example, the communication may comprise an email
having a link (e.g., a URL) to a training video, presentation
slides, papers, or other resources teaching the employee how
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to protect data overseas. The user awareness device may
place the communication in a communication queue, such as
an email queue. The communication may be sent to the
traveler a predetermined time prior to travel, such as 2 weeks
before travel begins.

After the communication(s) are sent, the user awareness
device may monitor whether the user has accessed one or
more of the training resources via one or more links (e.g.,
whether the user has completed data security training). If
not, the user awareness device may send one or more
reminder communications for the user to access the training
resources.

FIG. 7 illustrates an example of at least a portion of a flow
diagram for generating post-travel communication in which
various aspects of the disclosure may be implemented. A
traveler may be sent communications (e.g., emails, web
portal messages, text messages, and the like) after returning
from travel. The communications may provide a link to a
post-travel survey, which may include questions directed to
data security while visiting the country with a high level of
security threats. The travel data correlating device may
communicate with the user awareness device to generate
and/or send these communications.

In step 710, a computing device (e.g., the travel data
correlating device and/or the user awareness device) may
determine whether the user is traveling from a country with
a high level of security threats. As previously explained, the
user’s itinerary may comprise a from city field, a from
airport code, a from country field, or similar fields for
intermediate or connecting locations on the return trip. If
none of these fields identifies a country with a high level of
security threats (step 710: N), the computing device, in step
715, may determine whether the user’s travel has otherwise
been manually marked as travel indicating a high level of
potential security threats, such as by an administrator of the
company. If not (step 715: N), the computing device may
proceed to steps 810, 825, and/or 845 illustrated in FIG. 8,
as will be described in further detail below.

In step 720, the computing device may determine whether
a threshold number of post-travel communications (e.g., 2
communications, such as emails) for the identified country
with a high level of security threats were previously sent to
the user. If so (step 720: Y), the computing device may
determine not to send another post-travel communication to
the user, and proceed to steps 810, 825, and/or 845 illus-
trated in FIG. 8. If the user has not received the threshold
number of post-travel communications (step 720: N), the
computing device may proceed to step 725.

In step 725, the computing device may automatically
generate a post-travel communication based on a third
template. The post-travel communication may provide a
post-travel survey or a link (e.g., a URL) to the survey to the
employee. The survey may comprise data security questions,
selected from a plurality of questions stored in a database,
such as whether the user connected to a Wi-Fi network while
traveling or during the portion in the country with a high
level of security threats, whether the user connected to a
cellular network, whether the user allowed others to inspect
the user’s device, whether the user noticed any differences in
the device, such as a slowdown of applications or services,
or any other question useful for identifying data security
issues. The user awareness device may place the commu-
nication in a communication queue, such as an email queue.
The communication may be sent to the traveler a predeter-
mined time after travel, such as 2 days after the user returns
from the trip or leaves the country with a high level of
security threats.
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After the communication(s) are sent, the user awareness
device may monitor whether the user has accessed the
survey via one or more links. If not, the user awareness
device may send one or more reminder communications for
the user to complete the survey.

FIG. 8 illustrates an example of at least a portion of a flow
diagram for identifying and resolving travel-related issues
(e.g., data security issues while traveling) in which various
aspects of the disclosure may be implemented. FIG. 8
illustrates computing devices identifying travel-related
issues in several ways, e.g., based on a user device’s data
log, based on a comparison between pre-travel and post-
travel scans of the user device, and based on issues flagged
in a post-travel survey. Any one or more of the three ways
may be used to resolve issues. In some aspects, an issue
detection and diagnosis device and/or the issue remediation
device may be configured to perform the steps illustrated in
FIG. 8.

Issues may be identified based on a user device’s data log.
In step 810, a computing device may receive, from a travel
data source or a travel data correlating device, travel data for
a user traveling to a country with a high level of security
threats. The computing device may identify the devices
associated with the user, and monitor the data logs for each
identified device. The computing device may monitor these
data logs in real-time (e.g., while the user is traveling) and/or
periodically (e.g., every hour, every day, and the like). In
some aspects, the user’s device or another computing device
(e.g., the issue detection and diagnosis device) may run a
data security and monitoring application, such as a host-
based intrusion prevention system (HIPS). The HIPS may
monitor and analyze events occurring within the host and
may optionally address malicious events, such as by pre-
venting certain applications from running, from stopping
certain applications, or otherwise blocking certain actions.
The action taken by HIPS may be prior to, during, or after
the execution of a malicious event.

In step 815, the computing device may determine whether
the monitored data log indicates any issues (e.g., anomalies).
For example, the computing device may monitor for attacks
on certain applications, such as particular brands of appli-
cations, and/or monitor for attacks on a storage device of the
user device (e.g., a hard drive, a solid state drive, the RAM,
or any other storage device). As previously explained, the
data security and monitoring application on the user’s device
may automatically address the issue, such as by preventing
or stopping malicious code from executing. In step 820, the
user’s device may additionally or alternatively generate a
communication (e.g., an email or other electronic commu-
nication) identitying the issue, and send the communication
to the issue detection and diagnosis device.

FIG. 11 illustrates example data from a data log 1100 in
which various aspects of the disclosure may be imple-
mented. For example, the data log 1100 may identify issues
flagged by the data security and monitoring application
running on the user device and/or actions taken to address
the issues. The data log 1100 may identify the user of the
device, such as by employee ID, associate NBID, PNR, first
name, and/or last name. The data log 1100 may also include
the user’s travel information, such as the from city, the from
country, the to city, the to country, the departure date and
time, and/or the arrival date and time.

The data log 1100 may identify the time of the malicious
event (or the time that the event was addressed by the
application) as identified by detectedutc (e.g., 12:02:30
AM). The data log 1100 may identify the source of the
malicious event. For example, the data log 1100 may include
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a sourceusername, such as CORPAXXXXXXX, identifying
a username (if applicable) of the threat source. The data log
1100 may include a serverid (e.g., MACHINE123) identi-
fying the ID of the server where the threat came from. The
data log 1100 may include an IP address of the source, such
as HHEHH AL (e.g., if the source has an IPv4 IP
address). The data log 1100 may also include a URL for the
threat (e.g., file////CA\PROGRAM FILES (X86)
\PRODUCTIVITYAEMAIL.EXE).

The data log 1100 may identify the target of the malicious
event. For example, the data log 1100 may include an IP
address of the target, such as #f.### #HH# #H (e.g., if the
target has an IPv4 IP address). The data log 1100 may also
indicate a file name of the target, as indicated as targetfile-
name.

The data log 1100 may comprise information describing
the malicious event. For example, the data log 1100 may
identify the category of the threat (e.g., hip.Files). The data
log 1100 may comprise an event identifier for the threat
(e.g., 18000) so that the threat may be identified among
numerous events occurring on the user device. The data log
1100 may identify the severity of the threat. For example,
severity may be rated on a scale from 1 to 5 (with 5 being
the highest severity), and may indicate that the identified
threat has a severity level of 4. The data log may also
comprise various other fields, such as receivedutc, signatu-
reid, signaturetypeid, islogeneabled, iscreatelocalexenabled,
and isdeleted. The receivedutc field may comprise the time-
stamp of when the log file containing the activity was
received. The signatureid field may comprise a unique threat
signature ID for each signatures that is used in the HIPS
software. The signaturetypeid field may identify the oper-
ating system. The islogenabled field may indicate the log
status. The iscreatelocalexenabled field may indicate
whether the creation of client rules is allowed. The isdeleted
field may indicate whether the detected file was deleted.

Returning to FIG. 8, the data log 1100 or any other data
logs identifying threats may be sent for issue resolution in
step 860, as will be described in further detail below. In
some aspects, received data logs may be used to generate
trend data for a plurality of devices to map and predict future
threats to company resources. The data may also be stored
in a database.

Issues may also be identified based on a comparison
between pre-travel and post-travel scans of the user device.
In step 825, the issue detection and diagnosis device may
receive travel data, similar to step 810 previously described.
In step 830, the issue detection and diagnosis device may
generate a pre-travel scan of the user’s device(s), such as a
laptop, smartphone, virtual devices (e.g., virtual desktop,
virtual machine), or any other virtual or physical devices.
The pre-travel scan may be performed before the user begins
traveling and/or before the user enters a country with a high
level of security threats and be used to establish a baseline
data log.

In step 835, the issue detection and diagnosis device may
generate a post-travel scan of the user’s device(s), such as
after the user returns from his or her trip and/or leaves a
country with a high level of security threats. The post-travel
scan may be performed on the same devices that received a
pre-travel scan.

FIG. 12 illustrates example summary 1200 of scanned
devices in which various aspects of the disclosure may be
implemented. The summary 1200 may comprise informa-
tion identifying the user, such as personnel number, person-
nel ID, full name, email address, PNR, first name, and/or last
name. The summary 1200 may comprise travel information,
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such as to city name, to country name, from city name, from
country name, depart date, and arrival date. The summary
1200 may also identify the home country of the user (e.g.,
Hong Kong). The summary 1200 may comprise a simplified
version of travel data, and may be stored in a shared folder
for device scanning purposes.

The summary 1200 may identify the machines or other
devices associated with the user that have been scanned
before and/or after travel. For example, the summary 1200
may identify four of the user’s devices that have been
scanned, including MACHINE123456 (a physical machine),
MACHINE234567 (a physical machine), VMA-
CHINE12345 (a virtual machine), and VMACHINE23456
(a virtual machine). The summary 1200 may also identify a
band (e.g., 3). Bands may be used to group jobs across the
company similar in scope and complexity, organizational
impact, degree of independent judgment and discretion,
and/or knowledge and skill levels.

Returning to FIG. 8, in step 840, the issue detection and
diagnosis device may identify issues (e.g., malware, viruses,
unauthorized data accesses, malicious changes to the device,
and the like) based on a comparison between the pre-travel
scan and the post-travel scan. The comparison may identify,
for example, changes in signatures, keys, executables, reg-
istry settings, libraries, files, and the like. For example, the
comparison may reveal a file that did not exist in the
pre-travel scan, but does exist in the post-travel scan. The
comparison may identify a file that has been manipulated
according to the post-travel scan. The comparison may
identify files that are not typically accessed, but were
accessed during the user’s travel. The comparison may also
identify anomalous access dates of certain files. In some
aspects, hashes of files from the user’s devices may be sent
to conventional antivirus and/or malware software for the
conventional software to perform an analysis (e.g., compari-
son) of the scanned data.

Optionally, the issue detection and diagnosis device may
limit the comparison performed in step 840 by time frame
and/or issues known for a particular country with a high
level of security threats. The device may access travel data
for the user to determine the time frame that the user will be
travelling or in the countries with a high level of security
threats (e.g., based on flight schedule, accommodation
schedule, and the like). The device may perform the com-
parison for the data log generated during the determined
time frame rather than the device’s entire data log. The
device may additionally or alternatively access travel data to
determine the particular country with a high level of security
threats or countries visited by the user. The device may
query a database to determine known issues for that par-
ticular country, and identify anomalies in the post-travel
scan corresponding to the known issues, rather than scan-
ning for all potential issues.

FIGS. 13A-H illustrate an example analysis report for
scanned data in which various aspects of the disclosure may
be implemented. For example, the analysis report may be
generated by a computing device in response to the com-
parison performed in step 840, and may be used by an
administrator of the entity to address and/or identify data
security issues.

With reference to FIG. 13A, the portion 1310 of the
analysis report may identify the name of the user, the
departure date and/or return date of the user, and/or the name
of the machine associated with the user. The portion 1310
may indicate the number of positive identifications of
viruses (e.g., 4 instances). This may comprise the total
number of positive identifications among, for example,
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processes running on the device, metadata from the device,
and/or registry data from the device. The portion 1310 may
also comprise a snapshot differential. The snapshot differ-
ential on the report comprise a header. However, the mean-
ing may be related to the pre and post travel scans. Once the
post travel scan is completed, both pre and post travel
reports may be run in a comparison script. The output of
comparison may comprise the changes or delta of the pre
and post travel scans.

FIGS. 13B-D illustrate a portion 1320A-C of the analysis
report that identifies changes made to processes running on
the device, which may be flagged based on the comparison
performed in step 840. With reference to FIG. 13B, the
portion 1320A may list processes flagged during the com-
parison and the number of processes flagged (e.g., 13). The
portion 1320A may list the process name, such as
processl.exe, process2.exe, process3.exe, and the like. The
portion 1320A may list the instance name for the flagged
process, such as OS Search, process2.exe, process3.exe, and
the like. The portion 1320 A may list whether the process was
hidden (e.g., true) or not hidden (e.g., false). The portion
1320A may list the process ID (e.g., 4928, 7468, 5812, and
the like) and a parent process ID (e.g., 0, 7564, 716, and the
like). The portion 1320A may list the executable size of the
process (e.g., 593408 bytes, 2872320 bytes, 1842352 bytes,
and the like). The portion 1320A may list hashes generated
for the corresponding process. The portion 1320A may also
list a file path for the corresponding process.

With reference to FIG. 13C, the portion 1320B may
comprise a continuation from the portion 1320A illustrated
in FIG. 13B. The portion 1320B may list a parameter for the
corresponding service (if applicable). The parameter may
comprise an execution parameter to modify its functionality.
The portion 1320B may also list the dynamic link library
(DLL) path or other library used by the corresponding
service (if applicable). The portion 1320B may identify the
process type of the service, such as whether the process is a
Service or an Application. The portion 1320B may list the
DLL file used by the corresponding service (e.g., OShttp.dll,
update.dll, stillimage.dll). The portion 1320B may list the
start time of the corresponding service. The portion 1320B
may also list a user name for the corresponding service (e.g.,
Local System, CORP\XXXXXXX, NT
AUTHORITYASYSTEM, and the like). The user name may
comprise a machine account name.

With reference to FIG. 13D, the portion 1320C may
comprise a continuation from the portion 1320A illustrated
in FIG. 13B and the portion 1320B illustrated in FIG. 13C.
The portion 1320C may list, as DIlCount, the number of
times the DLL is loaded into the corresponding process (e.g.,
70 times, 210 times, 173 times, and the like). The portion
1320C may identify the service type of the process, such as
own process or shared process. The portion 1320C may
identify, for each listed service, whether the service is a 64
bit process, whether the service is running or not, and
whether it is a file name only (e.g., whether or not it is
metadata or file content). The portion 1320C may optionally
list the root directory of the process and the UserID. The
portion 1320C may also list whether the issue detection and
diagnosis device has determined that the process is or
contains a virus (or is otherwise malicious). If not, the
portion 1320C may identify the VirusAnalysis as FALSE.
On the other hand, the portion 1320C may identify the
VirusAnalysis as POSITIVE if the device has determined
that the process is or contains a virus. As previously
explained, data from the process may be run through a

10

15

20

25

30

35

40

45

50

55

60

65

16

conventional antivirus or malware tool, which may be used
to determine whether there is a virus.

FIGS. 13E-G illustrate a portion 1330A-C of the analysis
report that identifies changes made to metadata on the
device, which may be flagged based on the comparison
performed in step 840. With reference to FIG. 13E, the
portion 1330A may list metadata flagged during the com-
parison and the number of metadata changes flagged (e.g.,
14). The portion 1330A may list the ID for each metadata
flagged (e.g., 80588, 82057, 82340, and the like). The
portion 1330A may also list the file name where the meta-
data can be found (e.g., SyspiciousTransfer.pdfjar,
Jan1Travelers.xls, Incompletelnformation.pdfjar, and the
like). The portion 1330A may also identify the file extension
(e.g., jar, xls, and the like). The portion 1330A may list
collected and/or duplicate for the metadata. The portion
1330A may also comprise a description of the status of the
metadata, such as file, archive, deleted, not indexed, and the
like.

With reference to FIG. 13F, the portion 1330B may
comprise a continuation from the portion 1330A illustrated
in FIG. 13E. The portion 1330B may identify the date and/or
time that the corresponding metadata was accessed, created,
and/or written. The portion 1330B may also identify the
logical size of the metadata (e.g., 49971 bytes, 196096 bytes,
49971 bytes, and the like) and/or the physical size of the
metadata (e.g., 53248 bytes, 196608 bytes, 53248 bytes, and
the like). The portion 1330B may include a hash generated
for the metadata.

With reference to FIG. 13G, the portion 1330C may
comprise a continuation from the portion 1330A illustrated
in FIG. 13E and the portion 1330B illustrated in FIG. 13F.
The portion 1330C may list the full path of the metadata.
The portion 1330C may also list any comments on the
metadata. The portion 1330C may also list whether the issue
detection and diagnosis device has determined that the
metadata is or contains a virus (or is otherwise malicious).
If not, the portion 1330C may identify the VirusAnalysis as
FALSE. On the other hand, the portion 1330C may identify
the VirusAnalysis as POSITIVE if the device has deter-
mined that the metadata is or contains a virus. As previously
explained, metadata may be run through a conventional
antivirus or malware tool, which may be used to determine
whether there is a virus. FIG. 13G illustrates four instances
where the issue detection and diagnosis device has deter-
mined that the metadata is or contains a virus. The portion
1330C may identify the hash for data determined to be
malicious.

FIG. 13H illustrate a portion 1340 of the analysis report
that identifies changes made to registries of the device,
which may be flagged based on the comparison performed
in step 840. The portion 1340 may list registry files identified
during the comparison and the number of registry file
changes (e.g., 3). The portion 1340 may identity a search
term for the registry file. The search term may comprise the
key that the registry is searching for on the device. The
portion 1340 may identify a path for the corresponding
registry entry. The portion 1340 may identify the name of the
registry (e.g., Testtesttest, Thisisatest, and the like). The
portion 1340 may also identify the registry type (e.g.,
REG_SZ). The portion 1340 may also identify data (e.g.,

being scanned. The portion 1340 may also identify a last
written date and/or time for the registry entry.

Returning to FIG. 8, issues may also be identified based
on issues flagged in a post-travel survey completed by the
user. As previously explained, an electronic survey may be
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sent to the user after the user returns from a trip and/or from
the country with a high level of security threats. In step 845,
the issue detection and diagnosis device may receive the
results (e.g., user answers) of the post-travel survey. In step
850, the device may generate a review of the post-travel
survey. For example, if the user answered yes to a particular
question on the survey, the device may flag that answer for
review by an administrator. The device might not flag, for
example, no answers. In step 855, the device (or an admin-
istrator) may identify issues based on the results of the
survey.

The results of each of the foregoing analyses may be sent
to an issue remediation device and/or an administrator of the
device. In step 860, the data security issue may be resolved.
For example, if malicious software was installed on the
user’s device, the issue remediation device may automati-
cally remove the malicious software. If a registry entry was
modified, and the modification is determined to be mali-
cious, the issue remediation device may remove the mali-
cious registry entry and/or reinstall the original registry
entry. The device may also investigate for any exfiltration of
company or personal data from data logs on the user’s
device. Any of the issues previously described may be
resolved by the issue remediation device and/or an admin-
istrator in step 860.

As previously explained, a user may typically have a data
security exception, such as the ability to access company
data without using a VPN or other secure tunneling. As also
previously explained, the exception may be removed if the
user is traveling to a country with a high level of security
threats. For example the user may access company data
using a VPN while traveling in the country with a high level
of security threats. After the user returns from the trip (or
leaves the country with a high level of security threats), the
user’s exception(s) may be reinstated.

FIG. 9 illustrates an example of at least a portion of a flow
diagram for reinstating exceptions or updating a list of
countries with a high level of security threats in which
various aspects of the disclosure may be implemented. In
some aspects, the travel data correlating device and/or the
exception management device may be configured to perform
the steps illustrated in FIG. 9.

In step 910, a computing device (e.g., the exception
management device) may receive a request to reinstate an
exception. The request may identify the user, the exception,
and the reason for reinstating the exception (e.g., the user
has left a country with a high level of security threats and is
currently located in a country with a low level or a medium
level of security threats). In step 915, the computing device
may determine whether to reinstate the exception. For
example, the computing device may confirm that the user is
not currently in a country with a high level of security threats
based on the location of the user’s device(s). Additionally or
alternatively, the computing device may generate a notifi-
cation displayable on an administrator’s device requesting
the administrator to reinstate the exception. In step 920, the
computing device may reinstate the exception if it receives
an input from the administrator instructing the computing
device to do so and/or if it determines that the user is not
currently in a country with a high level of security threats.

In step 925, a computing device (e.g., the travel data
correlating device) may determine whether to update the list
of countries with a high level of security threats. If so (step
925: Y), the computing device may update the list of
countries with a high level of security threats in step 930. For
example, a country may be manually added to the list by an
administrator and/or cyber security team member. Addition-
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ally or alternatively, a country may be added to the list if a
cybersecurity event occurred in that country (e.g., as deter-
mined in step 840) while the user was traveling there, even
if the country was not previously categorized as a country
with a high level of security threats.

Various aspects described herein may be embodied as a
method, an apparatus, or as computer-executable instruc-
tions stored on one or more non-transitory and/or tangible
computer-readable media. Accordingly, those aspects may
take the form of an entirely hardware embodiment, an
entirely software embodiment (which may or may not
include firmware) stored on one or more non-transitory
and/or tangible computer-readable media, or an embodiment
combining software and hardware aspects. Any and/or all of
the method steps described herein may be embodied in
computer-executable instructions stored on a computer-
readable medium, such as a non-transitory and/or tangible
computer readable medium and/or a computer readable
storage medium. Additionally or alternatively, any and/or all
of the method steps described herein may be embodied in
computer-readable instructions stored in the memory and/or
other non-transitory and/or tangible storage medium of an
apparatus that includes one or more processors, such that the
apparatus is caused to perform such method steps when the
one or more processors execute the computer-readable
instructions. In addition, various signals representing data or
events as described herein may be transferred between a
source and a destination in the form of light and/or electro-
magnetic waves traveling through signal-conducting media
such as metal wires, optical fibers, and/or wireless transmis-
sion media (e.g., air and/or space).

Aspects of the disclosure have been described in terms of
illustrative embodiments thereof. Numerous other embodi-
ments, modifications, and variations within the scope and
spirit of the appended claims will occur to persons of
ordinary skill in the art from a review of this disclosure. For
example, one of ordinary skill in the art will appreciate that
the steps illustrated in the illustrative figures may be per-
formed in other than the recited order, and that one or more
steps illustrated may be optional in accordance with aspects
of the disclosure.

What is claimed is:

1. A method comprising:

receiving, at a computing device and from a travel data

source, travel data for a user;
receiving, at the computing device, a list of countries with
a high level of cyber security threats;

based on a comparison of the travel data for the user to the
list of countries with a high level of cyber security
threats, determining, by the computing device, whether
the user is scheduled to enter a country with a high level
of cyber security threats;

in response to determining that the user is scheduled to

enter the country with a high level of cyber security
threats, determining a user device associated with the
user;

receiving, at the computing device, a first data security

scan of the user device, wherein the first data security
scan is performed at the user device, and wherein the
first data security scan of the user device occurs at a
first time before the user enters the country with a high
level of cyber security threats;

receiving, at the computing device, a second data security

scan of the user device, wherein the second data
security scan is performed at the user device, and
wherein the second data security scan of the user device
occurs at a second time after the user leaves the country
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with a high level of cyber security threats and in
response to a determination that the user device entered
the country with the high level of cyber security threats;

determining one or more data security issue of the user
device based on a comparison of the first data security
scan to the second data security scan;

based on the comparison of the first data security scan to

the second data security scan, transmitting, from the
computing device, a list of the one or more data
security issue to remove from the user device; and

in response to transmitting the list, removing the one or

more data security issue from the user device.

2. The method of claim 1, wherein the one or more data
security issue of the user device comprises one or more of
execution of a process on the user device, a change to
metadata on the user device, or a change to a registry on the
user device.

3. The method of claim 1, further comprising:

generating a report identifying the one or more data

security issue determined based on the comparison of
the first data security scan to the second data security
scan.

4. The method of claim 1, further comprising:

in response to determining that the user device has a data

security exception and before the user enters the coun-
try with a high level of cyber security threats, remov-
ing, by the computing device, the data security excep-
tion for the user device for a predetermined time period.

5. The method of claim 4, wherein the predetermined time
period comprises a duration of travel for the user or a
duration that the user will be located in the country with a
high level of cyber security threats.

6. The method of claim 1, further comprising:

generating, by the computing device, an electronic pre-

travel communication that provides data security train-
ing resources to the user; and

placing the pre-travel communication in a communication

queue to be sent to the user a predetermined time period
prior to travel.

7. The method of claim 1, further comprising:

generating, by the computing device, an electronic post-

travel communication that provides a post-travel sur-
vey to the user; and

placing the post-travel communication in a communica-

tion queue to be sent to the user a predetermined time
period after travel or after the user is expected to leave
the country with a high level of cyber security threats.

8. An apparatus, comprising:

a processor; and

memory storing computer-executable instructions that,

when executed by the processor, cause the apparatus to:

receive, from a travel data source, travel data for a user;

receive a list of countries with a high level of cyber
security threats;

based on a comparison of the travel data for the user to
the list of countries with a high level of cyber
security threats, determine whether the user is sched-
uled to enter a country with a high level of cyber
security threats;

in response to determining that the user is scheduled to
enter the country with a high level of cyber security
threats, determine a user device associated with the
user;

receive a first data security scan of the user device,
wherein the first data security scan is performed at
the user device, and wherein the first data security
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scan of the user device occurs at a first time before
the user enters the country with a high level of cyber
security threats;

receive a second data security scan of the user device,
wherein the second data security scan is performed at
the user device, and wherein the second data security
scan of the user device occurs at a second time after
the user leaves the country with a high level of cyber
security threats and in response to a determination
that the user device entered the country with the high
level of cyber security threats;

determine one or more data security issue of the user
device based on a comparison of the first data
security scan to the second data security scan;

based on the comparison of the first data security scan
to the second data security scan, transmit a list of the
one or more data security issue to remove from the
user device; and

in response to transmitting the list, cause removal of the
one or more data security issue from the user device.

9. The apparatus of claim 8, wherein the one or more data
security issue of the user device comprises one or more of
execution of a process on the user device, a change to
metadata on the user device, or a change to a registry on the
user device.

10. The apparatus of claim 8, wherein the memory stores
additional computer-executable instructions that, when
executed by the processor, cause the apparatus to:

generate a report identifying the one or more data security

issue determined based on the comparison of the first
data security scan to the second data security scan.
11. The apparatus of claim 8, wherein the memory stores
additional computer-executable instructions that, when
executed by the processor, cause the apparatus to:
in response to determining that the user device has a data
security exception and before the user enters the coun-
try with a high level of cyber security threats, remove
the data security exception for the user device for a
predetermined time period.
12. The apparatus of claim 11, wherein the predetermined
time period comprises a duration of travel for the user or a
duration that the user will be located in the country with a
high level of cyber security threats.
13. The apparatus of claim 8, wherein the memory stores
additional computer-executable instructions that, when
executed by the processor, cause the apparatus to:
generate an electronic pre-travel communication that pro-
vides data security training resources to the user; and

place the pre-travel communication in a communication
queue to be sent to the user a predetermined time period
prior to travel.

14. The apparatus of claim 8, wherein the memory stores
additional computer-executable instructions that, when
executed by the processor, cause the apparatus to:

generate an electronic post-travel communication that

provides a post-travel survey to the user; and

place the post-travel communication in a communication

queue to be sent to the user a predetermined time period
after travel or after the user is expected to leave the
country with a high level of cyber security threats.

15. A non-transitory computer-readable medium having
instructions stored thereon that, when executed, cause a
computing device to:

receive, from a travel data source, travel data for a user;

receive a list of countries with a high level of cyber

security threats;
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based on a comparison of the travel data for the user to the
list of countries with a high level of cyber security
threats, determine whether the user is scheduled to
enter a country with a high level of cyber security
threats;
in response to determining that the user is scheduled to
enter the country with a high level of cyber security
threats, determine a user device associated with the
user;
receive a first data security scan of the user device,
wherein the first data security scan is performed at the
user device, and wherein the first data security scan of
the user device occurs at a first time before the user
enters the country with a high level of cyber security
threats;
receive a second data security scan of the user device,
wherein the second data security scan is performed at
the user device, and wherein the second data security
scan of the user device occurs at a second time after the
user leaves the country with a high level of cyber
security threats and in response to a determination that
the user device entered the country with the high level
of cyber security threats;
determine one or more data security issue of the user
device based on a comparison of the first data security
scan to the second data security scan;
based on the comparison of the first data security scan to
the second data security scan, transmit a list of the one
or more data security issue to remove from the user
device; and
in response to transmitting the list, cause removal of the
one or more data security issue from the user device.
16. The non-transitory computer-readable medium of
claim 15, having additional computer-readable instructions
stored thereon that, when executed, cause the computing
device to:
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generate a report identifying the one or more data security
issue determined based on the comparison of the first
data security scan to the second data security scan.

17. The non-transitory computer-readable medium of
claim 15, having additional computer-readable instructions
stored thereon that, when executed, cause the computing
device to:

in response to determining that the user device has a data

security exception and before the user enters the coun-
try with a high level of cyber security threats, remove
the data security exception for the user device for a
predetermined time period.

18. The non-transitory computer-readable medium of
claim 17, wherein the predetermined time period comprises
a duration of travel for the user or a duration that the user
will be located in the country with a high level of cyber
security threats.

19. The non-transitory computer-readable medium of
claim 15, having additional computer-readable instructions
stored thereon that, when executed, cause the computing
device to:

generating, by the computing device, an electronic pre-

travel communication that provides data security train-
ing resources to the user; and

placing the pre-travel communication in a communication

queue to be sent to the user a predetermined time period
prior to travel.

20. The non-transitory computer-readable medium of
claim 15, having additional computer-readable instructions
stored thereon that, when executed, cause the computing
device to:

generate an electronic post-travel communication that

provides a post-travel survey to the user; and

place the post-travel communication in a communication

queue to be sent to the user a predetermined time period
after travel or after the user is expected to leave the
country with a high level of cyber security threats.

#* #* #* #* #*



