wo 20137114831 A1 [N 000000

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

8 August 2013 (08.08.2013)

WIPOIPCT

(10) International Publication Number

WO 2013/114831 Al

(51

eay)

(22)

(25)
(26)
(30)

1

(72

74

31

International Patent Classification:
HO4R 5/033 (2006.01) AG61H 3/06 (2006.01)
H04S 7/00 (2006.01)

International Application Number:
PCT/JP2013/000350

International Filing Date:
24 January 2013 (24.01.2013)

Filing Language: English
Publication Language: English
Priority Data:

2012-021888 3 February 2012 (03.02.2012) JP

Applicant: SONY CORPORATION [JP/JP]; 1-7-1 Kon-
an, Minato-ku, Tokyo, 1080075 (JP).

Inventors: MIYAZAWA, Yusuke; c/o SONY CORPOR-
ATION, 1-7-1 Konan, Minato-ku, Tokyo, 1080075 (JP).
KOGA, Yasuyuki; ¢/o SONY CORPORATION, 1-7-1
Konan, Minato-ku, Tokyo, 1080075 (JP).

Agents: KAMEYA, Yoshiaki et al.; HAZUKI INTERNA -
TIONAL YOTSUYA, Daiichi Tomizawa Building, 3-1-3,
Yotsuya, Shinjuku-ku, Tokyo, 1600004 (JP).

Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,

(84)

AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IS, KE, KG, KM, KN, KP, KR,
KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,
MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SC,
SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

before the expiration of the time limit for amending the
claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))

(54) Title: INFORMATION PROCESSING DEVICE, INFORMATION PROCESSING METHOD, AND PROGRAM

10

(57) Abstract: Provided is an information
processing apparatus including a sound
/ output control unit configured to generate

localization information of a sound marker
105 115 based on a virtual position, and a sound
) / output unit configured to output a sound
associated with the sound marker, based on
the localization information, wherein th
ORERATION UNT DISPLAYUNIT | | U lon sk, i
1 position of a real object present in a space.
110 120
Yy / /
OPERATION INFORMATION _| DISPLAY CONTROL
ACQUISITION UNIT UNIT
125 130
! Y /
B SOUND QUTPUT
SOUND OUTPUT UNIT | CONTROL UNIT




WO 2013/114831 PCT/JP2013/000350

Description

Title of Invention: INFORMATION PROCESSING DEVICE, IN-
FORMATION PROCESSING METHOD, AND PROGRAM

[0001]

[0002]

[0003]
[0004]

[0005]

[0006]

Technical Field

The present disclosure relates to an information processing device, an information
processing method, and a program.
Background Art

In recent years, the amount of information that users obtain has continued to increase.
For at least this reason, questions of how information necessary for users will be
extracted, or how information will be provided, have become increasingly important.
Thus, presentation of information using sounds has been proposed. PTL 1, for
example, discloses an information processing device that provides users with in-
formation using sounds having directivity. A user can select a sound using the ori-
entation of his or her face from a plurality of sounds provided by the information

processing device.
Citation List

Patent Literature
PTL 1: JP 2008-92193A

Attention has also been directed to a technology called augmented reality (AR) in
which additional information is presented to users by being superimposed on a real
image. In the AR technology, information presented to users is also called an an-
notation, which can be visualized as a virtual object in various forms of, for example,
text, icons, and animations.

Summary

Technical Problem

Presentation of information using sounds has been seldom discussed in the field of
AR technology. Therefore, the present disclosure proposes a novel and improved in-
formation processing device, information processing method, and program which are
capable of generating localization information of a sound pertaining to a virtual object
based on a position of the virtual object.
Solution to Problem

According to an embodiment of the present disclosure, there is provided an in-
formation processing apparatus including a sound output control unit configured to
generate localization information of a sound marker based on a virtual position, and a

sound output unit configured to output a sound associated with the sound marker,
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based on the localization information, wherein the virtual position is determined based

on a position of a real object present in a space.
[0007] Further, according to an embodiment of the present disclosure, there is provided an

information processing method including generating localization information of a
sound marker based on a virtual position, and outputting a sound associated with the
sound marker, based on the localization information, wherein the virtual position is de-
termined based on a position of a real object present in a space.

[0008]  Further, according to an embodiment of the present disclosure, there is provided a
non-transitory computer-readable medium embodied with a program, which when
executed by a computer, causes the computer to perform a method including
generating localization information of a sound marker based on a virtual position, and
outputting a sound associated with the sound marker, based on the localization in-
formation, wherein the virtual position is determined based on a position of a real
object present in a space.

[0009]  Further, according to an embodiment of the present disclosure, there is provided an
information processing device including an acquisition unit that acquires a virtual
position of a virtual object determined based on a position of a real object present in a
space, and a localization information generation unit that generates localization in-
formation indicating a sound source position of sound information associated with the
virtual object based on the virtual position.

[0010]  Further, according to an embodiment of the present disclosure, there is provided an
information processing method including acquiring a virtual position of a virtual object
determined based on a position of a real object present in a space, and generating lo-
calization information indicating a sound source position of sound information as-
sociated with the virtual object based on the virtual position.

[0011]  Further, according to an embodiment of the present disclosure, there is provided a
program that causes a computer to function as an information processing device
including an acquisition unit that acquires a virtual position of a virtual object de-
termined based on a position of a real object present in a space, and a localization in-
formation generation unit that generates localization information indicating a sound
source position of sound information associated with the virtual object based on the
virtual position.

Advantageous Effects of Invention

[0012]  According to the present disclosure as described above, it is possible to generate lo-

calization information of a sound pertaining to a virtual object based on a position of

the virtual object.
Brief Description of Drawings
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[0013]

[fig.1]Fig. 1 is an illustrative diagram showing the overview of user experience
provided by an information processing device according to an embodiment of the
present disclosure.

[fig.2]Fig. 2 is an illustrative diagram showing an example of a visual marker provided
by the information processing device according to an embodiment of the present
disclosure.

[fig.3]Fig. 3 is an illustrative diagram showing another example of the visual marker
provided by the information processing device according to an embodiment of the
present disclosure.

[fig.4]Fig. 4 is an illustrative diagram showing an example of an operation for the in-
formation processing device according to an embodiment of the present disclosure.
[fig.5]Fig. 5 is a block diagram showing a function configuration of the information
processing device according to an embodiment of the present disclosure.

[fig.6]Fig. 6 is a block diagram showing a hardware configuration example of the in-
formation processing device according to an embodiment of the present disclosure.
[fig.7]Fig. 7 is a flowchart for describing an example of an information presentation
operation of the information processing device according to an embodiment of the
present disclosure.

[fig.8]Fig. 8 is a flowchart for describing an example of a presentation operation of
second information and a sound in the information processing device according to an
embodiment of the present disclosure.

[fig.9]Fig. 9 is an illustrative diagram showing an example of generating localization
information when information is passed over without a user's operation of selecting
primary information in the information processing device according to an embodiment
of the present disclosure.

[fig.10]Fig. 10 is an illustrative diagram showing an example of generating localization
information when the user performs an operation of selecting primary information in
the information processing device according to an embodiment of the present
disclosure.

[fig.11]Fig. 11 is an illustrative diagram showing an example of generating localization
information in a first state when the user changes the orientation of his or her face in
the information processing device according to an embodiment of the present
disclosure.

[fig.12]Fig. 12 is an illustrative diagram showing an example of generating localization
information in a second state when the user changes the orientation of his or her face in
the information processing device according to an embodiment of the present
disclosure.

[fig.13]Fig. 13 is an illustrative diagram showing an example of generating localization
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[0014]

[0015]

[0016]

[0017]

information in a third state when the user changes the orientation of his or her face in
the information processing device according to an embodiment of the present
disclosure.

Description of Embodiments

Hereinafter, embodiments of the present disclosure will be described in detail with
reference to the appended drawings. Note that, in this specification and the appended
drawings, structural elements that have substantially the same function and structure
are denoted with the same reference numerals, and repeated explanation of these
structural elements is omitted.

Note that description will be provided in the following order.

1. Overview

2. Configuration Example

2-1. Function Configuration Example

2-2. Hardware Configuration Example

3. Operation Example

4. Generation of Localization Information

<1. Overview>

First, the overview of user experience provided by an information processing device
according to an embodiment of the present disclosure will be described with reference
to Figs. 1 to 4. Fig. 1 is an illustrative diagram showing the overview of user ex-
perience provided by the information processing device according to an embodiment
of the present disclosure. Fig. 2 is an illustrative diagram showing an example of a
visual marker provided by the information processing device according to an em-
bodiment of the present disclosure. Fig. 3 is an illustrative diagram showing another
example of the visual marker provided by the information processing device according
to an embodiment of the present disclosure. Fig. 4 is an illustrative diagram showing
an example of an operation for the information processing device according to an em-
bodiment of the present disclosure.

The information processing device 10 according to an embodiment of the present
disclosure may provide information associated with a real object present in a real space
using visual information and sound information. Hereinafter, visual information will
also be referred to as a visual marker Mv or a virtual object. In addition, sound in-
formation will also be referred to as a sound marker Ms. The information processing
device 10 may determine a position of the visual marker Mv based on, for example, a
position of a real object. In addition, the information processing device 10 may
determine a sound source position of the sound marker Ms based on the position of the

visual marker Mv. The information processing device 10 may display the visual
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[0018]

[0019]

[0020]

[0021]

marker Mv, for example, over the position of a real object in an imaged video in a su-
perimposing manner. In addition, the information processing device 10 may determine
the sound source position of the sound marker Ms as if the sound marker is heard from
the position of the real object in the imaged video (Fig. 1). Note that Fig. 1 is merely
an image, and the sound marker Ms may actually be invisible. The sound marker Ms
may be provided using a sound. Furthermore, the information processing device 10
may provide a user with information obtained by filtering information associated with
real objects located in the vicinity of the user according to the preference, the purpose,
or the like of the user.

Fig. 2 illustrates an example of the visual marker Mv. The visual marker Mv may be
provided to a user by being displayed in a superimposing manner over a video imaged
by, for example, a camera. In addition, the visual marker Mv may be provided using an
HMD (Head Mounted Display). Filtered information may be first provided as, for
example, primary information Mv1 of the visual marker Mv. The primary information
Mv1 may be, for example, information which is associated with the corresponding
position having granularity as brief as to inform a user of the overview of the in-
formation. When the user does not perform any operation for the primary information
Mv1, the information is passed over.

On the other hand, when the user performs a selection operation for the displayed
primary information Mvl1, further detailed information may be provided to the user.
For example, according to the selection operation, secondary information Mv2 that
includes more detailed information than the primary information Mv1 may be
displayed. In addition, a sound marker Ms may be provided with the display of the
secondary information Mv2. Specifically, the sound marker Ms may be provided as a
sound having directivity. The sound source position of the sound marker Ms may be
decided based on the positional relationship between the position of the visual marker
Myv and the position of the user. Accordingly, the user can perceive the position of the
visual marker Mv from the direction in which the sound marker Ms is heard.

In addition, an example of providing information outside of the visual field is il-
lustrated in Fig. 3. The information processing device 10 may cause the primary in-
formation Mv1 of the visual marker Mv to be displayed on the edge of the display
region. When a selection operation for the primary information Mv1 of the information
associated with a position outside the visual field is detected, the information
processing device 10 may cause the secondary information Mv2 to be displayed on the
edge of the display region and may output the sound marker Ms.

A selection operation for acquiring information using the secondary information Mv2
and the sound marker Ms herein may depend on the kind of the information processing

device 10. When the information processing device 10 is an HMD, for example, the
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[0023]
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operation may be performed using the orientation of the user's face. In addition, when
the information processing device 10 is a mobile telephone, the operation may be
performed using the orientation of the user's face in the same manner, or using a touch
sensor, a button, or the like. Fig. 4 illustrates an example of the operation using the ori-
entation of a user's face. When the information processing device 10 detects a nodding
movement based on the orientation of the user's face, for example, the movement can
be determined to be an operation of acquiring specific information. In addition, when
the information processing device 10 detects a shaking movement of the head based on
the orientation of the user's face, the movement can be determined to be an operation
of cancelling selection of specific information.

Note that an example in which shop information associated with a sign board in a
street has been illustrated here, but the present technology is not limited to this
example. The present technology may also be used for the purpose of, for example,
avoiding risks. There are an increasing number of people who enjoy jogging or cycling
while listening to music through headphones. In such a situation, there is a high pos-
sibility of causing an accident without being aware of an approaching vehicle since it is
difficult to hear ambient sounds. Thus, when a vehicle approaches a user, by displaying
a virtual engine sound as the sound marker Ms and an image of the vehicle as the
visual marker Mv, it may be possible to minimize or avoid risk even while listening to
music. Hereinbelow, for realizing such user experience, an information processing
device 10 in accordance with an embodiment of the present disclosure will be
described in detail.

<2. Configuration Example>

Herein, a configuration of an information processing device 10 according to an em-
bodiment of the present disclosure will be described. First, a function configuration
example of the information processing device 10 will be described with reference to
Fig. 5, and a hardware configuration example of the information processing device 10
will be described with reference to Fig. 6. Fig. 5 is a block diagram showing the
function configuration of the information processing device according to an em-
bodiment of the present disclosure. Fig. 6 is a block diagram showing the hardware
configuration example of the information processing device according to an em-
bodiment of the present disclosure.

2-1. Function Configuration Example

Referring to Fig. 5, the information processing device 10 according to an em-
bodiment of the present disclosure may include, mainly, an operation unit 105, an
operation information acquisition unit 110, a display unit 115, a display control unit
120, a sound output unit 125, and a sound output control unit 130.

(Operation Unit 105)
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[0026]

[0027]

[0028]

The operation unit 105 may have a function such as generating an input signal for
performing an operation that a user desires. The operation unit 105 may include, for
example, an input section such as a touch panel, a mouse, a keyboard, a button, a mi-
crophone, a switch, a lever, and various sensors that are used to input information by a
user, an input control circuit that generates and outputs an input signal based on an
input by a user, or the like. For example, the operation unit 105 may generate and
output an input signal based on the orientation of a user's face detected by a sensor. In
addition, the operation unit 105, for example, may detect an operation performed on a
touch sensor by a user and then generate and output an input signal based on the corre-
sponding operation.

(Operation Information Acquisition Unit 110)

The operation information acquisition unit 110 may have a function such as
acquiring operation information input by a user. For example, the operation in-
formation acquisition unit 110 may acquire an input signal output from the operation
unit 105 as operation information. The information processing device 10 may operate
based on the operation information acquired by the operation information acquisition
unit 110.

(Display Unit 115)

The display unit 115 is an example of an output device, and may be a display device
such as a liquid crystal display (LCD) device, or an organic EL (or OLED: Organic
Light Emitting Diode) display device. In addition, the display unit 115 may be an
HMD. The display unit 115 may operate according to the control of the display control
unit 120.

(Display Control Unit 120)

The display control unit 120 may have a function such as controlling the content of a
display screen to be provided to a user. For example, the display control unit 120 may
cause the visual marker Mv to be displayed on an optical transmission type HMD. Al-
ternatively, the display control unit 120 may cause a video obtained by superimposing
the visual marker Mv on a video obtained by imaging the visual field of a user to be
displayed on a video transmission type HMD. In addition, the display control unit 120
may control the content of a display screen based on operation information acquired by
the operation information acquisition unit 110. For example, when a selection
operation for the primary information Mv1 of the visual marker Mv is acquired, the
display control unit 120 may cause the secondary information Mv2 corresponding to
the primary information to be displayed on the display screen. Note that the display
control unit 120 is an example of an acquisition unit that acquires a position of a virtual
object (hereinafter referred to as a virtual position) determined based on the position of

a real object present in a space, but is not limited thereto.
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(Sound Output Unit 125)

The sound output unit 125 may have a function such as outputting a sound signal.
The sound output unit 125 may be, for example, a speaker. In addition, the sound
output unit 125 may be an output terminal that outputs a sound signal to a sound output
device such as headphones. The sound output unit 125 may operate according to the
control of the sound output control unit 130. The sound output device used here may
be capable of outputting stereophony according to localization information of a sound.

(Sound Output Control Unit 130)

The sound output control unit 130 may have a function such as controlling the output
of sounds to a user. In addition, the sound output control unit 130 is an example of a
localization information generation unit that generates localization information in-
dicating a sound source position, but is not limited thereto. The sound output control
unit 130 may generate localization information indicating a sound source position of
sound information associated with the same real object as one relating to a virtual
object, for example, one associated with a virtual object based on, for example, a
virtual position. The sound output control unit 130 may also generate localization in-
formation based on the distance between a user position and a virtual position.

Specifically, when the distance between a user position and a virtual position is equal
to or longer than a threshold value that may or may not be predetermined, the sound
output control unit 130 may bring the sound source position closer to the front of the
user than to the virtual position. In addition, when the distance between the user
position and the virtual position is shorter than the threshold value, the sound output
control unit 130 may move the sound source position from the front of the user to the
direction closer to the virtual position. Humans tend to have a higher ability to
recognize the direction of a sound from an area of the front than from an area of a side.
For this reason, humans can more easily recognize the direction of a sound at rest, for
example, in the front than in the right side. In addition, humans tend to more easily
recognize the direction of a sound of which the sound source position moves than the
direction of a sound at rest. For this reason, when a virtual position is separated from a
user position in a predetermined or longer distance, for example, even when the sound
source position is located obliquely forward as viewed from a user, there is a high pos-
sibility that the user is not able to recognize such a difference of sound source
positions. Thus, when a virtual position is separated from a user position in a prede-
termined or longer distance, the sound source position may be set to be in the front side
of the user, and when the user approaches the virtual position, the sound source
position may be moved from the front side of the user to a direction closer to the
virtual position, so that the user can recognize the direction of the virtual position more

easily.
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[0032]

[0033]

[0034]
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In addition, the sound output control unit 130 may change the sound source position
according to changes in the orientation of user's face. In this case, when the position of
the virtual object is located at an area in front of the user that may or may not be prede-
termined, it may be desirable to set the sound source position to be the virtual position.
The sound output control unit 130 may output the sound marker Ms according to
generated localization information.

Hereinabove, examples of the functions of the information processing device 10
according to embodiments have been shown. Respective constituent elements
described above may be configured using general-purpose members or circuits or may
be configured using hardware specialized for the functions of the respective constituent
elements. In addition, the functions of the respective constituent elements may be
fulfilled by reading a control program from a storage medium such as a ROM (Read
Only Memory) or a RAM (Random Access Memory) storing the control program de-
scribing procedures in which an arithmetic operation unit such as a CPU (Central
Processing Unit) realizes the functions and by interpreting the program. Thus, it is
possible to appropriately change a configuration to be used according to the level of
the technology at a time when the present embodiment is implemented. Hereinbelow,
an example of a hardware configuration of the information processing device 10 will
be shown.

A computer program for realizing each of the functions of the information processing
device 10 according to embodiments as described above may be created and installed
in a personal computer, or the like. In addition, a recording medium that stores such a
computer program and which is readable on the computer may also be provided. The
recording medium may include, for example, a magnetic disk, an optical disc, a
magneto optical disc, a flash memory, and the like. In addition, the computer program
may be delivered through, for example, the Internet, without using the recording
medium.

2-2. Hardware Configuration Example

Next, a hardware configuration example of the information processing device 10
according to an embodiment of the present disclosure will be described with reference
to Fig. 6. The information processing device 10 may include a CPU 150, a RAM 155, a
non-volatile memory 160, a display device 165, a face orientation detection device
170, and a sound image localization audio device 175.

(CPU 150)

The CPU 150 may function as, for example, an arithmetic processing unit or a
control unit, and may control all or some operations of each constituent element based
on various programs recorded on the RAM 155, the non-volatile memory 160, or the
like.
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(RAM 155)

The RAM 155 may temporarily store a program read in the CPU 150, a parameter
that is appropriately changed during the execution of the program, or the like.

(Non-Volatile Memory 160)

The non-volatile memory 160 may be a storage device that retains storage without a
power supply. The non-volatile memory 160 may be used as, for example, an auxiliary
storage device or a long-term memory storage. The non-volatile memory 160 may be a
semiconductor memory, for example, a ROM (Read Only Memory), a flash memory,
or the like. In addition, the non-volatile memory 160 may be a magnetic storage device
such as an HDD (Hard Disk Drive), an optical disc, or the like.

(Display Device 165)

The display device 165 may be a device, for example, an HMD, or the like, having a
display function. Alternatively, the display device 165 may be a display device such as
a liquid crystal display (LCD) device, or an organic EL (or OLED: Organic Light
Emitting Diode) display device.

(Face Orientation Detection Device 170)

The face orientation detection device 170 may have a function of detecting the ori-
entation of the user's face. The face orientation detection device 170 may be, for
example, an HMD having a triaxial acceleration sensor. In this case, the display device
165 and the face orientation detection device 170 may be regarded as the same device.

(Sound Image Localization Audio Device 175)

The sound image localization audio device 175 may be an audio device that can
perform sound image localization. The sound image localization audio device 175 may
output a sound having directivity based on localization information.

<3. Operation Example>

Next, an operation example of the information processing device 10 according to an
embodiment of the present disclosure will be described with reference to Figs. 7 and 8.
Fig. 7 is a flowchart for describing an example of an information presentation
operation of the information processing device according to an embodiment of the
present disclosure. Fig. 8 is a flowchart for describing an example of a presentation
operation of second information and a sound in the information processing device
according to an embodiment of the present disclosure.

First, referring to Fig. 7, the display control unit 120 may determine whether in-
formation is being presented or not (S100). Then, when it is determined that the in-
formation is not being presented in Step S100, the display control unit 120 may
determine whether the information to be presented is within a fixed area or not (S105).
When it is determined that the information to be presented is within the fixed area in

the determination of Step S105, the display control unit 120 may present the primary
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information Mv1 of the visual marker Mv (S110).

On the other hand, when it is determined that the information is being presented in
step S100, the display control unit 120 may determine whether the primary information
Mv1 is being presented or not (S115). Then, when it is determined that the primary in-
formation is not being presented in Step S115 (in other words, the secondary in-
formation is being presented), a determination may be made as to whether the
operation information acquisition unit 110 recognizes head shaking or not (S140).
Then, when head shaking has not been recognized in the determination of Step S140, a
determination may be made as to whether a fixed time has elapsed (from when the
secondary information starts to be presented) or not (Step S145). Then, when a fixed
time has elapsed or when head shaking has been recognized, the display control unit
120 and the sound output control unit 130 may finish the presentation of information
(S150).

On the other hand, when it is determined that the primary information is being
presented in the determination of Step S115, it may then be determined whether
nodding has been recognized by the operation information acquisition unit 110 or not
(S120). Then, when it is determined that nodding has been recognized in the deter-
mination of Step S120, the display control unit 120 and the sound output control unit
130 may present the user with the secondary information and sound information
(S125). On the other hand, when nodding has not been recognized in the determination
of Step S120, a determination may be made as to whether a fixed time has elapsed
(from when the primary information starts to be presented) or not (S130). Then, when
it is determined that a fixed time has elapsed in the determination of Step S130, the
display control unit 120 may finish the presentation of the primary information (S135).

Now, the presentation operation of the secondary information and the sound in-
formation shown in Step S125 will be described in detail with reference to Fig. 8.

Referring to Fig. 8, first, the display control unit 120 may determine a display
position of the secondary information Mv2 of the visual marker Mv (S200). Herein,
the secondary information Mv2 may include more detailed information than the
primary information Mvl.

Next, based on the display position of the visual marker Mv, localization information
of the sound marker Ms may be generated (S205). The generation of the localization
information will be described in more detail later. Further, the sound source position of
the sound marker Ms may be determined based on the position of the visual marker
Mv.

Then, the display control unit 120 may display the visual marker Mv, and the sound
output control unit 130 may cause the sound marker Ms to be output based on the lo-

calization information (S210).
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<4. Generation of Localization Information>

Next, the generation of the localization information will be described in detail with
reference to Figs. 9 to 13. Fig. 9 is an illustrative diagram showing an example of
generating the localization information when information is passed over without a
user's operation of selecting the primary information in an information processing
device according to an embodiment of the present disclosure. Fig. 10 is an illustrative
diagram showing an example of generating the localization information when the user
performs an operation of selecting the primary information in an information
processing device according to an embodiment of the present disclosure. Fig. 11 is an
illustrative diagram showing an example of generating the localization information in a
first state when the user changes the orientation of his or her face in an information
processing device according to an embodiment of the present disclosure. Fig. 12 is an
illustrative diagram showing an example of generating the localization information in a
second state when the user changes the orientation of his or her face in an information
processing device according to an embodiment of the present disclosure. Fig. 13 is an
illustrative diagram showing an example of generating the localization information in a
third state when the user changes the orientation of his or her face in an information
processing device according to an embodiment of the present disclosure.

As described above, the sound source position of the sound marker Ms may be de-
termined based on a position of the visual marker Mv. In order for a sound to be heard
from the direction of the visual marker Myv, the position of the visual marker Mv may
simply be set at the sound source position of the sound marker Ms. Note that the
auditory sense of humans has various characteristics. Therefore, it may be desirable to
determine the sound source position so that humans easily recognize the direction and
distance of a sound in accordance with the characteristic of the auditory sense of
humans. Hereinbelow, the sound source position of the sound marker Ms will be
discussed along with several given examples.

First, referring to the example of Fig. 9, a case in which a real object passes by a side
of a user from an oblique front side is considered. In this case, since the real object is
present within the visible region of the user at a time t0, the visual marker Mv may be
displayed at the position of the real object. After that, at a time t1, the real object is po-
sitioned out of the visible region of the user. Thus, at this moment, the visual marker
Mv may be displayed on an edge of the visible region (edge of the display screen).
Then, the visual marker Mv may be displayed on an edge of the visible region until the
real object is positioned at substantially right beside the user.

In this case, the sound source position of the sound marker Ms may be located closer
to the front side of the user than to the position of the visual marker Mv until the

distance between the visual marker Mv and the user becomes a threshold value that
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may or may not be predetermined (herein, a virtual radius R having the user as the
center). In addition, if the distance between the visual marker Mv and the user is
shorter than the threshold value, the sound source position of the sound marker Ms
may draw a trace moving on the circumference of the virtual radius R having the user
position as the center. For example, the sound source position of the sound marker Ms
may rotate on the circumference until the position is located right behind the user and
then recede.

As described above, humans have high resolution capability for a sound in a region
close to the front side. On the other hand, humans have low resolution capability for a
sound in a lateral side. For this reason, it is easier to feel a sense of distance to the
sound source position when the sound source position gets closer to the user straightly
within a region close to the front side than when the sound source position gets closer
to the user obliquely in accordance with the positions of the visual marker Mv in the
example of Fig. 9. In addition, the feeling of a sound passing by is more easily
recognized by rotating the position of the sound along the circumference of the virtual
radius R.

Next, referring to Fig. 10, a case in which the user performs a selection operation for
the primary information is illustrated. In this case, since the real object is present
within the visible region of the user at the time t0, the visual marker Mv may be
displayed at the position of the real object. At this moment, if the user performs a
selection operation for the visual marker Mv, the visual marker Mv may move so as to
be displayed in the front side of the user at the times t1 and 2. After that, at a time t3,
the visual marker Mv may disappear to the outside of the visible region.

In this case, the sound source position of the sound marker Ms may be on the front
side of the user rather than at the position of the visual marker Mv at the time t0. Then,
the sound source position of the sound marker Ms may get closer to the user straightly
until the distance between the user and the visual marker Mv becomes a radius R that
may or may not be predetermined. After that, as the visual marker My is displayed on
the front side of the user, the sound source position of the sound marker Ms may move
to the front side of the user one time. After that, as the visual marker Mv disappears to
the outside of the visible region, the sound source position of the sound marker Ms
may recede while rotating on the circumference of the radius R having the user as the
center.

Next, referring to Figs. 11 to 13, the sound source position of the sound marker Ms
when the orientation of the user's face changes will be discussed. It is assumed that, for
example, a real object (t0) is positioned in the front oblique to the right side. Then, as
shown in Fig. 11, the sound source position of the sound marker Ms may be located on

the front side of the user rather than on the side of the real object. It is assumed that the
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orientation of the user's face is changed to the right side in this state. Then, at this
moment (t1), the sound source position of the sound marker Ms may be changed so as
to get closer to the real object, as shown in Fig. 12. In addition, if the orientation of the
user's face is further changed until the orientation is set to be the front side of the user,
the sound source position of the sound marker Ms may be at the position of the real
object.

Hereinabove, embodiments of the present disclosure have been described in detail
with reference to accompanying drawings, but the technical scope of the present
disclosure is not limited to the above-described embodiments. It should be understood
by those skilled in the art that various modifications, combinations, sub-combinations
and alterations may occur depending on design requirements and other factors insofar
as they are within the scope of the appended claims or the equivalents thereof, and they
are of course understood so as to belong to the technical scope of the present
disclosure.

In the above-described embodiments, for example, the secondary information is
configured to be presented when an operation for the primary information is detected,
but the present technology is not limited to such. For example, detailed information
may be presented from the beginning. Alternatively, information may be presented in a
further number of stages.

Furthermore, in the present specification, the steps described in the flowcharts
include not only processes performed in a time series manner along the described order
but also processes executed in parallel or in an individual manner, although not nec-
essarily performed in a time series. In addition, it is needless to say that even in steps
processed in a time series manner, the order can be appropriately changed without
changing an intended result.

Additionally, the present technology may also be configured as below.

(1) An information processing apparatus including:

a sound output control unit configured to generate localization information of a
sound marker based on a virtual position; and

a sound output unit configured to output a sound associated with the sound marker,
based on the localization information,

wherein the virtual position is determined based on a position of a real object present
in a space.

(2) The information processing apparatus of (1), wherein the sound output unit is
further configured to audibly output the sound concurrently with a displaying of a
visual marker on a display unit at the virtual position.

(3) The information processing apparatus of (1), wherein the sound output control

unit is further configured to determine a sound source position of the sound marker.
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(4) The information processing apparatus of (3), wherein the sound output control unit
is further configured to determine the sound source position of the sound marker based
on the virtual position.

(5) The information processing apparatus of (3), wherein the sound output control unit
is further configured to determine the sound source position of the sound marker based
on a distance between a position of a user and the virtual position.

(6) The information processing apparatus of (5), wherein when the distance between
the position of the user and the virtual position is greater than a threshold value, the
sound output control unit is further configured to determine the sound source position
of the sound marker to be at a location that is located closer to being directly in front of
the user than to the virtual position.

(7) The information processing apparatus of (6), wherein when the distance between
the position of the user and the virtual position is less than a threshold value and
reducing, the sound output control unit is further configured to determine the sound
source position of the sound marker as correspondingly moving from a front side of the
user towards the real object.

(8) The information processing apparatus of (5), wherein when the distance between
the position of the user and the virtual position is less than a threshold value, the sound
output control unit is further configured to determine the sound source position of the
sound marker to be located at a corresponding point along a circumference having a
radius of the threshold value and centered on the position of the user.

(9) The information processing apparatus of (8), wherein as the real object passes from
a front side of the user to a back side of the user, the sound output control unit is
further configured to determine the sound source position of the sound marker as
moving along the circumference from the front side of the user to the back side of the
user until reaching a position located directly behind the user at which point the sound
source position of the sound marker then recedes away from the user along a path of a
vector.

(10) The information processing apparatus of (5), wherein:

when the distance between the position of the user and the virtual position is greater
than a threshold value, the sound output control unit is further configured to determine
the sound source position of the sound marker to be on a front side of the user; and
when the user approaches a physical location corresponding to the virtual position, the
sound output control unit is further configured to determine the sound source position
of the sound marker as moving from the front side of the user in a direction towards
the virtual position.

(11) The information processing apparatus of (5), wherein:

as the distance between the position of the user and the virtual position decreases to
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approach a threshold value, the sound output control unit is further configured to
determine the sound source position of the sound marker as moving closer to the
position of the user along a vector that is parallel to a straight ahead direction of the
user;

as the distance between the position of the user and the virtual position decreases from
the threshold value to a point in time at which the virtual position is directly in front of
the user, the sound output control unit is further configured to determine the sound
source position of the sound marker a moving along a circumference having a radius of
the threshold value and centered on the position of the user towards a position located
directly in front of the user; and

as the virtual position moves from being directly in front of the user towards a back
side of the user, the sound output control unit is further configured to determine the
sound source position of the sound marker as moving from the position located directly
in front of the user and along the circumference towards the back side of the user and
out of a visible region of the user.

(12) The information processing apparatus of (5), wherein the sound output control
unit is further configured to change the sound source position of the sound marker
according to a change in an orientation of a face of a user.

(13) The information processing apparatus of (3), wherein the sound output control
unit is further configured to set the sound source position of the sound marker as a
same location as the virtual position, when the virtual position is within a visible area
in front of a user.

(14) The information processing apparatus of (3), wherein the sound output control
unit is further configured to determine the sound source position of the sound marker
such that a user perceives output sound as originating from a location of the real object.
(15) The information processing apparatus of (1), further including:

a display unit configured to display a visual marker at the virtual position in a super-
imposing manner over a video image.

(16) The information processing apparatus of (1), further including:

a head mounted display configured to display a visual marker at the virtual position.
(17) The information processing apparatus of (1), wherein when the real object is
present within a visible region of a user, the virtual position is set to be located at the
position of the real object.

(18) The information processing apparatus of (1), wherein the sound output control
unit is further configured to generate the localization information by filtering in-
formation associated with real objects located in proximity to a user.

(19) The information processing apparatus of (1), wherein the sound has a directivity

based on the localization information.
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(20) The information processing apparatus of (1), wherein a movement of the real
object is determined by detecting a change between a first point in time and a second
point in time of a frequency of the sound as perceived by a user.

(21) The information processing apparatus of (1), wherein the sound marker is not
visible to a user.

(22) An information processing method including:

generating localization information of a sound marker based on a virtual position; and
outputting a sound associated with the sound marker, based on the localization in-
formation,

wherein the virtual position is determined based on a position of a real object present
in a space.

(23) The information processing method of (22), wherein the sound is audibly
outputted by an audio producing unit concurrently with a displaying of a visual marker
on a display unit at the virtual position.

(24) The information processing method of (22), further including:

displaying a visual marker at the virtual position; and

selecting the visual marker as information that is desired by a user.

(25) The information processing method of (24), wherein the visual marker is selected
based on a movement of a head of the user.

(26) The information processing method of (22), wherein the generating the lo-
calization information includes determining a sound source position of the sound
marker.

(27) The information processing method of (26), wherein the sound source position of
the sound marker is determined based on the virtual position.

(28) The information processing method of (26), wherein the sound source position of
the sound marker is determined based on a distance between a position of a user and
the virtual position.

(29) The information processing method of (28), wherein when the distance between
the position of the user and the virtual position is greater than a threshold value, the
sound source position of the sound marker is determined to be at a location that is
located closer to being directly in front of the user than to the virtual position.

(30) The information processing method of (29), wherein when the distance between
the position of the user and the virtual position is less than a threshold value and
reducing, the sound source position of the sound marker correspondingly moves from a
front side of the user towards the real object.

(31) The information processing method of (28), wherein when the distance between
the position of the user and the virtual position is less than a threshold value, the sound

source position of the sound marker is determined to be located at a corresponding
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point along a circumference having a radius of the threshold value and centered on the
position of the user.

(32) The information processing method of (31), wherein as the real object passes from
a front side of the user to a back side of the user, the sound source position of the
sound marker moves along the circumference from the front side of the user to the
back side of the user until reaching a position located directly behind the user at which
point the sound source position of the sound marker then recedes away from the user
along a path of a vector.

(33) The information processing method of (28), wherein:

when the distance between the position of the user and the virtual position is greater
than a threshold value, the sound source position of the sound marker is determined to
be on a front side of the user; and

when the user approaches a physical location corresponding to the virtual position, the
sound source position of the sound marker moves from the front side of the user in a
direction towards the virtual position.

(34) The information processing method of (28), wherein:

as the distance between the position of the user and the virtual position decreases to
approach a threshold value, the sound source position of the sound marker moves
closer to the position of the user along a vector that is parallel to a straight ahead
direction of the user;

as the distance between the position of the user and the virtual position decreases from
the threshold value to a point in time at which the virtual position is directly in front of
the user, the sound source position of the sound marker moves along a circumference
having a radius of the threshold value and centered on the position of the user towards
a position located directly in front of the user; and

as the virtual position moves from being directly in front of the user towards a back
side of the user, the sound source position of the sound marker moves from the
position located directly in front of the user and along the circumference towards the
back side of the user and out of a visible region of the user.

(35) The information processing method of (26), further including:

changing the sound source position of the sound marker according to a change in an
orientation of a face of a user.

(36) The information processing method of (26), further including:

setting the sound source position of the sound marker as a same location as the virtual
position, when the virtual position is within a visible area in front of a user.

(37) The information processing method of (26), wherein the sound source position of
the sound marker is determined such that a user perceives output sound as originating

from a location of the real object.



19

WO 2013/114831 PCT/JP2013/000350

(38) The information processing method of (22), wherein a visual marker is displayed
at the virtual position by a display unit in a superimposing manner over a video image.
(39) The information processing method of (22), wherein a visual marker is displayed
at the virtual position by using a head mounted display that is worn by a user.

(40) The information processing method of (22), wherein when the real object is
present within a visible region of a user, the virtual position is set to be located at the
position of the real object.

(41) The information processing method of (22), wherein the generating the lo-
calization information includes filtering information associated with real objects
located in proximity to a user.

(42) The information processing method of (22), wherein the sound has a directivity
based on the localization information.

(43) The information processing method of (22), further including:

determining a movement of the real object by detecting a change between a first point
in time and a second point in time of a frequency of the sound as perceived by a user.
(44) The information processing method of (22), wherein the sound marker is not
visible to a user.

(45) A non-transitory computer-readable medium embodied with a program, which
when executed by a computer, causes the computer to perform a method including:
generating localization information of a sound marker based on a virtual position; and
outputting a sound associated with the sound marker, based on the localization in-
formation,

wherein the virtual position is determined based on a position of a real object present
in a space.

(46) The computer-readable medium of (45), further including:

displaying a visual marker at the virtual position; and

selecting the visual marker as information that is desired by a user.

(47) The computer-readable medium of (46), wherein the visual marker is selected
based on a movement of a head of the user.

(48) The computer-readable medium of (45), wherein the generating the localization
information includes determining a sound source position of the sound marker.

(49) The computer-readable medium of (48), wherein the sound source position of the
sound marker is determined based on a distance between a position of a user and the
virtual position.

(50) The computer-readable medium of (49), wherein when the distance between the
position of the user and the virtual position is greater than a threshold value, the sound
source position of the sound marker is determined to be at a location that is located

closer to being directly in front of the user than to the virtual position.
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(51) The computer-readable medium of (50), wherein when the distance between the
position of the user and the virtual position is less than a threshold value and reducing,
the sound source position of the sound marker correspondingly moves from a front
side of the user towards the real object.

(52) The computer-readable medium of (49), wherein when the distance between the
position of the user and the virtual position is less than a threshold value, the sound
source position of the sound marker is determined to be located at a corresponding
point along a circumference having a radius of the threshold value and centered on the
position of the user.

(53) The computer-readable medium of (50), wherein as the real object passes from a
front side of the user to a back side of the user, the sound source position of the sound
marker moves along the circumference from the front side of the user to the back side
of the user until reaching a position located directly behind the user at which point the
sound source position of the sound marker then recedes away from the user along a
path of a vector.

(54) The computer-readable medium of (49), wherein:

when the distance between the position of the user and the virtual position is greater
than a threshold value, the sound source position of the sound marker is determined to
be on a front side of the user; and

when the user approaches a physical location corresponding to the virtual position, the
sound source position of the sound marker moves from the front side of the user in a
direction towards the virtual position.

(55) The computer-readable medium of (49), wherein:

as the distance between the position of the user and the virtual position decreases to
approach a threshold value, the sound source position of the sound marker moves
closer to the position of the user along a vector that is parallel to a straight ahead
direction of the user;

as the distance between the position of the user and the virtual position decreases from
the threshold value to a point in time at which the virtual position is directly in front of
the user, the sound source position of the sound marker moves along a circumference
having a radius of the threshold value and centered on the position of the user towards
a position located directly in front of the user; and

as the virtual position moves from being directly in front of the user towards a back
side of the user, the sound source position of the sound marker moves from the
position located directly in front of the user and along the circumference towards the
back side of the user and out of a visible region of the user.

(56) The computer-readable medium of (48), further including:

changing the sound source position of the sound marker according to a change in an
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orientation of a face of a user.

(57) An information processing device including:

an acquisition unit that acquires a virtual position of a virtual object determined based
on a position of a real object present in a space; and

a localization information generation unit that generates localization information in-
dicating a sound source position of sound information associated with the virtual object
based on the virtual position.

(58) The information processing device according to (57), wherein the localization in-
formation generation unit generates the localization information based on the distance
between a user position and the virtual position.

(59) The information processing device according to (58), wherein, when the distance
between the user position and the virtual position is equal to or longer than a prede-
termined threshold value, the localization information generation unit causes the sound
source position to get closer to the front side of the user than to the virtual position.
(60) The information processing device according to (59), wherein, when the distance
between the user position and the virtual position is shorter than the threshold value,
the localization information generation unit causes the sound source position to move
from the front side of the user to the direction of the real object.

(61) The information processing device according to (60), wherein, when the distance
between the user position and the virtual position is shorter than the threshold value,
the localization information generation unit causes the sound source position to move
along a circumference having the threshold value as a radius and having the user
position as a center.

(62) The information processing device according to any one of (57) to (61), wherein,
when the virtual position is located in a predetermined region in the front direction of
the user, the localization information generation unit sets the virtual position at the
sound source position.

(63) The information processing device according to any one of (57) to (62), further
including:

an orientation detection unit that detects an orientation of a user's face,

wherein the localization information generation unit generates the localization in-
formation based on the orientation of the face.

(64) The information processing device according to any one of (57) to (63), further
including:

a display control unit that causes the virtual object to be displayed at the virtual
position.

(65) The information processing device according to (64), further including:

a sound output control unit that causes the sound information to be output based on the
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localization information when a selection operation of selecting the displayed virtual
object is detected.
(66) The information processing device according to (64) or (65), wherein the display
control unit causes primary information of the virtual object to be displayed at the
virtual position, and causes secondary information of the virtual object to be displayed
when a selection operation of selecting the virtual object is detected.
(67) The information processing device according to (65) or (66), wherein the selection
operation is detected based on an orientation of a user's face.
(68) An information processing method including:
acquiring a virtual position of a virtual object determined based on a position of a real
object present in a space; and
generating localization information indicating a sound source position of sound in-
formation associated with the virtual object based on the virtual position.
(69) A program that causes a computer to function as an information processing device
including:
an acquisition unit that acquires a virtual position of a virtual object determined based
on a position of a real object present in a space; and
a localization information generation unit that generates localization information in-
dicating a sound source position of sound information associated with the virtual object
based on the virtual position.

The present disclosure contains subject matter related to that disclosed in Japanese
Priority Patent Application JP 2012-021888 filed in the Japan Patent Office on

February 03, 2012, the entire content of which is hereby incorporated by reference.
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Claims

An information processing apparatus comprising:

a sound output control unit configured to generate localization in-
formation of a sound marker based on a virtual position; and

a sound output unit configured to output a sound associated with the
sound marker, based on the localization information,

wherein the virtual position is determined based on a position of a real
object present in a space.

The information processing apparatus of claim 1, wherein the sound
output unit is further configured to audibly output the sound con-
currently with a displaying of a visual marker on a display unit at the
virtual position.

The information processing apparatus of claim 1, wherein the sound
output control unit is further configured to determine a sound source
position of the sound marker.

The information processing apparatus of claim 3, wherein the sound
output control unit is further configured to determine the sound source
position of the sound marker based on the virtual position.

The information processing apparatus of claim 3, wherein the sound
output control unit is further configured to determine the sound source
position of the sound marker based on a distance between a position of
a user and the virtual position.

The information processing apparatus of claim 5, wherein when the
distance between the position of the user and the virtual position is
greater than a threshold value, the sound output control unit is further
configured to determine the sound source position of the sound marker
to be at a location that is located closer to being directly in front of the
user than to the virtual position.

The information processing apparatus of claim 6, wherein when the
distance between the position of the user and the virtual position is less
than a threshold value and reducing, the sound output control unit is
further configured to determine the sound source position of the sound
marker as correspondingly moving from a front side of the user towards
the real object.

The information processing apparatus of claim 5, wherein when the
distance between the position of the user and the virtual position is less

than a threshold value, the sound output control unit is further
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configured to determine the sound source position of the sound marker
to be located at a corresponding point along a circumference having a
radius of the threshold value and centered on the position of the user.
The information processing apparatus of claim 8, wherein as the real
object passes from a front side of the user to a back side of the user, the
sound output control unit is further configured to determine the sound
source position of the sound marker as moving along the circumference
from the front side of the user to the back side of the user until reaching
a position located directly behind the user at which point the sound
source position of the sound marker then recedes away from the user
along a path of a vector.

The information processing apparatus of claim 5, wherein:

when the distance between the position of the user and the virtual
position is greater than a threshold value, the sound output control unit
is further configured to determine the sound source position of the
sound marker to be on a front side of the user; and

when the user approaches a physical location corresponding to the
virtual position, the sound output control unit is further configured to
determine the sound source position of the sound marker as moving
from the front side of the user in a direction towards the virtual
position.

The information processing apparatus of claim 5, wherein:

as the distance between the position of the user and the virtual position
decreases to approach a threshold value, the sound output control unit
is further configured to determine the sound source position of the
sound marker as moving closer to the position of the user along a
vector that is parallel to a straight ahead direction of the user;

as the distance between the position of the user and the virtual position
decreases from the threshold value to a point in time at which the
virtual position is directly in front of the user, the sound output control
unit is further configured to determine the sound source position of the
sound marker a moving along a circumference having a radius of the
threshold value and centered on the position of the user towards a
position located directly in front of the user; and

as the virtual position moves from being directly in front of the user
towards a back side of the user, the sound output control unit is further
configured to determine the sound source position of the sound marker

as moving from the position located directly in front of the user and
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along the circumference towards the back side of the user and out of a
visible region of the user.

The information processing apparatus of claim 5, wherein the sound
output control unit is further configured to change the sound source
position of the sound marker according to a change in an orientation of
a face of a user.

The information processing apparatus of claim 3, wherein the sound
output control unit is further configured to set the sound source position
of the sound marker as a same location as the virtual position, when the
virtual position is within a visible area in front of a user.

The information processing apparatus of claim 3, wherein the sound
output control unit is further configured to determine the sound source
position of the sound marker such that a user perceives output sound as
originating from a location of the real object.

The information processing apparatus of claim 1, further comprising:

a display unit configured to display a visual marker at the virtual
position in a superimposing manner over a video image.

The information processing apparatus of claim 1, further comprising:

a head mounted display configured to display a visual marker at the
virtual position.

The information processing apparatus of claim 1, wherein when the real
object is present within a visible region of a user, the virtual position is
set to be located at the position of the real object.

The information processing apparatus of claim 1, wherein the sound
output control unit is further configured to generate the localization in-
formation by filtering information associated with real objects located
in proximity to a user.

The information processing apparatus of claim 1, wherein the sound
has a directivity based on the localization information.

The information processing apparatus of claim 1, wherein a movement
of the real object is determined by detecting a change between a first
point in time and a second point in time of a frequency of the sound as
perceived by a user.

The information processing apparatus of claim 1, wherein the sound
marker is not visible to a user.

An information processing method comprising:

generating localization information of a sound marker based on a

virtual position; and
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outputting a sound associated with the sound marker, based on the lo-
calization information,

wherein the virtual position is determined based on a position of a real
object present in a space.

A non-transitory computer-readable medium embodied with a program,
which when executed by a computer, causes the computer to perform a
method comprising:

generating localization information of a sound marker based on a
virtual position; and

outputting a sound associated with the sound marker, based on the lo-
calization information,

wherein the virtual position is determined based on a position of a real

object present in a space.
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[Fig. 2]
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[Fig. 5]
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[Fig. 7]
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[Fig. 10]
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