I*I Innovation, Sciences et Innovation, Science and CA 3111567 A1 2020/03/12
Développement économique Canada Economic Development Canada
en 3 111 667

Office de la Propriété Intellectuelle du Canada Canadian Intellectual Property Office

(12 DEMANDE DE BREVET CANADIEN
CANADIAN PATENT APPLICATION

(13 A1

(86) Date de dépét PCT/PCT Filing Date: 2019/09/06 (51) CLInt./Int.Cl. GOTM 99/00(2011.01)
(87) Date publication PCT/PCT Publication Date: 2020/03/12 | (71) Demandeur/Applicant:
(85) Entrée phase nationale/National Entry: 2021/03/03 UPTAKE TECHNOLOGIES, INC., US

o —r . (72) Inventeurs/Inventors:
(86) N° demande PCT/PCT Application No.: US 2019/050052 SHAPIRO, STEPHANIE, US:
(87) N° publication PCT/PCT Publication No.: 2020/051523 SILVA, BRIAN, US
(30) Priorité/Priority: 2018/09/07 (US16/125,335) (74) Agent; BERESKIN & PARR LLP/S.E.N.C.R.L.,S.R.L.

(54) Titre : SYSTEME INFORMATIQUE ET PROCEDE POUR RECOMMANDER UN MODE DE FONCTIONNEMENT
D'UN ACTIF
(54) Title: COMPUTER SYSTEM AND METHOD FOR RECOMMENDING AN OPERATING MODE OF AN ASSET

800 802

\ Evaluate Whether Failure
Types Predicted to Occur
at Given Asset

804
_ ( 808
F l'\lt Le;st 22: d Identify Each Failure
allure Fredicte Predicted to Occur
to Occur?
v r 810
~ N
Identify Categorization of
Each Identified Failure
812
806 ~ Y L
Determine Recommended
[ No Recommended Operating Mode based on
Operating Mode _|dentified Categorization(s) |
FIG. 8

(57) Abrégé/Abstract:

Disclosed herein are systems, devices, and methods related to assets and asset operating conditions. In particular, examples
involve determining health metrics that estimate the operating health of an asset or a part thereof, determining recommended
operating modes for assets, analyzing health metrics to determine variables that are associated with high health metrics, and
modifying the handling of operating conditions that normally result in triggering of abnormal-condition indicators, among other
examples.

50 rue Victoria ¢ Place du Portage 1 ® Gatineau, (Québec) KI1AOC9 e www.opic.ic.gc.ca i+l

50 Victoria Street e Place du Portage 1 e Gatineau, Quebec KIAO0C9 e www.cipo.ic.gc.ca ( Eal lada



CA 03111567 2021-03-03

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property '

Organization
=

International Bureau

(43) International Publication Date

(10) International Publication Number

WO 2020/051523 Al

12 March 2020 (12.03.2020) WIPOIPCT

(51) International Patent Classification: (74) Agent: SHEA, Rory P.; 656 W. Randolph St., Floor 5W,

GOIM 99/00 (2011.01) Chicago, [llinois 60661 (US).
(21) International Application Number: (81) Designated States (unless otherwise indicated, for every
PCT/US2019/050052 kind of national protection available). AE, AG, AL, AM,
. . AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,
(22) International Filing Date: CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM, DO,
06 September 2019 (06.09.2019) DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
(25) Filing Language: English HR, HU, ID, IL, IN, IR, IS, JO, JP, KE, KG, KH, KN, KP,
L. , KR,KW,KZ,LA,LC,LK,LR,LS, LU, LY, MA, MD, ME,
(26) Publication Language: English MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI NO, NZ.
(30) Priority Data: OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
16/125,335 07 September 2018 (07.09.2018) US SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,

TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
(71) Applicant: UPTAKE TECHNOLOGIES, INC.

[US/US]; 600 West Chicago Ave., Suite 350, Chicago, Illi-  (84) Designated States (unless otherwise indicated, for every

nois 60654 (US).

(72) Inventors: SHAPIRO, Stephanie; c/o Uptake Technolo-
gies, Inc., 600 West Chicago Ave., Suite 350, Chicago, Illi-
nois 60654 (US). SILVA, Brian; c/o Uptake Technologies,
Inc., 600 West Chicago Ave., Suite 350, Chicago, Illinois
60654 (US).

kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, [E, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,

(54) Title: COMPUTER SYSTEM AND METHOD FOR RECOMMENDING AN OPERATING MODE OF AN ASSET

800 %02
\ Evaluate Whether Failure
Types Predicted to Occur
at Given Asset
804
o _ ( 808
.t east ne Y Identify Each Failure
Failure Predicted Predicted to Occur
to Occur?
v e 810
- N
Identify Categorization of
Each Identified Failure
812
806 o — Y (
Determine Recommended
No Recommended Operating Mode based on
Operating Mode _Identified Categorization(s) |
FIG. 8

wo 2020/051523 A1 |0 0000 KO Y0000 0

(57) Abstract: Disclosed herein are systems, devices, and methods related to assets and asset operating conditions. In particular, ex-
amples involve determining health metrics that estimate the operating health of an asset or a part thereof, determining recommended
operating modes for assets, analyzing health metrics to determine variables that are associated with high health metrics, and modifying
the handling of operating conditions that normally result in triggering of abnormal-condition indicators, among other examples.

[Continued on next page]



CA 03111567 2021-03-03

WO 20207051523 A | [I 00000000 000 O 0O

TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

Published:
—  with international search report (Art. 21(3))



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052

Computer System and Method for Recommending an Operating Mode of an Asset

CROSS REFERENCE TO RELATED APPLICATIONS

[1] This application claims priority to and hereby incorporates by reference U.S. Non-
Provisional Patent App. No. 16/125,335, filed on September 7, 2018 and entitled “Computer
System and Method for Recommending an Operating Mode of an Asset,” which in turn claims
priority to and is a continuation-in-part of U.S. Non-Provisional Patent App. No. 14/732,285,
which was filed on June 5, 2015, is entitled “Subsystem Health Score,” and issued as U.S. Pat.
No. 10,176,032 on January 8, 2019. In addition, this application hereby incorporates by
reference each of the following U.S. patent applications in its entirety: (i) U.S. Non-Provisional
Patent App. No. 14/732,258, filed on June 5, 2015 and entitled “Asset Health Score,” (i) U.S.
Provisional Patent Application No. 62/086,155, filed December 1, 2014, entitled Method and
Apparatus for Displaying Information Related to Industrial Application Health and Capability
Information, and (iii) U.S. Provisional Patent Application No. 62/088,651, filed December 7,
2014, entitled Uptake + CAT.

BACKGROUND

[2] Today, machines (also referred to herein as “assets”) are ubiquitous in many industries.
From locomotives that transfer cargo across countries to medical equipment that helps nurses
and doctors to save lives, assets serve an important role in everyday life. Depending on the role
that an asset serves, its complexity, and cost, may vary. For instance, some assets may include
multiple subsystems that must operate in harmony for the asset to function properly (e.g., an
engine, transmission, etc. of a locomotive).

[3] Because of the key role that assets play in everyday life, it is desirable for assets to be
repairable with limited downtime. Accordingly, some have developed mechanisms to monitor
and detect abnormal conditions within an asset to facilitate repairing the asset, perhaps with
minimal downtime.

OVERVIEW

[4] The current approach for monitoring assets generally involves an on-asset computer that
receives signals from various sensors distributed throughout the asset that monitor operating
conditions of the asset. As one representative example, if the asset is a locomotive, the sensors
may monitor parameters such as temperatures, voltages, and speeds, among other examples. If
sensor signals from one or more sensors reach certain values, the on-asset computer may then
generate an abnormal-condition indicator, such as a “fault code,” which is an indication that an

abnormal condition has occurred within the asset. In practice, a user typically defines the
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sensors and respective sensor values associated with each abnormal-condition indicator. That is,
the user defines an asset’s “normal” operating conditions (e.g., those that do not trigger
abnormal-condition indicators) and “abnormal” operating conditions (e.g., those that trigger
abnormal-condition indicators).

[5] In general, an abnormal condition may be a defect at an asset or component thereof,
which may lead to a failure of the asset and/or component. As such, an abnormal condition may
be associated with a given failure, or perhaps multiple failures, in that the abnormal condition is
symptomatic of the given failure or failures.

[6] After the on-asset computer generates an abnormal-condition indicator, the indicator
and/or sensor signals may be passed to a remote location where a user may receive some
indication of the abnormal condition and decide whether to take action. In some cases, the user
may also review the sensor signals associated with the abnormal-condition indicator to facilitate
diagnosing the cause of the abnormal-condition indicator.

[7] While current asset-monitoring systems are generally effective at triggering abnormal-
condition indicators, such systems are typically reactionary. That is, by the time the
asset-monitoring system triggers an indicator, a failure within the asset may have already
occurred (or is right about to occur), which may lead to costly downtime, among other
disadvantages. Moreover, due to the simplistic nature of on-asset abnormality-detection
mechanisms in such asset-monitoring systems, current asset-monitoring approaches tend to
produce many indicators for “false positives,” which may be inefficient when a user is forced to
review and respond to these indicators that are not meaningful.

[8] The example systems, devices, and methods disclosed herein seek to help address one or
more of these issues. In some examples, a network configuration may include a communication
network that facilitates communications between one or more assets, a remote computing
system, one or more output systems, and one or more data sources.

[9] As noted above, each asset may include multiple sensors distributed throughout the asset
that facilitate monitoring operating conditions of the asset. The asset may then provide data
indicative of the asset’s operating conditions to the remote computing system, which may be
configured to perform one or more operations based on the provided data.

[10] In one aspect, for instance, the remote computing system may be configured to determine
a health metric (also referred to herein as a “health score”) of a given asset, which may be a
single, aggregated parameter that reflects whether a failure will occur at the given asset within a
certain period of time into the future. In example implementations, a health metric may indicate

a probability that no failures from a group of failures will occur at the given asset. In other
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example implementations, a health metric may indicate a probability that at least one failure
from a group of failures will occur at the given asset.

[11] In general, determining a health metric may involve a “machine-learning” phase, during
which the remote computing system may analyze historical operating data for one or more assets
to define a model for predicting asset failures, and an asset-monitoring phase, during which the
remote computing system uses a given asset’s current operating data and the model defined in
the machine learning phase to determine the “health score” for the given asset.

[12] In particular, during the machine-learning phase, the remote computing system may be
configured to receive operating data from one or more assets over a certain amount of time. The
operating data may include sensor data, such as data reflecting the operating temperature of an
engine on a locomotive, and may also include abnormal-condition indicators that were generated
by the asset’s on-asset computer, for instance. Based on this data, the remote computing system
may be configured to determine one or more models that indicate operating conditions of the
given asset that historically result in a failure at the given asset.

[13] During the asset-monitoring phase, based on the model from the machine-learning phase
and operating data from the given asset, the remote computing system may be configured to
determine a probability that one or more particular failures may occur at the given asset within a
preselected period of time into the future (e.g., within the next 2 weeks). In some cases, the
particular failures may be “high impact” events, which are events that could cause an asset to be
inoperable when they occur. From the determined failure probability, the remote computing
system may determine a single, aggregated health metric for the given asset that indicates
whether a failure will occur within the preselected period of time.

[14] The remote computing system may be configured to dynamically update this health
metric based on the most recent operating conditions of the given asset. That is, as the actual
operating conditions of the asset change, the probability that one or more of the particular
failures might occur (and thus the health metric) may change accordingly.

[15] In particular, the remote computing system may receive operating data from the asset,
perhaps in real-time. Based on the operating data and the determined model, the remote
computing system may be configured to re-calculate the probability that one or more of the
particular failures may occur. In the event that the probability has changed, the remote
computing system may update the health metric accordingly. This process of dynamically
updating the health metric may occur continuously over the course of the asset’s operable life.
[16] The remote computing system may further be configured to use the health metric to

trigger a number of actions. In some cases, for instance, the remote computing system may
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facilitate causing an output system to output an indication of a health metric for a given asset,
perhaps in conjunction with abnormal-condition indicators and/or sensor data for the given asset.
[17] In another case, the remote computing system may be configured to generate an alert
based on the health metric. For example, the remote computing system may be configured to
send an alert message to an output device in the event that the health metric is approaching or
has reached a health threshold, which may in turn cause the output device to output a visual
and/or audible alert to the user. Other examples are also possible.

[18] In yet another case, the remote computing system may be configured to use the health
metric to trigger various types of preventative actions. For example, in the event that the health
metric has reached a health threshold, the remote computing system may be configured to
facilitate causing an output device to display one or more recommended actions that may affect
the health metric, facilitate generating a work order to repair the asset, facilitate ordering a part
for the asset, and/or transmit to the asset one or more commands that cause the asset to modify
its operation. Other preventative actions are also possible.

[19] In still another case, the remote computing system may be configured to determine a
“recommended operating mode” for an asset, which is a recommendation of the particular
manner in which the given asset should be used that takes into account both (1) whether any
failure type of a group of failure types is predicted to occur at the asset in the foreseeable future
and (2) a categorization of the particular failure type(s) that are predicted to occur in the
foreseeable future (e.g., a failure severity level or other type of categorization based on safety,
compliance, or the like). In other words, the “recommended operating mode” for an asset may
be based not only on whether a failure is predicted to occur at an asset in the foreseeable future,
but also on the categorization of the failure that is predicted to occur at the asset. In this respect,
in a preferred implementation, an asset’s recommended operating mode may be determined
using a particular collection of multiple individual failure models (i.e., a health-metric model)
that are each configured to predict a likelihood of an individual failure type in a group of failure
types occurring at the given asset in the foreseeable future.

[20] Some representative examples of a recommended operating mode may include (a) an
“Inoperable” (or “Do Not Operate”) mode, which represents a recommendation that an asset
should not be used due to a prediction of a forthcoming failure that is expected to impact the
asset’s operation in a significant way, (b) a “Limited Use” mode, which represents a
recommendation that an asset should only be used in a limited capacity due to a prediction of a
forthcoming failure that is expected to impact the asset’s operation in some meaningful way, and
(c) a “Full Operation” mode, which represents a recommendation that an asset can be used at its

full capacity because it is either unlikely to fail or is only likely to fail in a manner that is not
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expected to impact the asset’s operation in a meaningful way. However, the recommended
operating modes may take other forms as well — including the possibility that the recommended
operating modes may be customized for particular asset types, particular industries, and/or
particular end users, as examples. Likewise, it should be understood that the recommended
operating modes may take different forms depending on the particular approach used for
categorizing the failure types (e.g., a severity-based categorization vs. a safety-based or
compliance-based categorization).

[21] Once determined, the recommended operating mode of an asset may then be presented to
an individual responsible for overseeing the asset (e.g., via a graphical user interface or the like),
which may enable the individual to make a more informed decision as to how the asset should
be used (e.g., whether the manner in which the asset is being used should be changed).

[22] As described in further detail below, the remote computing system may be configured to
perform various other functions as well, including determining individual “health scores” and/or
recommended operating modes for respective subsystems of the given asset based on operating
data from the asset, storing historical asset- and/or subsystem-level health metric and/or
recommended operating mode data for assets, causing an output system to provide various
visualizations based on the stored historical health metric and/or recommended operating mode
data, performing analytics on stored historical health metric and/or recommended operating
mode to identify certain asset-related variables that influence asset health (e.g., asset class, a
mechanic that works on the asset, and environmental conditions in which the asset is operated),
and/or receiving and intelligently performing operations based on feedback data from one or
more output systems.

[23] Accordingly, disclosed herein is a computing system that is programmed with the
capability to perform at least the following functions: (a) receiving sensor data for a given asset,
wherein the sensor data indicates operating conditions for the given asset, (b) inputting the
sensor data for the given asset into a plurality of individual failure models for a group of failure
types that are each configured to (1) receive the sensor data for the given asset as input and (2)
output a respective value indicating a likelihood of a respective failure type occurring at the
given asset within a given period of time in the future, (c) based on the respective values output
by the plurality of individual failure models for the group of failure types, identifying at least
one failure type that is predicted to occur at the given asset, (d) identifying a categorization of
the at least one identified failure type, (e) based on the identified categorization of the at least
one identified failure type, determining a recommended operating mode of the given asset, and
(f) cause a computing device to display a visual representation of the recommended operating

mode of the given asset.
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[24] In another aspect, disclosed herein is a non-transitory computer-readable medium, where
the computer-readable medium is provisioned with software that is executable to cause a
computing system to perform at least the foregoing functions.
[25] In yet another aspect, disclosed herein is a computer-implemented method that involves
at least the foregoing functions.
[26] One of ordinary skill in the art will appreciate these as well as numerous other aspects in

reading the following disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS
[27] FIG. 1 depicts an example network configuration in which example embodiments may
be implemented.
[28] FIG. 2 depicts a simplified block diagram of an example asset.
[29] FIG. 3 depicts a conceptual illustration of example abnormal-condition indicators and
sensor criteria.
[30] FIG. 4 depicts a simplified block diagram of an example analytics system.
[31] FIG. SA depicts an example flow diagram of a modeling phase that may be used for
determining a health metric.
[32] FIG. 5B depicts an example flow diagram of an asset-monitoring phase that may be used
for determining a health score.
[33] FIG. 6 depicts a conceptual illustration of data utilized to define a model.
[34] FIG. 7 depicts an example graphical user interface screen showing a representation of a
health score.
[35] FIG. 8 depicts an example flow diagram of an example process for determining a
recommended operating mode of an asset.
[36] FIG. 9A depicts an example graphical user interface screen showing a listing of
recommended operating modes for a plurality of assets.
[37] FIG. 9B depicts an example graphical user interface screen showing a subsystem-level
recommended operating mode for an asset.
[38] FIG. 10 depicts an example graphical user interface screen showing a representation of a
historical health score.
[39] FIG. 11 depicts an example flow diagram for determining variables.
[40] FIG. 12 depicts conceptual illustrations of data that results from incrementing variable

counters.
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DETAILED DESCRIPTION

[41] The following disclosure makes reference to the accompanying figures and several
exemplary scenarios. One of ordinary skill in the art will understand that such references are for
the purpose of explanation only and are therefore not meant to be limiting. Part or all of the
disclosed systems, devices, and methods may be rearranged, combined, added to, and/or
removed in a variety of manners, each of which is contemplated herein.
L EXAMPLE NETWORK CONFIGURATION
[42] Turning now to the figures, FIG. 1 depicts an example network configuration 100 in
which example embodiments may be implemented. As shown, the network configuration 100
includes one or more assets 102, a communication network 104, a remote computing system 106
that may take the form of an analytics system, one or more output systems 108, and one or more
data sources 110.
[43] The communication network 104 may communicatively connect each of the components
in the network configuration 100. For instance, the assets 102 may communicate with the
analytics system 106 via the communication network 104. In some cases, the assets 102 may
communicate with one or more intermediary systems, such as a client server (not pictured), that
in turn communicates with the analytics system 106. Likewise, the analytics system 106 may
communicate with the output systems 108 via the communication network 104. In some cases,
the analytics system 106 may communicate with one or more intermediary systems, such as a
host server (not pictured), that in turn communicates with the output systems 108. Many other
configurations are also possible.
[44] In general, an asset 102 may take the form of any device configured to perform one or
more operations (which may be defined based on the field) and may also include equipment
configured to transmit data indicative of one or more operating conditions of the asset 102. In
some examples, an asset 102 may include one or more subsystems configured to perform one or
more respective operations. In practice, multiple subsystems may operate in parallel or
sequentially in order for an asset 102 to operate.
[45] Example assets may include transportation machines (e.g., locomotives, aircrafts, semi-
trailer trucks, ships, etc.), industrial machines (e.g., mining equipment, construction equipment,
etc.), medical machines (e.g., medical imaging equipment, surgical equipment, medical
monitoring systems, medical laboratory equipment, etc.), and utility machines (e.g., turbines,
solar farms, etc.), among other examples. Those of ordinary skill in the art will appreciate that
these are but a few examples of assets and that numerous others are possible and contemplated

herein.
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[46] In example implementations, the assets 102 shown in FIG. 1 may all be of the same type
(e.g., a fleet of locomotives or aircrafts, a group of wind turbines, or a set of MRI machines,
among other examples) and perhaps may be of the same class (e.g., same brand and/or model).
In other examples, the assets 102 shown in FIG. 1 may differ by type, by brand, by model, etc.
The assets 102 are discussed in further detail below with reference to FIG. 2.
[47] As shown, the assets 102, and perhaps other data sources 110, may communicate with
the analytics system 106 via the communication network 104. In general, the communication
network 104 may include one or more computing systems and network infrastructure configured
to facilitate transferring data between network components. The communication network 104
may be or may include one or more Wide-Area Networks (WANs) and/or Local-Area Networks
(LANSs), which may be wired and/or wireless. In some examples, the communication network
104 may include one or more cellular networks and/or the Internet, among other networks. The
communication network 104 may operate according to one or more communication protocols,
such as LTE, CDMA, WiMax, WiFi, Bluetooth, HTTP, TCP, and the like. Although the
communication network 104 is shown as a single network, it should be understood that the
communication network 104 may include multiple, distinct networks that are themselves
communicatively linked. The communication network 104 could take other forms as well.
[48] As noted above, the analytics system 106 may be configured to receive data from the
assets 102 and the data sources 110. Broadly speaking, the analytics system 106 may include
one or more computing systems, such as servers and databases, configured to receive, process,
analyze, and output data. The analytics system 106 may be configured according to a given
dataflow technology, such as .NET or Nifi, among other examples. The analytics system 106 is
discussed in further detail below with reference to FIG. 4.
[49] As shown, the analytics system 106 may be configured to transmit data to the assets 102
and/or to the output systems 108. The particular data transmitted to the assets 102 and/or to the
output systems 108 may take various forms and will be described in further detail below.
[50] In general, an output system 108 may take the form of a computing system or device
configured to receive data and provide some form of output. The output system 108 may take
various forms. In one example, one or more of the output systems 108 may be or include an
output device configured to receive data and provide an audible, visual, and/or tactile output in
response to the data. In general, an output device may include one or more input interfaces
configured to receive user input, and the output device may be configured to transmit data
through the communication network 104 based on such user input. Examples of output devices
include tablets, smartphones, laptop computers, other mobile computing devices, desktop

computers, smart TVs, and the like.
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[S1] Another example of an output system 108 may take the form of a work-order system
configured to output a request for a mechanic or the like to repair an asset. Yet another example
of an output system 108 may take the form of a parts-ordering system configured to place an
order for a part of an asset and output a receipt thereof. Numerous other output systems are also
possible.
[52] The one or more data sources 110 may be configured to communicate with the analytics
system 106. In general, a data source 110 may be or include one or more computing systems
configured to collect, store, and/or provide to other systems, such as the analytics system 106,
data that may be relevant to the functions performed by the analytics system 106. The data
source 110 may be configured to generate and/or obtain data independently from the assets 102.
As such, the data provided by the data sources 110 may be referred to herein as “external data.”
The data source 110 may be configured to provide current and/or historical data. In practice, the
analytics system 106 may receive data from a data source 110 by “subscribing” to a service
provided by the data source. However, the analytics system 106 may receive data from a data
source 110 in other manners as well.
[53] Examples of data sources 110 include environment data sources, asset-management data
sources, and other data sources. In general, environment data sources provide data indicating
some characteristic of the environment in which assets are operated. Examples of environment
data sources include weather-data servers, global navigation satellite systems (GNSS) servers,
map-data servers, and topography-data servers that provide information regarding natural and
artificial features of a given area, among other examples.
[54] In general, asset-management data sources provide data indicating events or statuses of
entities that may affect the operation or maintenance of assets (e.g., when and where an asset
may operate or receive maintenance). Examples of asset-management data sources include
traffic-data servers that provide information regarding air, water, and/or ground traffic, asset-
schedule servers that provide information regarding expected routes and/or locations of assets on
particular dates and/or at particular times, defect detector systems (also known as “hotbox”
detectors) that provide information regarding one or more operating conditions of an asset that
passes in proximity to the defect detector system, part-supplier servers that provide information
regarding parts that particular suppliers have in stock and prices thereof, and repair-shop servers
that provide information regarding repair shop capacity and the like, among other examples.
[55] Examples of other data sources include power-grid servers that provide information
regarding electricity consumption and external databases that store historical operating data for
assets, among other examples. One of ordinary skill in the art will appreciate that these are but a

few examples of data sources and that numerous others are possible.
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[56] It should be understood that the network configuration 100 is one example of a network
in which embodiments described herein may be implemented. Numerous other arrangements
are possible and contemplated herein. For instance, other network configurations may include
additional components not pictured and/or more or less of the pictured components.
1L EXAMPLE ASSET
[57] Turning to FIG. 2, a simplified block diagram of an example asset 200 is depicted. The
asset 200 may be one of the assets 102 from FIG. 1. As shown, the asset 200 may include one
or more subsystems 202, one or more sensors 204, a processing unit 206, data storage 208, one
or more network interfaces 210, and one or more user interfaces 212, all of which may be
communicatively linked by a system bus, network, or other connection mechanism. One of
ordinary skill in the art will appreciate that the asset 200 may include additional components not
shown and/or more or less of the depicted components.
[58] Broadly speaking, the asset 200 may include one or more electrical, mechanical, and/or
electromechanical components configured to perform one or more operations. In some cases,
one or more components may be grouped into a given subsystem 202.
[539] Generally, a subsystem 202 may include a group of related components that are part of
the asset 200. A single subsystem 202 may independently perform one or more operations or
the single subsystem 202 may operate along with one or more other subsystems to perform one
or more operations. Typically, different types of assets, and even different classes of the same
type of assets, may include different subsystems. For instance, in the context of transportation
assets, examples of subsystems 202 may include engines, transmissions, drivetrains, fuel
systems, battery systems, exhaust systems, braking systems, electrical systems, signal processing
systems, generators, gear boxes, rotors, and hydraulic systems, among numerous other
examples.
[60] As suggested above, the asset 200 may be outfitted with various sensors 204 that are
configured to monitor operating conditions of the asset 200. In some cases, some of the sensors
204 may be grouped based on a particular subsystem 202. In this way, the group of sensors 204
may be configured to monitor operating conditions of the particular subsystem 202.
[61] In general, a sensor 204 may be configured to detect a physical property, which may be
indicative of one or more operating conditions of the asset 200, and provide an indication, such
as an electrical signal, of the detected physical property. In operation, the sensors 204 may be
configured to obtain measurements continuously, periodically (e.g., based on a sampling
frequency), and/or in response to some triggering event. In some examples, the sensors 204 may
be preconfigured with operating parameters for performing measurements and/or may perform

measurements in accordance with operating parameters provided by the processing unit 206

10



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052
(e.g., sampling signals that instruct the sensors 204 to obtain measurements). In examples,
different sensors 204 may have different operating parameters (e.g., some sensors may sample
based on a first frequency, while other sensors sample based on a second, different frequency).
In any event, the sensors 204 may be configured to transmit electrical signals indicative of a
measured physical property to the processing unit 206. The sensors 204 may continuously or
periodically provide such signals to the processing unit 206.
[62] For instance, sensors 204 may be configured to measure physical properties such as the
location and/or movement of the asset 200, in which case the sensors may take the form of
GNSS sensors, dead-reckoning-based sensors, accelerometers, gyroscopes, pedometers,
magnetometers, or the like.
[63] Additionally, various sensors 204 may be configured to measure other operating
conditions of the asset 200, examples of which may include temperatures, pressures, speeds,
friction, power usages, fuel usages, fluid levels, runtimes, voltages and currents, magnetic fields,
electric fields, and power generation, among other examples. One of ordinary skill in the art
will appreciate that these are but a few example operating conditions that sensors may be
configured to measure. Additional or fewer sensors may be used depending on the industrial
application or specific asset.
[64] The processing unit 206 may include one or more processors, which may take the form
of a general- or special-purpose processor.  Examples of processors may include
microprocessors, application-specific integrated circuits, digital signal processors, and the like.
In turn, the data storage 208 may be or include one or more non-transitory computer-readable
storage media, such as optical, magnetic, organic, or flash memory, among other examples.
[65] The processing unit 206 may be configured to store, access, and execute
computer-readable program instructions stored in the data storage 208 to perform the operations
of an asset described herein. For instance, as suggested above, the processing unit 206 may be
configured to receive respective sensor signals from the sensors 204. The processing unit 206
may be configured to store sensor data in and later access it from the data storage 208.
[66] The processing unit 206 may also be configured to determine whether received sensor
signals trigger any abnormal-condition indicators, such as fault codes. For instance, the
processing unit 206 may be configured to store in the data storage 208 abnormal-condition rules
(e.g., fault-code rules), each of which include a given abnormal-condition indicator representing
a particular abnormal condition and respective sensor criteria that trigger the abnormal-condition
indicator. That is, each abnormal-condition indicator corresponds with one or more sensor
measurement values that must be satisfied before the abnormal-condition indicator is triggered.

In practice, the asset 200 may be pre-programmed with the abnormal-condition rules and/or may
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receive new abnormal-condition rules or updates to existing rules from a computing system,
such as the analytics system 106.

[67] In any event, the processing unit 206 may be configured to determine whether received
sensor signals trigger any abnormal-condition indicators. That is, the processing unit 206 may
determine whether received sensor signals satisfy any sensor criteria. When such a
determination is affirmative, the processing unit 206 may generate abnormal-condition data and
may also cause the asset’s user interface 212 to output an indication of the abnormal condition,
such as a visual and/or audible alert. Additionally, the processing unit 206 may log the
occurrence of the abnormal-condition indicator in the data storage 208, perhaps with a
timestamp.

[68] FIG. 3 depicts a conceptual illustration of example abnormal-condition indicators and
respective sensor criteria for an asset. In particular, FIG. 3 depicts a conceptual illustration of
example fault codes. As shown, table 300 includes columns 302, 304, and 306 that correspond
to Sensors A, B, and C, respectively, and rows 308, 310, and 312 that correspond to Fault Codes
1, 2, and 3, respectively. Entries 314 then specify sensor criteria (e.g., sensor value thresholds)
that correspond to the given fault codes.

[69] For example, Fault Code 1 will be triggered when Sensor A detects a rotational
measurement greater than 135 revolutions per minute (RPM) and Sensor C detects a temperature
measurement greater than 65° Celsius (C), Fault Code 2 will be triggered when Sensor B detects
a voltage measurement greater than 1000 Volts (V) and a temperature measurement less than
55°C, and Fault Code 3 will be triggered when Sensor A detects a rotational measurement
greater than 100 RPM, a voltage measurement greater than 750 V, and a temperature
measurement greater than 60°C. One of ordinary skill in the art will appreciate that FIG. 3 is
provided for purposes of example and explanation only and that numerous other fault codes
and/or sensor criteria are possible and contemplated herein.

[70] Referring back to FIG. 2, the processing unit 206 may be configured to carry out various
additional functions for managing and/or controlling operations of the asset 200 as well. For
example, the processing unit 206 may be configured to provide instruction signals to the
subsystems 202 and/or the sensors 204 that cause the subsystems 202 and/or the sensors 204 to
perform some operation, such as modifying a throttle position or a sensor-sampling rate.
Moreover, the processing unit 206 may be configured to receive signals from the subsystems
202, the sensors 204, the network interfaces 210, and/or the user interfaces 212 and based on
such signals, cause an operation to occur. Other functionalities of the processing unit 206 are

discussed below.
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[71] The one or more network interfaces 210 may be configured to provide for
communication between the asset 200 and various network components connected to
communication network 104.  For example, at least one network interface 210 may be
configured to facilitate wireless communications to and from the communication network 104
and may thus take the form of an antenna structure and associated equipment for transmitting
and receiving various over-the-air signals. Other examples are possible as well. In practice, the
one or more network interfaces 210 may be configured according to a communication protocol,
such as any of those described above.
[72] The one or more user interfaces 212 may be configured to facilitate user interaction
with the asset 200 and may also be configured to facilitate causing the asset 200 to perform an
operation in response to user interaction. Examples of user interfaces 212 include touch-
sensitive interfaces, mechanical interfaces (e.g., levers, buttons, wheels, dials, keyboards, etc.),
and other input interfaces (e.g., microphones), among other examples. In some cases, the one or
more user interfaces 212 may include or provide connectivity to output components, such as
display screens, speakers, headphone jacks, and the like.
[73] One of ordinary skill in the art will appreciate that the asset 200 shown in FIG. 2 is but
one example of a simplified representation of an asset and that numerous others are also
possible. For instance, in some examples, an asset may include a data acquisition system
configured to obtain sensor signals from the sensors where the data acquisition system operates
independently from a central controller (such as the processing unit 206) that controls the
operations of the asset.
111 EXAMPLE ANALYTICS SYSTEM
[74] Referring now to FIG. 4, a simplified block diagram of an example analytics system 400
is depicted. As suggested above, the analytics system 400 may include one or more computing
systems communicatively linked and arranged to carry out various operations described herein.
Specifically, as shown, the analytics system 400 may include a data intake system 402, a data
science system 404, and one or more databases 406. These system components may be
communicatively coupled via one or more wireless and/or wired connections.
[75] The data intake system 402 may generally function to receive and process data and
output data to the data science system 404. As such, the data intake system 402 may include one
or more network interfaces configured to receive data from various network components of the
network configuration 100, such as a number of different assets 102 and/or data sources 110.
Specifically, the data intake system 402 may be configured to receive analog signals, data
streams, and/or network packets, among other examples. As such, the network interfaces may

include one or more wired network interfaces, such as a port or the like, and/or wireless network
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interfaces, similar to those described above. In some examples, the data intake system 402 may
be or include components configured according to a given dataflow technology, such as a Nifi
receiver or the like.

[76] The data intake system 402 may include one or more processing components configured
to perform one or more operations. Example operations may include compression and/or
decompression, encryption and/or de-encryption, analog-to-digital and/or digital-to-analog
conversion, filtration, and amplification, among other operations. Moreover, the data intake
system 402 may be configured to parse, sort, organize, and/or route data based on data type
and/or characteristics of the data. In some examples, the data intake system 402 may be
configured to format, package, and/or route data based on one or more characteristics or
operating parameters of the data science system 404.

[77] In general, the data received by the data intake system 402 may take various forms. For
example, the payload of the data may include a single sensor measurement, multiple sensor
measurements and/or one or more fault codes. Other examples are also possible.

[78] Moreover, the received data may include certain characteristics, such as a source
identifier and a timestamp (e.g., a date and/or time at which the information was obtained). For
instance, a unique identifier (e.g., a computer generated alphabetic, numeric, alphanumeric, or
the like identifier) may be assigned to each asset, and perhaps to each sensor. Such identifiers
may be operable to identify the asset, or sensor, from which data originates. In some cases,
another characteristic may include the location (e.g., GPS coordinates) at which the information
was obtained. Data characteristics may come in the form of signal signatures or metadata,
among other examples.

[79] The data science system 404 may generally function to receive (e.g., from the data intake
system 402) and analyze data and based on such analysis, cause one or more operations to occur.
As such, the data science system 404 may include one or more network interfaces 408, a
processing unit 410, and data storage 412, all of which may be communicatively linked by a
system bus, network, or other connection mechanism. In some cases, the data science system
404 may be configured to store and/or access one or more application program interfaces (APIs)
that facilitate carrying out some of the functionality disclosed herein.

[80] The network interfaces 408 may be the same or similar to any network interface
described above. In practice, the network interfaces 408 may facilitate communication between
the data science system 404 and various other entities, such as the data intake system 402, the
databases 406, the assets 102, the output systems 108, etc.

[81] The processing unit 410 may include one or more processors, such as any of the

processors described above. In turn, the data storage 412 may be or include one or more non-
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transitory computer-readable storage media, such as any of the examples provided above. The
processing unit 410 may be configured to store, access, and execute computer-readable program
instructions stored in the data storage 412 to perform the operations of an analytics system
described herein.

[82] In general, the processing unit 410 may be configured to perform analytics on data
received from the data intake system 402. To that end, the processing unit 410 may be
configured to execute one or more modules, which may each take the form of one or more sets
of program instructions that are stored in the data storage 412. The modules may be configured
to facilitate causing an outcome to occur based on the execution of the respective program
instructions. An example outcome from a given module may include outputting data into
another module, updating the program instructions of the given module and/or of another
module, and outputting data to a network interface 408 for transmission to the assets 102 and/or
the output systems 108, among other examples.
[83] The databases 406 may generally function to receive (e.g., from the data science system
404) and store data. As such, each database 406 may include one or more non-transitory
computer-readable storage media, such as any of the examples provided above. In practice, the
databases 406 may be separate from or integrated with the data storage 412.
[84] The databases 406 may be configured to store numerous types of data, some of which is
discussed below. In practice, some of the data stored in the databases 406 may include a
timestamp indicating a date and time at which the data was generated or added to the database.
Moreover, data may be stored in a number of manners in the databases 406. For instance, data
may be stored in time sequence, in a tabular manner, and/or organized based on data source type
(e.g., based on asset, asset type, sensor, or sensor type) or fault code, among other examples.

V. EXAMPLE OPERATIONS
[85] The operations of the example network configuration 100 depicted in FIG. 1 will now be
discussed in further detail below. To help describe some of these operations, flow diagrams may
be referenced to describe combinations of operations that may be performed. In some cases,
each block may represent a module or portion of program code that includes instructions that are
executable by a processor to implement specific logical functions or steps in a process. The
program code may be stored on any type of computer-readable medium, such as non-transitory
computer-readable media. In other cases, each block may represent circuitry that is wired to
perform specific logical functions or steps in a process. Moreover, the blocks shown in the flow
diagrams may be rearranged into different orders, combined into fewer blocks, separated into

additional blocks, and/or removed based upon the particular embodiment.

15



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052
[86] The following description may reference examples where a single data source, such as
the asset 200, provides data to the analytics system 400 that then performs one or more
functions. It should be understood that this is done merely for sake of clarity and explanation
and is not meant to be limiting. In practice, the analytics system 400 generally receives data
from multiple sources, perhaps simultaneously, and performs operations based on such
aggregate received data.

A. COLLECTION OF OPERATING DATA

[87] As mentioned above, the representative asset 200 may take various forms and may be
configured to perform a number of operations. In a non-limiting example, the asset 200 may
take the form of a locomotive that is operable to transfer cargo across the United States. While
in transit, the sensors 204 may obtain sensor data that reflects one or more operating conditions
of the asset 200. The sensors 204 may transmit the sensor data to the processing unit 206.
[88] The processing unit 206 may be configured to receive sensor data from the sensors 204.
In practice, the processing unit 206 may receive sensor data from multiple sensors
simultaneously or sequentially. As discussed above, while receiving the sensor data, the
processing unit 206 may also be configured to determine whether sensor data satisfies sensor
criteria that trigger any abnormal-condition indicators, such as fault codes. In the event the
processing unit 206 determines that one or more abnormal-condition indicators are triggered, the
processing unit 206 may be configured to perform one or more local operations, such as
outputting an indication of the triggered indicator via a user interface 212.
[89] The processing unit 206 may then be configured to transmit operating data for the asset
200 to the analytics system 400 via one of the network interfaces 210 and the communication
network 104. For instance, the asset 200 may transmit operating data for to the analytics system
400 continuously, periodically, and/or in response to triggering events (e.g., fault codes).
Specifically, the asset 200 may transmit operating data periodically based on a particular
frequency (e.g., daily, hourly, every fifteen minutes, once per minute, once per second, etc.), or
the asset 200 may be configured to transmit a continuous, real-time feed of operating data.
Additionally or alternatively, the asset 200 may be configured to transmit operating data based
on certain triggers, such as when sensor measurements from the sensors 204 satisfy sensor
criteria for any abnormal-condition indicators. The asset 200 may transmit operating data in
other manners as well.
[90] In practice, operating data for the asset 200 may include sensor data and/or abnormal-
condition data. In some implementations, the asset 200 may be configured to provide the
operating data in a single data stream, while in other implementations the asset 200 may be

configured to provide the operating data in multiple, distinct data streams. For example, the
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asset 200 may provide the analytics system 400 a first data stream of sensor data and a second
data stream of abnormal-condition data. Other possibilities also exist.
[91] Sensor data may take various forms. For example, at times, sensor data may include
measurements obtained by each of the sensors 204. While at other times, sensor data may
include measurements obtained by a subset of the sensors 204.
[92] Specifically, the sensor data may include measurements obtained by the sensors
associated with a given triggered abnormal-condition indicator. For example, if a triggered fault
code is Fault Code 1 from FIG. 3, then the sensor data may include raw measurements obtained
by Sensors A and C. Additionally or alternatively, the sensor data may include measurements
obtained by one or more sensors not directly associated with the triggered fault code.
Continuing off the last example, the sensor data may additionally include measurements
obtained by Sensor B and/or other sensors. In some examples, the processing unit 206 may
include particular sensor data in the operating data based on a fault-code rule or instruction
provided by the analytics system 400, which may have, for example, determined that there is a
correlation between that which Sensor B is measuring and that which caused the Fault Code 1 to
be triggered in the first place. Other examples are also possible.
[93] Further still, the sensor data may include one or more sensor measurements from each
sensor of interest based on a particular time of interest, which may be selected based on a
number of factors. In some examples, the particular time of interest may be based on a sampling
rate. In other examples, the particular time of interest may be based on the time at which an
abnormal-condition indicator is triggered.
[94] In particular, based on the time at which an abnormal-condition indicator is triggered, the
sensor data may include one or more respective sensor measurements from each sensor of
interest (e.g., sensors directly and indirectly associated with the triggered fault code). The one
or more sensor measurements may be based on a particular number of measurements or
particular duration of time around the time of the triggered abnormal-condition indicator.
[95] For example, if the triggered fault code is Fault Code 2 from FIG. 3, the sensors of
interest might include Sensors B and C. The one or more sensor measurements may include the
most recent respective measurements obtained by Sensors B and C prior to the triggering of the
fault code (e.g., triggering measurements) or a respective set of measurements before, after, or
about the triggering measurements. For example, a set of five measurements may include the
five measurements before or after the triggering measurement (e.g., excluding the triggering
measurement), the four measurements before or after the triggering measurement and the
triggering measurement, or the two measurements before and the two after as well as the

triggering measurement, among other possibilities.
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[96] Similar to sensor data, the abnormal-condition data may take various forms. In general,
the abnormal-condition data may include or take the form of an indicator that is operable to
uniquely identify a particular abnormal condition that occurred at the asset 200 from all other
abnormal conditions that may occur at the asset 200. The abnormal-condition indicator may
take the form of an alphabetic, numeric, or alphanumeric identifier, among other examples.
Moreover, the abnormal-condition indicator may take the form of a string of words that is
descriptive of the abnormal condition, such as “Overheated Engine” or “Out of Fuel”, among
other examples.
[97] The analytics system 400, and in particular, the data intake system 402, may be
configured to receive operating data from one or more assets and/or data sources, such as the
asset 200. The data intake system 402 may be configured to perform one or more operations to
the received data and then relay the data to the data science system 404. In turn, the data science
system 404 may analyze the received data and based on such analysis, perform one or more
operations.

B. HEALTH SCORE

[98] As one example, the data science system 404 may be configured to determine a “health
score” for an asset, which is a single, aggregated metric that indicates whether a failure will
occur at the asset within a given timeframe into the future (e.g., the next two weeks). In
particular, in example implementations, a health score may indicate a likelihood that no failures
from a group of failures will occur at the asset within a given timeframe into the future, or a
health score may indicate a likelihood that at least one failure from a group of failures will occur
at the asset within a given timeframe into the future.
[99] In practice, depending on the desired granularity of the health metric, the data science
system 404 may also be configured to determine different levels of health metrics. For example,
the data science system 404 may determine a health metric for the asset as a whole (i.e., an
asset-level health metric). As another example, the data science system 404 may determine a
respective health metric for each of one or more subsystems of the asset (i.e., subsystem-level
health metrics), which may also then be combined to generate an asset-level health metric.
Other examples are also possible.
[100] In general, determining a health metric may involve two phases: (1) a “modeling” phase
during which the data science system 404 defines a model for predicting the likelihood of
failures occurring and (2) an asset-monitoring phase during which the data science system 404
utilizes the model defined in the machine learning phase and operating data for a given asset to

determine a health metric for the given asset.
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[101] FIG. 5A is a flow diagram 500 depicting one possible example of a modeling phase that
may be used for determining a health metric. For purposes of illustration, the example modeling
phase is described as being carried out by the data science system 404, but this modeling phase
may be carried out by other systems as well. One of ordinary skill in the art will appreciate that
the flow diagram 500 is provided for sake of clarity and explanation and that numerous other
combinations of operations may be utilized to determine a health metric.
[102] As shown in FIG. 5A, at block 502, the data science system 404 may begin by defining a
set of the one or more failures that form the basis for the health metric (i.e., the failures of
interest). In practice, the one or more failures may be those failures that could render an asset
(or a subsystem thereof) inoperable if they were to occur. Based on the defined set of failures,
the data science system 404 may take steps to define a model for predicting a likelihood of any
of the failures occurring within a given timeframe in the future (e.g., the next two weeks).
[103] In particular, at block 504, the data science system 404 may analyze historical operating
data for a group of one or more assets to identify past occurrences of a given failure from the set
of failures. At block 506, the data science system 404 may identify a respective set of operating
data that is associated with each identified past occurrence of the given failure (e.g., sensor data
from a given timeframe prior to the occurrence of the given failure). At block 508, the data
science system 404 may analyze the identified sets of operating data associated with past
occurrences of the given failure to define a relationship (e.g., a failure model) between (1) the
values for a given set of operating metrics and (2) the likelihood of the given failure occurring
within a given timeframe in the future (e.g., the next two weeks). Lastly, at block 510, the
defined relationship for each failure in the defined set (e.g., the individual failure models) may
then be combined into a model for predicting the overall likelihood of a failure occurring.
[104] As the data science system 404 continues to receive updated operating data for the group
of one or more assets, the data science system 404 may also continue to refine the predictive
model for the defined set of one or more failures by repeating steps 504-510 on the updated
operating data.
[105] The functions of the example modeling phase illustrated in FIG. SA will now be
described in further detail. Starting with block 502, as noted above, the data science system 404
may begin by defining a set of the one or more failures that form the basis for the health metric.
The data science system 404 may perform this function in various manners.
[106] In one example, the set of the one or more failures may be based on one or more user
inputs. Specifically, the data science system 404 may receive from a computing system
operated by a user, such as an output system 108, input data indicating a user selection of the

one or more failures. As such, the set of one or more failures may be user defined.
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[107] In other examples, the set of the one or more failures may be based on a determination
made by the data science system 404. In particular, the data science system 404 may be
configured to define the set of one or more failures, which may occur in a number of manners.
[108] For instance, the data science system 404 may be configured to define the set of failures
based on one or more characteristics of the asset 200. That is, certain failures may correspond to
certain characteristics, such as asset type, class, etc., of an asset. For example, each type and/or
class of asset may have respective failures of interest.
[109] In another instance, the data science system 404 may be configured to define the set of
failures based on historical data stored in the databases 406 and/or external data provided by the
data sources 110. For example, the data science system 404 may utilize such data to determine
which failures result in the longest repair-time and/or which failures are historically followed by
additional failures, among other examples.
[110] In yet other examples, the set of one or more failures may be defined based on a
combination of user inputs and determinations made by the data science system 404. Other
examples are also possible.
[111] At block 504, for each of the failures from the set of failures, the data science system 404
may analyze historical operating data for a group of one or more assets (e.g., fault code data) to
identify past occurrences of a given failure. The group of the one or more assets may include a
single asset, such as asset 200, or multiple assets of a same or similar type, such as fleet of
assets. The data science system 404 may analyze a particular amount of historical operating
data, such as a certain amount of time’s worth of data (e.g., a month’s worth) or a certain
number of data-points (e.g., the most recent thousand data-points), among other examples.
[112] In practice, identifying past occurrences of the given failure may involve the data science
system 404 identifying the type of operating data, such as abnormal-condition data, that
indicates the given failure. In general, a given failure may be associated with one or multiple
abnormal-condition indicators, such as fault codes. That is, when the given failure occurs, one
or multiple abnormal-condition indicators may be triggered. As such, abnormal-condition
indicators may be reflective of an underlying symptom of a given failure.
[113] After identifying the type of operating data that indicates the given failure, the data
science system 404 may identify the past occurrences of the given failure in a number of
manners. For instance, the data science system 404 may locate, from historical operating data
stored in the databases 406, abnormal-condition data corresponding to the indicators associated
with the given failure. Each located abnormal-condition data would indicate an occurrence of
the given failure. Based on this located abnormal-condition data, the data science system 404

may identify a time at which a past failure occurred.
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[114] At block 506, the data science system 404 may identify a respective set of operating data
that is associated with each identified past occurrence of the given failure. In particular, the data
science system 404 may identify a set of sensor data from a certain timeframe around the time of
the given occurrence of the given failure. For example, the set of data may be from a particular
timeframe (e.g., two weeks) before, after, or around the given occurrence of the failure. In other
cases, the set of data may be identified from a certain number of data-points before, after, or
around the given occurrence of the failure.
[115] In example implementations, the set of operating data may include sensor data from
some or all of the sensors 204. For example, the set of operating data may include sensor data
from sensors associated with a fault code corresponding to the given failure.
[116] To illustrate, FIG. 6 depicts a conceptual illustration of historical operating data that the
data science system 404 may analyze to facilitate defining a model. Plot 600 may correspond to
a segment of historical sensor data that originated from some (e.g., Sensor A and Sensor B) or
all of the sensors 204. As shown, the plot 600 includes time on the x-axis 602, sensor
measurement values on the y-axis 604, and sensor data 606 corresponding to Sensor A and
sensor data 608 corresponding to Sensor B, each of which includes various data-points
representing sensor measurements at particular points in time, Ti. Moreover, the plot 600
includes an indication of an occurrence of a failure 610 that occurred at a past time, Tr (e.g.,
“time of failure”), and an indication of an amount of time 612 before the occurrence of the
failure, AT, from which sets of operating data are identified. As such, Tr- AT defines a
timeframe 614 of data-points of interest.
[117] Returning to FIG. SA, after the data science system 404 identifies the set of operating
data for the given occurrence of the given failure (e.g., the occurrence at Tr), the data science
system 404 may determine whether there are any remaining occurrences for which a set of
operating data should be identified. In the event that there is a remaining occurrence, block 506
would be repeated for each remaining occurrence.
[118] Thereafter, at block 508, the data science system 404 may analyze the identified sets of
operating data associated with the past occurrences of the given failure to define a relationship
(e.g., a failure model) between (1) a given set of operating metrics (e.g., a given set of sensor
measurements) and (2) the likelihood of the given failure occurring within a given timeframe in
the future (e.g., the next two weeks). That is, a given failure model may take as inputs sensor
measurements from one or more sensors and output a probability that the given failure will
occur within the given timeframe in the future.
[119] In general, a failure model may define a relationship between operating conditions of the

asset 200 and the likelihood of a failure occurring. In some implementations, in addition to raw
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data signals from sensors 204, a failure model may receive a number of other data inputs, also
known as features, which are derived from the sensor signals. Such features may include an
average or range of sensor values that were historically measured when a failure occurred, an
average or range of sensor-value gradients (e.g., a rate of change in sensor measurements) that
were historically measured prior to an occurrence of a failure, a duration of time between
failures (e.g., an amount of time or number of data-points between a first occurrence of a failure
and a second occurrence of a failure), and/or one or more failure patterns indicating sensor
measurement trends around the occurrence of a failure. One of ordinary skill in the art will
appreciate that these are but a few example features that can be derived from sensor signals and
that numerous other features are possible.
[120] In practice, a failure model may be defined in a number of manners. In example
implementations, the data science system 404 may define a failure model by utilizing one or
more modeling techniques that return a probability between zero and one, such as a random
forest technique, logistic regression technique, or other regression technique.
[121] In a particular example, defining a failure model may involve the data science system
404 generating a response variable based on the historical operating data identified at block 506.
Specifically, the data science system 404 may determine an associated response variable for
each set of sensor measurements received at a particular point in time. As such, the response
variable may take the form of a data set associated with the failure model.
[122] The response variable may indicate whether the given set of sensor measurements is
within any of the timeframes determined at block 506. That is, a response variable may reflect
whether a given set of sensor data is from a time of interest about the occurrence of a failure.
The response variable may be a binary-valued response variable such that if the given set of
sensor measurements is within any of determined timeframes, the associated response variable is
assigned a value of one, and otherwise, the associated response variable is assigned a value of
Zero.
[123] Returning to FIG. 6, a conceptual illustration of a response variable vector, Yres, 1S shown
on the plot 600. As shown, response variables associated with sets of sensor measurements that
are within the timeframe 614 have a value of one (e.g., Yrs at times Ti+s -Tig), while response
variables associated with sets of sensor measurements outside the timeframe 614 have a value of
zero (e.g., Yres at times Ti-Ti+z and Ti+o -Ti10). Other response variables are also possible.
[124] Continuing in the particular example of defining a failure model based on a response
variable, the data science system 404 may train the failure model with the historical operating
data identified at block 506 and the generated response variable. Based on this training process,

the data science system 404 may then define the failure model that receives as inputs various
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sensor data and outputs a probability between zero and one that a failure will occur within a
period of time equivalent to the timeframe used to generate the response variable.

[125] In some cases, training with the historical operating data identified at block 506 and the
generated response variable may result in variable importance statistics for each sensor. A given
variable importance statistic may indicate the sensor’s relative effect on the probability that a
given failure will occur within the period of time into the future.

[126] Additionally or alternatively, the data science system 404 may be configured to define a
failure model based on one or more survival analysis techniques, such as a Cox proportional
hazard technique. The data science system 404 may utilize a survival analysis technique
similarly in some respects to the above-discussed modeling technique, but the data science
system 404 may determine a survival time-response variable that indicates an amount of time
from the last failure to a next expected event. A next expected event may be either reception of
senor measurements or an occurrence of a failure, whichever occurs first. This response
variable may include a pair of values that are associated with each of the particular points in
time at which sensor measurements are received. The response variable may then be utilized to
determine a probability that a failure will occur within the given timeframe in the future.

[127] In some example implementations, a failure model may be defined based in part on
external data, such as weather data and/or “hot box™ data, among other data. For instance, based
on such data, the failure model may increase or decrease an output failure probability.

[128] In practice, external data may be observed at points in time that do not coincide with
times at which the sensors 204 obtain measurements. For example, the times at which “hot box”
data is collected (e.g., times at which a locomotive passes along a section of railroad track that is
outfitted with hot box sensors) may be in disagreement with sensor measurement times. In such
cases, the data science system 404 may be configured to perform one or more operations to
determine external data observations that would have been observed at times that correspond to
the sensor measurement times.

[129] Specifically, the data science system 404 may utilize the times of the external data
observations and times of the sensor measurements to interpolate the external data observations
to produce external data values for times corresponding to the sensor measurement times.
Interpolation of the external data may allow external data observations or features derived
therefrom to be included as inputs into the failure model. In practice, various techniques may be
used to interpolate the external data with the sensor data, such as nearest-neighbor interpolation,
linear interpolation, polynomial interpolation, and spline interpolation, among other examples.
[130] Returning to FIG. 5A, after the data science system 404 determines a failure model for a

given failure from the set of failures defined at block 502, the data science system 404 may
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determine whether there are any remaining failures for which a failure model should be
determined. In the event that there remains a failure for which a failure model should be
determined, the data science system 404 may repeat the loop of blocks 504-508. In some
implementations, the data science system 404 may determine a single failure model that
encompasses all of the failures defined at block 502. In other implementations, the data science
system 404 may determine a failure model for each subsystem of an asset, which may then be
utilized to determine an asset-level failure model (see below for further discussion). Other
examples are also possible.

[131] Lastly, at block 510, the defined relationship for each failure in the defined set (e.g., the
individual failure models) may then be combined into the model (e.g., the health-metric model)
for predicting the overall likelihood of a failure occurring within the given timeframe in the
future (e.g., the next two weeks). That is, the model receives as inputs sensor measurements
from one or more sensors and outputs a single probability that at least one failure from the set of
failures will occur within the given timeframe in the future.

[132] The data science system 404 may define the health-metric model in a number of
manners, which may depend on the desired granularity of the health metric. That is, in instances
where there are multiple failure models, the outcomes of the failure models may be utilized in a
number of manners to obtain the output of the health-metric model. For example, the data
science system 404 may determine a maximum, median, or average from the multiple failure
models and utilize that determined value as the output of the health-metric model.

[133] In other examples, determining the health-metric model may involve the data science
system 404 attributing a weight to individual probabilities output by the individual failure
models. For instance, each failure from the set of failures may be considered equally
undesirable, and so each probability may likewise be weighted the same in determining the
health-metric model. In other instances, some failures may be considered more undesirable than
others (e.g., more catastrophic or require longer repair time, etc.), and so those corresponding
probabilities may be weighted more than others.

[134] In yet other examples, determining the health-metric model may involve the data science
system 404 utilizing one or more modeling techniques, such as a regression technique. In
particular, the data science system 404 may regress on the probabilities output by the individual
failure models and an aggregate response variable. An aggregate response variable may take the
form of the logical disjunction (logical OR) of the response variables (e.g., Yrs in FIG. 6) from
each of the individual failure models. For example, aggregate response variables associated
with any set of sensor measurements that occur within any timeframe determined at block 506

(e.g., the timeframe 614 of FIG. 6) may have a value of one, while aggregate response variables
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associated with sets of sensor measurements that occur outside any of the timeframes may have
a value of zero. Other manners of defining the health-metric model are also possible.

[135] In some implementations, block 510 may be unnecessary. For example, as discussed
above, the data science system 404 may determine a single failure model, in which case the
health-metric model may be the single failure model.

[136] In practice, the data science system 404 may be configured to update the individual
failure models and/or the overall health-metric model. The data science system 404 may update
a model daily, weekly, monthly, etc. and may do so based on a new portion of historical
operating data from the asset 200 or from other assets (e.g., from other assets in the same fleet as
the asset 200). Other examples are also possible.

[137] FIG. 5B is next a flow diagram 520 depicting one possible example of an
asset-monitoring phase that may be used for determining a health metric. For purposes of
illustration, the example asset-monitoring phase is described as being carried out by the data
science system 404, but this asset-monitoring phase may be carried out by other systems as well.
One of ordinary skill in the art will appreciate that the flow diagram 520 is provided for sake of
clarity and explanation and that numerous other combinations of operations and functions may
be utilized to determine a health metric.

[138] As shown in FIG. 5B, at block 522, the data science system 404 may receive data that
reflects the current operating conditions of a given asset. At block 524, the data science system
404 may identify, from the received data, the set of operating data that is to be input into the
model defined during the modeling phase. At block 526, the data science system 404 may then
input the identified set of operating data into the model, which in turn determines and outputs an
overall likelihood of a failure occurring within the given timeframe in the future (e.g., the next
two weeks). Lastly, at block 528, the data science system 404 may convert this likelihood into
the health metric.

[139] As the data science system 404 continues to receive updated operating data for the given
asset, the data science system 404 may also continue to update the health metric for the given
asset by repeating the operations of blocks 522-528 based on the updated operating data. In
some cases, the operations of blocks 522-528 may be repeated each time the data science system
404 receives new data or periodically (e.g., daily, weekly, monthly, etc.). In this way, the
analytics system 400 may be configured to dynamically update health metrics, perhaps in real-
time, as assets are used in operation.

[140] The functions of the example “asset-monitoring” phase illustrated in FIG. 5B will now
be described in further detail. At block 522, the data science system 404 may receive data that

reflects the current operating conditions of a given asset. In particular, the data intake system
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402 may receive operating data for the asset 200, which is then passed to the data science system
404. In example implementations, the operating data may include at least sensor data from one
or more of the sensors 204 but no abnormal-condition data. In other implementations, the
operating data may include both. In some examples, the data science system 404 may also
receive from data sources 110 external data associated with the present operation of the asset
200.
[141] At block 524, the data science system 404 may identify, from the received data, the set of
operating data that is to be input into the health-metric model defined during the modeling
phase. This operation may be performed in a number of manners.
[142] In one example, the data science system 404 may identify the set of operating data inputs
(e.g., sensor data from particular sensors of interest) for the model based on a characteristic of
the given asset, such as asset type or asset class, for which the health metric is being determined.
In some cases, the identified set of operating data inputs may be sensor data from some or all of
the sensors of the given asset.
[143] In another example, the data science system 404 may identify the set of operating data
inputs for the model based on the defined set of failures from block 502 of FIG. SA.
Specifically, the data science system 404 may identify all the abnormal-condition indicators that
are associated with the failures from the set of failures. For each of these identified indicators,
the data science system 404 may identify the sensors associated with a given indicator. The data
science system 404 may set the operating data inputs to include sensor data from each of the
identified sensors. Other examples of identifying the set of operating data inputs are also
possible.
[144] At block 526, the data science system 404 may then execute the health-metric model.
Specifically, the data science system 404 may input the identified set of operating data into the
model, which in turn determines and outputs an overall likelihood of at least one failure
occurring within the given timeframe in the future (e.g., the next two weeks).
[145] In some implementations, this operation may involve the data science system 404
inputting particular operating data (e.g., sensor data) into the one or more failure models defined
at block 508 of FIG. 5A, which each may output an individual probability. The data science
system 404 may then use these individual probabilities, perhaps weighting some more than
others in accordance with the health-metric model, to determine the overall likelihood of a
failure occurring within the given timeframe in the future.
[146] Lastly, at block 528, the data science system 404 may convert the probability of a failure
occurring into the health score that may take the form of a single, aggregated parameter that

reflects the likelihood that no failures will occur at the asset within the give timeframe in the
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future (e.g., two weeks). In example implementations, converting the failure probability into the
health metric may involve the data science system 404 determining the complement of the
failure probability. Specifically, the overall failure probability may take the form of a value
ranging from zero to one; the health metric may be determined by subtracting one by that
number. Other examples of converting the failure probability into the health metric are also
possible.

C. OUTPUT OF ASSET INFORMATION
[147] In another aspect, the analytics system 400 may further be configured to facilitate
causing one or more of the output systems 108 to output various information regarding an asset
in operation, such as an indication of the health metric and perhaps an indication of fault codes
and/or sensor data as well. These indications may take various forms.
[148] FIG. 7 depicts an example graphical user interface (GUI) screen 700 that may be
displayed by an output system 108 in accordance with instructions from the analytics system
400. This GUI screen 700 is shown to include various information about a given asset (e.g., a
vehicle asset). For example, as shown, the GUI screen 700 may include a health-metric display
702 that shows the asset’s overall health metric (outlined by the dashed, black box). Here, the
health-metric display 702 takes the form of a percentage and a dial-like visualization, but this
display may take various other forms as well.
[149] Further, as shown, the GUI screen 700 may include an event log 704 that shows
information related to abnormal-condition indicators triggered at the given asset. This event log
704 may include various information regarding the indicators, such as the time that a given
indicator was triggered, the location of the asset when the indicator was triggered, and a brief
description associated with the indicator. The event log 704 may also include a selectable
element for each indicator that, once selected, may cause the graphical user interface 700 to
display an indication of the sensor data that contributed to triggering the abnormal-condition
indicator. Moreover, as shown, the GUI screen 700 may include other information related to the
given asset, such as the asset’s current location and various key performance indicators. Various
other example GUI screens are possible as well.

D. TRIGGERING ACTIONS BASED ON HEALTH SCORE
[150] As another aspect, the analytics system 400 may be configured to use a health metric to
trigger one or more actions that may help modify the health metric of the asset 200. In some
cases, if the health metric falls below a particular threshold value, an action may be triggered
that may facilitate increasing the health metric of the asset 200. Such actions may be referred to
herein as “preventative actions” in that these actions aim to help prevent a failure from

occurring.
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[151] In particular, the data science system 404 may be configured to monitor the health metric
generated for the asset 200 and determine whether the health metric reaches a threshold value,
which may have been predetermined and stored in a database 406 or dynamically determined by
the data science system 404. Various actions are possible in the event that the health metric
does fall below the threshold.
[152] For example, the analytics system 400 may be configured to cause an output system 108
to display a warning or alert. For instance, the warning or alert may include a visual, audible, or
combination thereof indication of the decreasing health metric. In a particular case, the analytics
system 400 may case the output system 108 to display animated visualizations, such as flashing
or growing visualizations, and/or output an alarm sound or the like.
[153] In another example, based on the health metric reaching a threshold value, the analytics
system 400 may generate a list of one or more recommended actions that may help increase the
health metric. For instance, a recommended action may be to repair a particular subsystem of
the asset 200, to operate the asset 200 according to certain operating conditions, or to steer the
asset 200 around a particular geographical region, among other examples. The analytics system
400 may then cause an output system 108 to output an indication of the recommended actions.
[154] In other examples, based on the health metric reaching a threshold value, the analytics
system 400 may be configured to cause a work-order system to generate a work order to repair
the asset 200. In particular, the analytics system 400 may transmit work-order data to a work-
order system that causes the work-order system to output a work order, which may specify a
certain repair that may help increase the health metric. Similarly, the analytics system 400 may
be configured to transmit part-order data to cause a parts-ordering system to order a particular
part for the asset 200 that may be needed in the repair of the asset 200. Other possibilities also
exist.
[155] In yet other examples, based on the health metric reaching a threshold value, the
analytics system 400 may be configured to transmit to the asset 200 one or more commands that
facilitate modifying one or more operating conditions of the asset 200. For instance, a command
may cause the asset 200 to decrease (or increase) velocity, acceleration, fan speed, propeller
angle, and/or air intake, among other examples. Other actions are also possible.

E. RECOMMENDED OPERATING MODE

[156] As discussed above, the analytics system 400 may use a health-metric model as a basis
for generating one or more indicators related to the asset’s operation. In one specific aspect, the
analytics system 400 may determine a “recommended operating mode” of an asset, which is a
recommendation of a particular manner in which the given asset should be used that may take

into account both (1) whether any failure type of a group of failure types is predicted to occur at
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the asset in the foreseeable future and (2) a categorization of the particular failure type(s) that
are predicted to occur in the foreseeable future (e.g., a failure severity level or other type of
categorization based on safety, compliance, or the like). In other words, the “recommended
operating mode” of an asset may be based not only on whether a failure is predicted to occur at
an asset in the foreseeable future, but also on the categorization of the failure that is predicted to
occur at the asset — which may help an individual responsible for overseeing the asset make a
more informed decision as to how the asset should be used (e.g., whether the manner in which
the asset is being used should be changed).

[157] In practice, the recommended operating mode for the given asset may be selected from a
predefined set of recommended operating mode options, which may take various forms. As one
possible example, a set of recommended operating mode options may include an “Inoperable”
(or “Do Not Operate”) mode, which represents a recommendation that an asset should not be
used due to a prediction of a forthcoming failure that is expected to impact the asset’s operation
in a critical way, one or more “Limited Use” modes, which each represent a recommendation
that an asset should only be used in a limited manner due to a prediction of a forthcoming failure
that is expected to impact the asset’s operation in some meaningful way (e.g., a “Trail Only” or
“Non-Lead” mode for a locomotive), and a “Full Operation” mode, which represents a
recommendation that an asset can be used at its full capacity because it is either unlikely to fail
or is only likely to fail in a manner that is not expected to impact the asset’s operation in a
meaningful way. However, the set of recommended operating mode options may take various
other forms as well, including the possibility that the recommended operating modes may be
customized for particular asset types, particular industries, and/or particular end users, as
examples. It should also be understood that a recommended operating mode could potentially
include a more detailed recommendation of how to operate an asset than the examples set forth
above (e.g., a recommended operating mode may comprise a set of multiple recommendations
as to how to operate multiple different subsystems or components of the asset). Likewise, it
should be understood that the recommended operating modes may take different forms
depending on the particular approach used for categorizing the failure types (e.g., a severity-
based categorization vs. a safety-based or compliance-based categorization).

[158] Further, in practice, the predefined set of recommended operating mode options may be
established in various manners. As examples, a default set of recommended operating mode
options may be preassigned by the analytics system 400 (e.g., based on input from a subject
matter expert) and/or the predefined set of recommended operating mode options may be
assigned based on user input from an end user (e.g., an owner and/operator of assets), among

other possibilities. Further, the predefined set of recommended operating mode options may
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also be updated at various times, such as periodically according to a schedule and/or in response
to a particular triggering event (e.g., a user request to update the recommended operating
modes). In this respect, it may be possible for an end user to modify the predefined set of
recommended operating mode options (e.g., to override a default set of recommended operating
mode options that were preassigned by data analytics system 400 based on input from a subject
matter expert or the like), which may allow different end users to customize the recommended
operating modes to their own preferences. Further yet, as described in further detail below, the
recommended operating mode options may each be associated with a color coding that may be
used when an asset’s recommended operating mode is surfaced to a user.
[159] The process for determining a recommended operating mode of an asset may take
various forms. FIG. 8 is a flow diagram 800 depicting one possible example of a process for
determining a recommended operating mode of an asset. For purposes of illustration, the
example process is described as being carried out by the analytics system 400, but this process
may be carried out by other systems as well. One of ordinary skill in the art will appreciate that
the flow diagram 800 is provided for sake of clarity and explanation and that numerous other
combinations of operations may be utilized to determine a recommended operating mode of an
asset.
[160] At block 802, the analytics system 400 may evaluate whether each failure type of a
group of failure types is predicted to occur at a given asset. The analytics system 400 may
perform this evaluation in various manners.
[161] In one implementation, the analytics system 400 may perform this evaluation using a
health-metric model such as the one described above, which may comprise a collection of
multiple individual failure models that are each configured to predict a likelihood of an
individual failure type in a group of failure types occurring at the given asset in the foreseeable
future (e.g., within the next two weeks). In such an implementation, the analytics system 400
may begin by inputting operating data for the given asset (e.g., sensor data) into the health-
metric model, which may cause each individual failure model of the health-metric model to
output a respective likelihood value (e.g., a probability) indicating the likelihood of the model’s
individual failure type occurring at the given asset in the foreseeable future.
[162] In line with the discussion above, the health-metric model may be configured to
aggregate these respective likelihood values for the individual failure types in the group into an
aggregated health score for the given asset (e.g., by taking the maximum, median, normal
average, or weighted average of the respective likelihood values for the individual failure types
and then using either the resulting value or the complement thereof as the aggregated health

score). However, instead of (or in addition to) using the health-metric model’s output of the
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respective likelihood values for the individual failure types in the group in this manner, the
analytics system 400 may use the health-metric model’s output of the respective likelihood
values for the individual failure types in the group to evaluate whether each individual failure
type of the group of failure types is predicted to occur at the given asset.

[163] For instance, after using the health-metric model’s collection of individual failure models
to determine the respective likelihood values for the individual failure types in the group, the
analytics system 400 may (1) compare the respective likelihood value for each individual failure
type in the group of failure types to a threshold value that defines whether an individual failure
type is predicted to occur at the given asset (e.g., a failure likelihood of 80 or higher) and then
(2) identify each individual failure type having a respective likelihood value that exceeds the
threshold value as a failure type that is predicted to occur at the given asset in the foreseeable
future. In this respect, the analytics system 400 either may use the same threshold value to
evaluate each individual failure type or may use different threshold values to evaluate different
individual failure types, where each such threshold value may be assigned based on user input
(e.g., a subject matter expert, an end user, or the like) and/or based on an analysis of historical
data that is carried out by the analytics system 400, among other possibilities.

[164] While the analytics system’s evaluation of whether each individual failure type of the
group of failure types is predicted to occur at the given asset is described above with reference to
a health-metric model that comprises a predefined collection of individual failure models, it
should be understood that the analytics system 400 may perform this evaluation using any set of
individual failure models related to the operation of an asset, regardless of whether or not the
individual failure models are considered to be part of a health-metric model (i.e., regardless of
whether or not such individual failure models are part of a predefined collection of individual
failure models that are to be used together). For example, the analytics system 400 may be
provisioned with a respective individual failure model for each of various different possible
failure types that could occur at an asset, and the analytics system 400 may choose which of
these individual failure models to use for determining a recommended operating mode of an
asset in a dynamic manner based on factors such as the type of asset, the assigned responsibility
of the asset at the time of the determination, the location of the asset at the time of the
determination, and/or the weather conditions at or near the asset’s location at the time of the
determination, among other examples.

[165] Further, in practice, the analytics system 400 may perform the evaluation of whether
each individual failure type of the group of failure types is predicted to occur at the given asset
at various times. As one possibility, the analytics system 400 may be configured to perform this

evaluation according to a schedule. As another possibility, the analytics system 400 may be
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configured to perform this evaluation in response to any of various types of triggering events.
For example, the analytics system 400 may be configured to perform this evaluation in response
to detecting that new operating data for an asset is available for evaluation. As another example,
the analytics system 400 may be configured to perform this evaluation in response to
determining that an aggregated health score for an asset satisfies certain threshold criteria
indicating that the asset appears to be in a state of impending failure. In this respect, the
threshold criteria used to determine whether an asset is considered to be in a state of impending
failure could either be the same as the criteria used to determine whether to trigger a
preventative action (e.g., one of the preventative actions described above) or different from the
criteria used to determine whether to trigger a preventative action. As yet another example, the
analytics system 400 may be configured to perform this evaluation in response to receiving a
user request (e.g., a request to view an asset’s recommended operating mode entered via a client
station in communication with the analytics system 400). The analytics system 400 may
perform the evaluation of whether each individual failure type of the group of failure types is
predicted to occur at the given asset at various other times as well.

[166] As a result of performing the evaluation at block 802 of whether each failure type from
the group of failure types is predicted to occur at the given asset, the analytics system 400 may
reach one of two determinations at block 804: (1) that no failure type from the group of failure
types is predicted to occur at the given asset or (2) that at least one failure type from the group of
failure types is predicted to occur at the given asset. The analytics system 400 may then proceed
in one of two different manners depending on which one of these determinations is reached.

[167] For instance, if the analytics system 400 determines at block 804 that no failure type
from the group of failure types is predicted to occur at the given asset, then as shown at block
806, the analytics system 400 may decide that no recommended operating mode should be
assigned to the given asset. In this respect, a decision not to assign a recommended operating
mode to assets that are not predicted to experience failures in the foreseeable future may allow a
user to more easily differentiate between these assets and other assets that are predicted to
experience failures in the foreseeable future and potentially require more of the user’s attention,
which may improve user experience. However, as an alternative to deciding not to assign a
recommended operating mode for the given asset at block 806, the analytics system 400 may
choose to assign the most favorable mode from a predefined set of recommended operating
mode options to the given asset (e.g., “Fully Operational”). As yet another alternative, the
analytics system 400 may assign a special type of recommended operating mode to the given
asset that is only available for assets that are not predicted to experience failures in the

foreseeable future. The analytics system 400 may decide how to handle the recommended
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operating mode for an asset that is not predicted to experience any failures in the foreseeable
future in other manners as well.

[168] On the other hand, if the analytics system determines at block 804 that that at least one
failure type from the group of failure types is predicted to occur at the given asset, then the
analytics system 400 may carry out a set of functions to determine a particular recommended
operating mode for the given asset. In this respect, each failure type in the group of failure types
may be assigned a particular categorization from a set of possible categorization options, which
may provide an indication how a failure type may impact the operation of the given asset. This
set of possible categorization options may take various forms.

[169] As one possible implementation, the set of possible categorization options may take the
form of a set of failure severity levels, which may provide an indication of how severely an
asset’s operation is expected to be impacted by an occurrence of the failure type (i.e., how
critical the failure type is expected to be). For example, the set of failure severity levels may
include one or more “high” (or “critical”) severity levels used to indicate failure types that are
expected to have a significant impact on an asset’s operation (e.g., a failure type that is expected
to render an asset inoperable), one or more “medium” severity levels used to indicate failure
types that are expected to have a moderate impact on an asset’s operation (e.g., a failure type
that is expected to limit an asset’s operation but not render it inoperable), and/or one or more
“low” severity levels used to indicate failure types that are expected to have minimal impact on
an asset’s operation, among other possibilities. Further, the manner in which the set of failure
severity levels is represented may take various forms, examples of which include a set of textual
indicators (e.g., “High,” “Medium,” “Low,” etc.), a scale of numerical indicators, or the like.
The set of failure severity levels may include other types of levels and/or take various other
forms as well.

[170] Itis also possible that set of possible categorization options for the failure types may take
other forms as well. For example, the set of possible categorization options may include a set
of categorization options based on safety or compliance in a particular industry, among other
examples.

[171] Further, the categorizations of the failure types may be assigned in various manners. As
examples, the failure types’ categorizations may be preassigned by the analytics system 400
(e.g., based on input from a subject matter expert and/or analysis of historical data) and/or may
be assigned based on user input from an end user (e.g., an owner and/operator of assets), among
other possibilities. Further yet, the failures types’ categorization assignments may be updated at
various times, such as periodically according to a schedule and/or in response to a particular

triggering event (e.g., a user request to update the categorization assignments for certain failures
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type and/or a detection of a new failure type that needs to be assigned a categorization). In this
respect, it may be possible for a user to modify the categorizations that are assigned to the
failure types in the group (e.g., to override a categorization that was preassigned by data
analytics system 400 with a categorization that is more or less severe), which may allow users to
tailor the categorizations of the failure types to their respective preferences for approaching
failures.
[172] In some implementations, it is also possible that the analytics system 400 may maintain
different sets of categorization assignments for different users. For example, the analytics
system 400 may be configured to maintain and use a first set of categorization assignments for a
user responsible for asset maintenance and a second set of categorization assignments for a user
responsible for asset operations.
[173] Further, in some implementations, it is also possible that the categorization assignments
of the failure types may vary depending on factors such as asset type, asset responsibilities, asset
location, weather conditions at or near the asset, etc. For example, the analytics system 400 may
be configured to maintain and use a first set of categorization assignments for a first set of asset
responsibilities, a second set of categorization assignments for a second set of asset
responsibilities, and so on. Many other examples are possible as well.
[174] The categorization assignments for the group of failure types may take various other
forms and be established in various other manners as well.
[175] Once the categorization assignments for the group of failure types are established, the
analytics system 400 may then use these categorization assignments to determine the
recommended operating mode of the given asset at times when at least one failure type from the
group of failure types is predicted to occur at the given asset.
[176] For instance, if the analytics system 400 determines at block 804 that that at least one
failure type from the group of failure types is predicted to occur at the given asset, then the
analytics system 400 may first proceed to block 808, where the analytics system 400 may
identify each particular failure type from the group of failure types that is predicted to occur at
the given asset. In this respect, the analytics system 400 may make this identification based on
the evaluation performed at block 802 (e.g., by identifying each failure type having a likelihood
value that exceeds a threshold value). However, the analytics system 400 may identify each
particular failure type that is predicted to occur at the given asset in other manners as well.
[177] In turn, at block 810, the analytics system 400 may determine a respective categorization
(e.g., severity level, safety level, compliance level, etc.) of each identified failure type. The

analytics system 400 may carry out this function in various manners.
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[178] In one implementation, the analytics system 400 may maintain and/or have access to data
that specifies the current categorization assigned to each failure type in the group of failure
types, in which case the analytics system 400 may use this data to determine the categorization
of each identified failure type. In another implementation, the individual failure models
discussed above may each be configured to output the particular categorization assigned to the
model’s respective failure type along with the likelihood of the respective failure type occurring
at an asset, in which case the analytics system 400 may use the categorization output by each
individual failure model that predicted an identified failure type to determine the categorization
of each identified failure type. The analytics system 400 may determine the categorization of
each identified failure type in other manners as well.
[179] In line with the discussion above, in some implementations, the determination of a
respective categorization of each identified failure type may also be based on factors such as
asset type, asset responsibilities, asset location, and/or weather conditions at or near the asset,
among other possibilities. For example, if the given asset is a locomotive and the analytics
system 400 has predicted the occurrence of a throttle failure that precludes the locomotive from
getting up to full throttle, such a failure type may have a lower severity level if the locomotive’s
current responsibility is to assemble trains and a higher severity level if the locomotive’s current
responsibility is to haul freight across the country. Many other examples are possible as well.
[180] Lastly, at block 812, the analytics system 400 may use the determined categorization of
each identified failure type that is predicted to occur at the given asset as a basis for determining
the recommended operating mode of the given asset. The analytics system 400 may carry out
this function in various manners.
[181] In one implementation, the analytics system 400 may begin by selecting a representative
categorization for the identified one or more failure types that are predicted to occur at the given
asset. The analytics system 400 may make this selection in various manners.
[182] As one possibility, if the analytics system 400 has identified only one failure type that is
predicted to occur, then the categorization of that one identified failure will preferably be
selected as the representative categorization. On the other hand, if the analytics system 400 has
identified multiple different failure types that are predicted to occur at the given asset and these
identified failure types have different categorizations, the analytics system 400 may select one of
these categorizations to use as the representative categorization. In this respect, the analytics
system 400 may use various criteria to select between different categorizations assigned to
identified failure types. For example, if the categorizations of the identified failure types take
the form of severity levels, then the analytics system 400 may select the highest of the severity

levels assigned to the identified failure types as the representative severity level. However, it
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should be understood that the representative categorization for the identified one or more
failures may be determined in other manners as well.

[183] Based on the foregoing, it should be understood that the recommended operating mode
of the given asset may not necessarily be dictated by which failure type is most likely to occur at
the given asset. Rather, in a scenario where there are multiple failure types that are likely to
occur at the given asset (e.g., multiple failure types having likelihood values that exceed a
threshold value), the recommended operating mode of the given asset may be dictated by
whichever of these failure types is viewed to have the most significant impact on the given
asset’s operation (e.g., in terms of severity, safety, compliance, or the like), regardless of
whether that failure type is the most likely to occur.

[184] After selecting the representative categorization for the identified one or more failures
that are predicted to occur, the analytics system 400 may then identify a recommended operating
mode that corresponds to the representative categorization — which is deemed to be the
recommended operating mode for the given asset. The analytics system 400 may perform this
function in various manners.

[185] As one possibility, the analytics system 400 may maintain and/or otherwise have access
to data that defines a correlation between categorization options and recommended operating
modes, in which case the analytics system 400 may use the representative categorization in
combination with this correlation data to identify the recommended operating mode
corresponding to the representative categorization, which is considered to be the recommended
operating mode of the given asset. In practice, the data that defines the correlation between
categorization options and recommended operating modes may take various forms.

[186] For instance, continuing with the example discussed above where the categorization
options comprise set of failure severity levels, the severity levels may be correlated with

recommended operating modes as follows:

Severity Recommended
Level Operating Mode
High Do Not Operate

Med / high Limited Use Type #1
Med / low Limited Use Type #2
Low Full Operation

However, it should be understood that this example is merely being provided for purposes of
illustration, and that the correlation between categorizations options and recommended operating

modes could take numerous other forms as well, including the possibility that there may be more
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or less categorizations and/or recommended operating modes, that the same recommended
operating mode may be correlated with multiple different categorizations options (e.g., there
may be a single “Limited Use” operating mode that may be correlated with both “medium”
severity levels), and/or that the recommended operating modes may be represented as something
other than textual descriptors, among other possibilities.
[187] Further, the correlations between the categorization options and the recommended
operating modes may be established in various manners. As examples, these correlations may
be preassigned by the analytics system 400 (e.g., based on input from a subject matter expert)
and/or may be assigned based on user input from an end user (e.g., an owner and/operator of
assets), among other possibilities. Further yet, the correlations between the categorization
options and the recommended operating modes may also be updated at various times, such as
periodically according to a schedule and/or in response to a particular triggering event (e.g., a
user request to update the recommended operating modes). In this respect, it may be possible
for an end user to modify the recommended operating mode that is associated with a given
categorization option (e.g., to override a default correlation that was preassigned by the analytics
system 400 based on input from a subject matter expert or the like).
[188] In some implementations, it is also possible that data analytics system 400 may maintain
different correlations between categorization options and the recommended operating modes for
different users. For example, the analytics system 400 may be configured to maintain and use a
first set of correlations for a user responsible for asset maintenance and a second set of
correlations for a user responsible for asset operations. Many other examples are possible as
well.
[189] Further, in some implementations, it is possible that the correlations between
categorization options and recommended operating modes may vary depending on factors such
as asset type, asset responsibilities, asset location, weather conditions at or near the asset, etc.
For example, the analytics system 400 may be configured to maintain and use a first set of
correlations for a first set of asset responsibilities, a second set of categorization assignments for
a second set of asset responsibilities, and so on. Many other examples are possible as well.
[190] While the failure type categorizations and recommended operating modes are described
above as separate concepts, it should also be understood that the categorization options for the
failure types could be the recommended operating modes themselves. For instance, in one
implementation, the categorizations assigned to the failure types may take the form of textual
descriptions that also represent recommended operating modes, such that when the
representative categorization of the identified one or more failure types is selected, this

simultaneously serves as a selection of the recommended operating mode for the given asset. In
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such an implementation, rather than assigning a severity level, a safety level, a compliance level,
etc. to each failure type and then correlating these levels to recommended operating modes, the
analytics system 400 may assign recommended operating modes to failure types directly (e.g., a
first failure type may be assigned a recommendation of “Do Not Operate,” a second failure type
may be assigned a recommendation of “Limited Use,” etc.). In this respect, as discussed above,
the recommended operating modes may also take different forms depending on the particular
approach used for categorizing the failure types (e.g., a severity-based categorization vs. a
safety-based or compliance-based categorization).
[191] The determined categorization of each identified failure that is predicted to occur at the
given asset may be used to determine the recommended operating mode of the given asset in
other manners as well.
[192] In line with the discussion above, in some implementations, the analytics system’s
determination of the recommended operating mode of the given asset may also be based on
factors such as asset type, asset responsibilities, asset location, and/or weather conditions at or
near the asset, among other possibilities. For instance, continuing with the example above
where the given asset is a locomotive and the analytics system 400 has predicted the occurrence
of a throttle failure that precludes the locomotive from getting up to full throttle, a more
favorable operating mode may be recommended for the locomotive if its current responsibility is
to assemble trains (e.g., “Full Operation”) and a less favorable operating mode may be
recommended for the locomotive if its current responsibility is to haul freight across the country
(e.g., “Limited Use”). Many other examples are possible as well.
[193] The analytics system 400 may determine the recommended operating mode of an asset in
other manners as well.
[194] Once the given asset’s recommended operating mode has been determined, the analytics
system 400 may then use the recommended operating mode of the given asset as a basis for
carrying out actions that are similar to those described above with respect to the output of a
health-metric model.
[195] For instance, as one possibility, the analytics system 400 may facilitate causing one or
more of the output systems 108 to display the recommended operating mode of the given asset,
either alone or together with the recommended operating modes of various other assets. In this
respect, the display of an asset’s recommended operating mode may take various different
forms, examples of which may include a textual representation of the recommended operating
mode (e.g., “Inoperable,” “Limited Use,” “Fully Operational,” etc.) and/or a numerical
representation of the recommended operating mode (e.g., a 3 for an “Inoperable” state, a 2 or 1

for a “Limited Use” state, and a O for a “Fully Operational” state), among other possibilities.
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[196] In some implementations, the assets’ recommended operating modes could also be color
coded in a manner that enables a user to more quickly identify which assets have recommended
operating modes that are of most concern (e.g., assets with an “Inoperable” recommended
operating mode) versus which assets have recommended operating modes that are of least
concern (e.g., assets with a “Fully Operational” recommended operating mode). As one possible
example, an “Inoperable” mode may be displayed in red, an a “Limited Use” mode may be
displayed in orange or yellow, and a “Fully Operational” mode may either be displayed in green
or have no color at all. Further, as with the recommended operating modes themselves, this
color coding may be preassigned by the analytics system 400 (e.g., based on input from a subject
matter expert) and/or assigned based on user input from an end user, among other possibilities.
[197] FIG. 9A depicts an example GUI screen 900 that may be displayed by an output system
108 in accordance with instructions from the analytics system 400, which is a “Fleet View”
screen that includes a list of assets in a fleet along with a set of sortable, filterable columns
showing relevant information about the assets.
[198] As shown in FIG. 9A, this GUI screen 900 includes an “Operational Guidance” column
902 showing a current recommended operating mode for each asset in the fleet, along with color
coding to more clearly illustrate the different levels of recommended operating modes. (As
shown, the “Operational Guidance” column may simply be blank for an asset if there is no
failure type predicted to occur at the asset in the foreseeable future and thus no recommended
operating mode assigned.) In some embodiments, it may also be possible to filter and/or sort
assets using the “Operational Guidance” column 902, which may allow a user to focus in on
assets that fall into a particular category of recommended operating mode. Additionally, as
shown, the GUI screen 902 may include a “Failure Mode” column 904 showing the identified
failure type that corresponds to each asset’s recommended operating mode, which may be the
identified failure type at an asset that is deemed to have the highest categorization level. (As
shown, the “Failure Mode” column may simply be blank for an asset if there is no failure type
predicted to occur at the asset in the foreseeable future. The GUI screen 902 may include
various other columns as well, examples of which include a number of pending faults, data last
logged, location, work items, and model number.
[199] As further shown in FIG. 9A, the GUI screen 900 may also include a “Summary” panel
906 that provides summary-level information for the fleet of assets. In one implementation, this
summary panel 906 may include a graphical indicator 908 that shows how many assets within
fleet fall into each different category of recommended operating mode. For instance, the
graphical indicator 908 may take the form of a horizontal bar that is broken into different color-

coded segments corresponding to the different types of recommended operating mode, where the
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size of each recommended operating mode’s respective segment indicates an extent of assets in
the fleet that have been assigned the particular type of recommended operating mode. In the
graphical indicator 908 of FIG. 9A, for example, there is a first segment 910 that represents an
extent of assets in the fleet having a recommended operating mode of “Inoperable,” a second
segment 912 represents an extent of assets in the fleet having a recommended operating mode of
“Trail Only,” a third segment 914 that represents an extent of assets in the fleet having a
recommended operating mode of “Limited Use,” and a fourth segment 916 that represents an
extent of assets in the fleet having either a recommended operating mode of “Full Operation” or
no assigned operating mode. The summary panel 906 of the GUI screen 900 may also include
other types of summary-level information for the fleet, examples of which include a total
number of assets in the fleet, a total number of pending faults for the fleet, and a total number of
open work items for the fleet.
[200] Although not shown, another GUI screen that may be displayed by an output system 108
in accordance with instructions from the analytics system 400 may take the form of a “Map”
view, which may show the location of certain assets on a geographical map using icons that are
color-coded to reflect the recommended operating modes of the assets.
[201] The recommended operating mode of the given asset may be included in various other
GUI screens and/or presented to a user in various other manners well.
[202] As another possibility, the analytics system 400 may use the given asset’s recommended
operating mode as a basis for generating and sending an alert to an output system 108. For
instance, if the recommended operating mode for the given asset is determined to be of a
particular type (e.g., an “Inoperable” mode), the analytics system 400 may be configured to
cause an output system 108 to display an alert indicating an undesirable change in the given
asset’s recommended operating mode.
[203] As yet another possibility, the analytics system 400 may use the given asset’s
recommended operating mode as a basis for generating a list of one or more recommended
actions that may help improve the operating state of the given asset and then causing an output
system 108 to output an indication of the recommended actions.
[204] As still another possibility, the analytics system 400 may use the given asset’s
recommended operating mode as a basis for generating and sending an instruction to a work-
order system and/or a parts-ordering system.
[205] As a further possibility, the analytics system 400 may use the given asset’s
recommended operating mode as a basis for generating and sending one or more commands to
the given asset that facilitate modifying the given asset’s operation in a manner that improves its

operating state.
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[206] The analytics system 400 may use the recommended operating mode of the given asset
as a basis for carrying out other actions as well.

F. SUBSYSTEM HEALTH METRICS

[207] As suggested above, in some implementations, the analytics system 400 may be
configured to determine one or more subsystem-level health metric. Specifically, the analytics
system 400 may be configured to determine a subsystem-level health metric as a standalone
health metric and/or multiple subsystem-level health metrics that may be utilized to determine
an asset-level health metric. A given subsystem health metric may indicate a single, aggregated
parameter that reflects whether a failure will occur at the particular subsystem of the given asset
within a certain period of time into the future.
[208] Generally, a subsystem-level health metric may be determined in a manner similar, at
least in some respects, to the operations discussed with reference to FIGS. 5A and 5B.
However, some of the operations may be modified, or are perhaps unnecessary, in determining a
subsystem-level health metric or additional operations may be utilized.
[209] In particular, in some implementations, at block 502, the set of failures may include
failures that could render the particular subsystem inoperable if they were to occur. In some
cases, the set of failures may be defined from abnormal-condition indicators, such as fault codes,
associated with a subsystem. In general, a subsystem may have one or multiple indicators
associated with it. For example, Fault Codes 1-3 of FIG. 3 may all be associated with a given
subsystem 202. The data science system 404 may determine the indicators associated with the
given subsystem 202 in a number of manners.
[210] In some examples, the abnormal-condition indicators associated with the given
subsystem 202 may be user defined. In particular, the data science system 404 may receive an
indication of the given subsystem 202 and indicators associated with the given subsystem 202,
perhaps from an output system 108 that received inputs from a user.
[211] In other examples, the data science system 404 may be configured to determine the
abnormal-condition indicators associated with the given subsystem 202. This operation may be
based on historical data stored in the databases 406 and/or external data provided by the data
sources 110.
[212] For instance, historical repair data may be utilized. Based on such data, the data science
system 404 may be configured to determine instances when the given subsystem 202 was
repaired (e.g., a time and/or date of the repair). Based on that determination, the data science
system 404 may then determine from the historical operating data any abnormal-condition
indicators that were triggered before the repair. In other examples, the data science system 404

may instead determine from the historical operating data only those abnormal-condition
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indicators that were triggered before and then no longer triggered after the repair. In any event,
the determined indicators may then be associated with the given subsystem 202.

[213] In yet another example, the data science system 404 may be configured to determine
abnormal-condition indicators associated with the given subsystem 202 by determining relevant
sensors, which are sensors associated with the given subsystem 202, and then determining
indicators associated with the relevant sensors. In some cases, the data science system 404 may
determine the relevant sensors based on sensor attributes, such as sensor location on the asset
200 and/or sensor type (e.g., the physical property the sensor is configured to measure). For
example, the data science system 404 may be configured to determine sensors that are physically
located on or within the given subsystem 202. Additionally or alternatively, the data science
system 404 may be configured to determine sensors that are in proximity to the given subsystem
202, such as sensors downstream or upstream of the given subsystem 202.

[214] Further, the data science system 404 may be configured to determine sensors that are
located on or within subsystems that affect the operation of the given subsystem 202. For
instance, the data science system 404 may be configured to determine subsystems from which
the given subsystem 202 receives inputs and/or subsystems to which the given subsystem 202
provides outputs. Or subsystems whose operating conditions are modified by the given
subsystem 202 and/or subsystems that modify the operating conditions of the given subsystem
202. For example, the data science system 404 may determine that the sensors on an air-intake
subsystem that operates to reduce operating temperatures of an engine subsystem are relevant to
the engine subsystem.

[215] In any event, after the data science system 404 determines the relevant sensors, the data
science system 404 may be configured to determine any abnormal-condition indicators whose
sensor criteria include measurements from the relevant sensors. These determined indicators
then would be associated with the given subsystem 202 and used to identify the past occurrences
of failures at block 504.

[216] Another example operation that may differ in some respects to the subsystem-level
health metric context is with respect to block 510. In particular, when determining an asset-level
health metric from multiple subsystem-level health metrics, the data science system 404 may be
configured to combine the multiple health metrics in a number of manners, some of which may
be similar in some respects to the methods of combining failure models discussed above. In
some implementations, the data science system 404 may be configured to weight each
subsystem health metric equally or to weight certain subsystem-level health metrics different

than others, which may be based on the subsystem.
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[217] The weighting may be based on the relative importance of a subsystem relative to the
overall operation of the asset. For example, Subsystem A might have a health metric of 75%
and Subsystem B might have a health metric of 85%. Weighting each subsystem health metric
equally in determining an asset-level health metric might result in a health metric of 80%. On
the other hand, assuming Subsystem A is determined to be three times more important than
Subsystem B, weighting each subsystem health metric according to the subsystems’ relative
importance might result in a health metric of 77.5%. Other examples are also possible.
[218] In any event, similar to the asset-level health metrics, the analytics system 400 may be
configured to trigger a number of actions based on a subsystem health metric. However, the
triggered actions may be more granular than those triggered based on an asset-level health
metric. In particular, any of the actions discussed above may be directed to the given subsystem
or a component thereof.
[219] Moreover, subsystem-level health metrics may allow the analytics system 400 to more
quickly identify sensor measurements that suggest a failure might occur in the future.
Accordingly, when determining a subsystem-level health metric, the analytics system 400 might
be configured to forecast for a smaller window of time than in the asset-level health metrics,
thereby providing a more useful prediction. For instance, while an asset-level health metric
might have a resolution of a first amount of time with a particular degree of accuracy (e.g., the
asset-level health metric may indicate a probability that no faults will occur in the next two
weeks), a subsystem-level health metric may have a resolution of a second, smaller amount of
time with the same degree of accuracy (e.g., the subsystem-level health metric may indicate a
probability that no faults will occur in the next week). Other advantages of subsystem-level
health metrics are also possible.
[220] In a further aspect, the analytics system 400 may be configured to use a given collection
of individual failure models (i.e., a health-metric model) for a given subsystem of an asset to
determine a recommended operating mode of the given subsystem using a process that is similar
to the one described above for determining an asset-level recommended operating mode. Once
such a system-level recommended operating mode is determined, the analytics system 400 may
also use a subsystem-level recommended operating mode for an asset in a manner that is similar
to how the analytics system 400 may use an asset-level predicted operating data for the asset. In
this respect, as one possible example, the analytics system 400 may facilitate causing one or
more of the output systems 108 to display one or more subsystem-level recommended operating
modes for a given asset, perhaps together with an asset-level recommended operating mode for

the asset.
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[221] FIG. 9B depicts one possible example of a GUI screen 920 that shows a subsystem-level
recommended operating mode (or the absence thereof) for each of a plurality of subsystems of a
given asset. For instance, the GUI screen 920 shows (1) a first indicator 922 for an asset’s
“Engine Coolant” subsystem that is in the form of a circle having a first color, which indicates
that the recommended operating mode for the subsystem is “Do Not Operate,” (2) a second
indicator 924 for the asset’s “Radar” subsystem that is in the form of a circle having a second
color, which indicates that the recommended operating mode for the subsystem is “Limited
Use,” (3) indicators 926, 928, and 930 for the asset’s “Structures & Mechanical Systems,”
“Traction System,” and “Auxiliary System” subsystems that are each in the form of a check
mark, which indicates that there is no recommended operating mode for these subsystem (i.e.,
there is no failure type predicted to occur at these subsystems in the foreseeable future). In
addition, the GUI screen 920 also includes a representation 932 of an asset-level recommended
operating mode for the asset, which in this example is “Do Not Operate.” As shown, the
representation 932 may have the same color as the indicator 922 showing that the “Engine
Coolant” subsystem has a subsystem-level recommended operating model of “Do Not Operate.”
[222] A GUI screen for displaying subsystem-level recommended operating mode may take
various other forms as well.
[223] In an embodiment where the analytics system 400 determines respective subsystem-level
recommended operating modes for multiple different subsystems of an asset, the analytics
system 400 may also be configured to use these subsystem-level recommended operating modes
as a basis for determining an asset-level recommended operating mode. For example, once an
asset’s multiple subsystem-level recommended operating modes are determined, the analytics
system 400 may select one of the multiple subsystem-level recommended operating modes (e.g.,
the subsystem-level recommended operating mode for the most concerning subsystem) to use as
an asset-level recommended operating mode. In other words, in such an example, the asset’s
multiple subsystem-level recommended operating modes may be “rolled up” into an asset-level
recommended operating mode.

G. UPDATING HEALTH METRIC MODULE BASED ON FEEDBACK

[224] In another aspect, the analytics system 400 may be configured to receive feedback data
regarding an action triggered based on a health metric, and then based on the feedback data,
update the health-metric model and/or actions triggered based on health metrics (collectively
referred to herein as the “health metric module”).
[225] This feedback data may take various forms, but in general, the feedback data may
indicate a status of an action triggered based on health metric data. Examples of this status may

be that the action was acted upon, that the action was performed and successfully corrected an

44



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052
impending failure, that the action was performed but did not correct an issue, or that the action
was not feasible, among other examples. Further, the analytics system 400 may receive this
feedback data from various sources, examples of which include a user operated output device or
system.

[226] In a particular example, based on a health metric, the analytics system 400 may have
triggered generating a work order to repair a particular component of a given asset. After
completing the work order, the mechanic may utilize a client device of an output system 108 to
provide feedback regarding the actions taken in response to the work order, such as an indication
that the particular component indeed needed to be fixed and/or that the repair was performed
successfully or that the particular component did not need to be fixed and/or the repair could not
be performed. The analytics system 400 may receive this feedback data and then use it to
update the health metric module in various manners.

[227] For instance, the analytics system 400 could refine the health metric module based on
this feedback data. Specifically, the feedback data may cause the analytics system 400 to add or
remove a failure to or from the set of failures from block 502 of FIG. SA, modify a weight
applied to an output of a given failure model, and/or adjust a particular predictive algorithm
utilized to predict a likelihood of a given failure occurring, among other examples. In another
instance, the analytics system 400 may update the health metric module so as to prioritize a type
of action over others if the health metric falls below a health threshold in the future. Many other
examples are possible as well.

[228] In another example of feedback data, the analytics system 400 may have caused an
output system 108 to display an indication of a list of recommended routes for a given asset to
take that may help increase (or at least maintain) the health metric (e.g., routes with few
elevation changes and/or climbs). Thereafter, the analytics system 400 may receive feedback
data indicating that a recommended route is not feasible because of construction on the route.
Based on such feedback, the analytics system 400 may remove the recommended route from the
list of recommended routes. Other examples are also possible._

L HISTORICAL HEAL TH METRICS

[229] The analytics system 400 may be configured to store health metric data corresponding to
the assets 102 in the databases 406. The analytics system 400 may do so for a plurality of assets
over time. From such historical health metric data, the analytics system 400 may be configured
to perform a number of operations.

[230] In one example, the analytics system 400 may be configured to provide historical health
metric data to one or more of the output systems 108, which may then display a graphical

representation of the health metric. FIG. 10 depicts an example GUI screen 1000 showing a

45



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052
representation of a health metric over time that may be displayed by an output system 108. As
shown, the GUI screen 1000 includes a health-metric curve 1002 that is shown for an example
period of time (e.g., 90-day period of time). In this example, a sharp change 1004 in the health
metric occurred around thirty-five days into the example period of time, which may indicate that
a repair occurred to the asset 200 at that time. Other example representations of health metrics
over time are also possible.

[231] In another example, based at least on historical health metric data, the analytics system
400 may be configured to identify variables that influence health metrics. For instance, the
analytics system 400 may be configured to analyze historical health metric data to identify
variables associated with assets whose health metrics are relatively high (or relatively low).
Examples of variables that may influence health metrics may include asset variables that
indicate characteristics of a given asset and the operation thereof, operator variables that indicate
characteristics of the human operators that operate a given asset, and maintenance variables that
indicate characteristics of mechanics and the like that perform routine maintenance or repairs to
a given asset, among other examples.

[232] Examples of asset variables may include asset brand, asset model, asset travel schedules,
asset payloads, and asset environment, among others. Asset brand may indicate the
manufacturer of a given asset, while asset model may indicate the particular model of asset from
the given manufacturer (e.g., a model identifier or the like). Asset travel schedules may indicate
routes that a given asset traverses, which may include an indication of elevations, terrain, and/or
travel durations. Asset payloads may indicate type and/or amount (e.g., weight) of cargo or the
like that an asset hauls. Asset environment may indicate various characteristics about the
environment in which a given asset is operated, such as geospatial location, climate, average
ambient temperature or humidity, and/or proximity of sources of electrical interference, among
other examples.

[233] Examples of operator variables may include any variable associated with the person or
persons that operate an asset, such as an operator identifier, operator schedule, and operator
habits, among others. An operator identifier may identify the individual operator that operated a
given asset. An operator schedule may indicate the type of shift (e.g., morning, day, night, etc.)
or duration of shift (e.g., number of hours) during which a given asset is operated. Operator
habits may indicate various trends in an operator’s handling of a given asset, such as average
braking distance, average acceleration time, average deceleration time, average RPMs, and the
like.

[234] Examples of maintenance variables may include any wvariable associated with the

maintenance (e.g., general upkeep and/or review of operating conditions of an asset) and/or
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repair of an asset, such as date of maintenance or repair, time between asset checkups, location
of repair, repair-shop identifier, mechanic identifier, and duration of repair time, among others.
Date of maintenance or repair may indicate the date as well as time that maintenance or a repair
was performed on a given asset. Time between checkups may indicate an amount of time
between instances when maintenance personnel evaluated the asset for any operating problems.
Location of repair may indicate where a repair was performed (e.g., at a repair shop or out in the
field). Repair-shop identifier may identify the particular repair-shop or the like that repaired a
given asset, while mechanic identifier may identify the particular mechanic or the like that
worked on the given asset. Duration of repair time may indicate the amount of time that was
spent repairing a given asset.

[235] One of ordinary skill in the art will appreciate that the aforementioned asset-related
variables are provided for purposes of example and explanation only and are not meant to be
limiting. Numerous other variables are possible and contemplated herein.

[236] In practice, the analytics system 400 may be configured to determine variables based in
part on asset-related historical data stored in the databases 406 or provided by the data sources
110. Examples of such data may include manufacturer or asset technical specifications, asset
travel logs, asset payload logs, weather records, maps, building electricity bills, operator time
cards or the like, operator work schedules, asset operating data, maintenance or repair logs,
mechanic time cards, or any other data discussed herein, among other examples.

[237] The analytics system 400 may be configured to determine variables based on historical
health-metric data, and perhaps other historical asset-related data, in a number of manners. FIG.
11 depicts an example flow diagram 1100 for determining variables.

[238] As shown, at block 1102, the analytics system 400 may be configured to identify one or
more assets (collectively referred to herein as a “pool of assets”) whose health metrics over time
will be analyzed. In some examples, the pool of assets may include assets with relatively high
health metrics. For instance, the asset pool may include each asset whose historical health
metric has been above a threshold value for a particular amount of time, whose historical health
metric has never dropped below a threshold value, or whose average historical health metric
determined over a particular amount of time is above a threshold value, among other
possibilities. In other instances, the asset pool may include a particular number of assets whose
health metrics meet any of the aforementioned threshold requirements. On the other hand, in
other examples, the pool of assets may include assets with relatively low health metrics.

[239] At block 1104, for each asset in the pool of assets, the analytics system 400 may be

configured to analyze the given asset’s historical health-metric data and/or asset-related data to

47



CA 03111567 2021-03-03

WO 2020/051523 PCT/US2019/050052
determine variables of the given asset. The analytics system 400 may do so for a given amount
of time or over the whole operating life of each asset.

[240] In practice, the analytics system 400 may be configured to determine any or all of the
variables discussed above for the given asset, or the analytics system 400 may be configured to
make this determination for a select subset of the variables, such as only asset attributes or only
maintenance attributes, among other examples. The subset of the variables may be predefined
and stored in a database 406 or dynamically determined, among other examples.

[241] In some implementations, the analytics system 400 may be configured to determine the
subset of variables based at least on the given asset’s historical health-metric data. In particular,
the analytics system 400 may be configured to identify trends in the given asset’s historical
health-metric data and determine a potential cause or causes of such a trend, perhaps from the
historical asset-related data. In some cases, a trend may be a threshold amount of change (e.g.,
an increase or decrease) in a health metric over a certain period of time, a constant health metric
for a certain amount of time, or a certain amount of increase followed by a certain amount of
time prior to a threshold amount of decrease, among other examples.

[242] In a specific example, the analytics system 400 may be configured to identify a threshold
amount of increase in a historical health metric, such as an at least 10% increase, over a given
period of time, such as a week. The analytics system 400 may then identify a time at which the
trend began (or ended or a time in between) and analyze the asset-related data from around (e.g.,
a certain amount of time’s worth of data before or after) the identified time to determine one or
more potential causes of the change.

[243] For instance, returning to FIG. 10, the analytics system 400 may evaluate the historical
health-metric data represented by the health-metric curve 1002 and determine that the sharp
change 904 is greater than a 10% increase in the health metric. The analytics system 400 may
then identify the date corresponding to day 35 (e.g., May 1, 2015) shown on the GUI screen
1000 and based on various asset-related data, determine any events that took place around that
May 1% date, which may indicate one or more potential causes of the sharp change 1004. In one
example, the analytics system 400 may determine from repair logs that, on May 5, 2015,
Mechanic A at Repair Shop 1 repaired the given asset’s engine. Identifiers for Repair Shop 1
and Mechanic A may then become variables.

[244] At block 1106, the analytics system 400 may generate a record of the determined
variables. In examples, the analytics system 400 may store in one of the databases 406 variable
counters for each of the variables. The analytics system 400 may be configured to increment the

appropriate counters corresponding to each of the determined variables. The variable counters
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may provide an indication of the variables that are commonly found amongst assets with
relatively high health metrics.
[245] At block 1108, the analytics system 400 may then determine whether there are any
remaining assets from the pool of assets for which variables should be determined and
incremented. In the event that an asset remains, the analytics system 400 may repeat the loop of
blocks 1104-1108. After the analytics system 400 has determined and incremented the variables
for each of assets from the asset pool, the resulting data may then provide, to some degree, an
indication of variables that lead to high health metrics.
[246] FIG. 12 depicts conceptual illustrations of data that results from incrementing variable
counters. In particular, histogram 1200 depicts counters for a maintenance variable for the pool
of assets. More specifically, the histogram 1300 shows that more assets repaired by Mechanic A
had high health metrics than assets repaired by Mechanics B and C. Histogram 1202 depicts
counters for an asset environment variable, and in particular, that fewer assets had high health
metrics that operated in an environment with ambient temperatures over 45°C than any other
temperature range. Histogram 1204 depicts counters for an operator habit variable and in
particular, that more assets whose operator’s average acceleration time was between ten and
fifteen minutes had high health metrics than other acceleration times. Histogram 1206 depicts a
counter for an asset variable that indicates that more assets of the type Brand A Model 7 had
high health metrics than the other two model types. One of ordinary skill in the art will
appreciate that these are but a few example variables and that numerous other variables are
possible.
[247] Returning to FIG. 11, at block 1110, the analytics system 400 may be configured to
determine influencing variables based in part on the variable counters. In some examples, the
influencing variables are variables whose variable counters exceed a predetermined threshold
value. In other examples, the influencing variables are variables whose variable counters have a
maximized value. For instance, referring to the histogram 1200, Mechanic A may be
determined to be an influencing variable because the variable counter for Mechanic A has the
highest value of the other counters. Other examples are also possible.
[248] The analytics system 400 may determine influencing variables in a variety of other
manners. For example, in other implementations, the analytics system 400 may determine
influencing variables by first determining a pool of assets in line with block 1102 of FIG. 12 and
then analyzing asset-related data for each of the assets from the pool of assets. The analytics
system 400 may identify variables that the assets from the pools of assets have in common.
These identified variables may then be defined as the influencing variables or a subset of the

identified variables may be defined as the influencing variables (e.g., those variables that a
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threshold number of assets from the pool of assets have in common). Other manners for
determining influencing variables are also possible.

[249] After determining the influencing variables, the analytics system 400 may be configured
to perform a number of operations. For example, the analytics system 400 may be configured to
determine various recommendations with respect to assets, perhaps determining a ranked list of
recommendations, and then cause a graphical display to output an indication of such
recommendations to a user. In general, a given recommendation may be a general
recommendation (e.g., a fleet-wide recommendation), such as that all assets should be operated
at less than 75% capacity, or an asset- or asset-group-specific recommendation, such as that
particular assets should be sent to a certain repair shop to get a specific repair performed.

[250] Moreover, a given recommendation may be based on determining that a particular asset
has a relatively low health metric and then evaluating variables of the particular asset. The
given recommendation may then facilitate modifying the variables of the particular asset to more
closely align with the influencing variables determined at block 1110.

[251] Example recommendations may include recommended brands or models of assets to
purchase, recommended repair shops or individual mechanics for future repairs, recommended
repair schedules for one or more assets, recommended operators for future work shifts,
recommended instructions for teaching operators to efficiently operate assets, and recommended
location or environment to operate an asset, among other examples.

[252] In other examples, the analytics system 400 may be configured to transmit an operating
command to an asset that facilitates causing the asset to be operated in accordance with an
influencing variable. For example, from the variable data represented graphically by the
histogram 1204, the analytics system 400 may transmit instructions to assets where the
instructions restrict how quickly the assets may be accelerated thereby bringing the operation of
the assets closer to the average 10-15 minute acceleration time. Other examples are also
possible.

[253] Additionally or alternatively, the analytics system 400 may be configured to perform
other operations based on historical health-metric data. In one example, the analytics system
400 may be configured to modify a health-metric module. Specifically, the analytics system 400
may trigger the generation of a work order based on a health metric reaching a particular
threshold value. Thereafter, the analytics system 400 may then monitor the health metric data for
a threshold amount of time. In the event that the health metric increases a certain amount within
a predetermined amount of time after generating the work order, the analytics system 400 may
be configured to infer that the work order to repair the particular component was performed and

fixed the cause of the declining health metric. Based on this inference, the analytics system 400
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may be configured to modify a health-metric model and/or actions triggered based off the
health-metric model. Other examples are also possible.
[254] The analytics system 400 may also be configured to determine influencing variables
based on historical recommended operating mode data in a similar manner.
V. CONCLUSION
[255] To the extent that examples described herein involve operations performed or initiated
by actors, such as “humans”, “operators”, “users” or other entities, this is for purposes of
example and explanation only. The claims should not be construed as requiring action by such

actors unless explicitly recited in the claim language.
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CLAIMS
What is claimed is:
1. A computing system comprising:
a network interface configured to facilitate communication with a plurality of assets
equipped with sensors and a plurality of computing devices;
at least one processor;
a non-transitory computer-readable medium; and
program instructions stored on the non-transitory computer-readable medium that are
executable by the at least one processor to cause the computing system to:
receive sensor data for a given asset, wherein the sensor data indicates operating
conditions for the given asset;
input the sensor data for the given asset into a plurality of individual failure
models for a group of failure types that are each configured to (1) receive the sensor data
for the given asset as input and (2) output a respective value indicating a likelihood of a
respective failure type occurring at the given asset within a given period of time in the
future;
based on the respective values output by the plurality of individual failure models
for the group of failure types, identify at least one failure type that is predicted to occur
at the given asset;
identify a categorization of the at least one identified failure type;
based on the identified categorization of the at least one identified failure type,
determine a recommended operating mode of the given asset; and
cause a computing device to display a visual representation of the recommended

operating mode of the given asset.

2. The computing system of claim 1, wherein the plurality of individual failure
models are included as part of a health-metric model that comprises a predefined collection of

individual failure models.

3. The computing system of claim 1, wherein the program instructions that are
executable by the at least one processor to cause the computing system to identify the at least
one failure type that is predicted to occur at the given asset comprise program instructions stored
on the non-transitory computer-readable medium that are executable by the at least one

processor to cause the computing system to:
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for each of the plurality of individual failure models, compare the respective value
indicating the likelihood of the respective failure type occurring at the given asset to a threshold
value and determine that the respective failure type is predicted to occur if the respective value

indicating the likelihood meets the threshold value.

4. The computing system of claim 1, wherein the identified categorization of the at
least one identified failure type comprises one of (a) a severity level associated with the at least
one identified failure type, (b) a safety level associated with the at least one identified failure

type, and (¢) a compliance level associated with the at least one identified failure type.

5. The computing system of claim 4, wherein the at least one identified failure type
comprises two or more identified failure types, and wherein the program instructions that are
executable by the at least one processor to cause the computing system to identify a
categorization of the at least one identified failure type comprise program instructions stored on
the non-transitory computer-readable medium that are executable by the at least one processor to
cause the computing system to:

identify a respective severity level for each of the two or more identified failure types;
and

select the respective severity level that is most severe.

6. The computing system of claim 1, wherein the program instructions that are
executable by the at least one processor to cause the computing system to determine a
recommended operating mode for the given asset based on the identified categorization of the at
least one identified failure type comprises program instructions stored on the non-transitory
computer-readable medium that are executable by the at least one processor to cause the
computing system to:

access data that defines a correlation between categorization options and recommended
operating modes; and

based on the identified categorization and the accessed data, identify a recommended

operating mode that corresponds to the identified categorization.
7. The computing system of claim 6, wherein the data that defines a correlation

between categorization options and recommended operating modes is established based on user

input.
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8. The computing system of claim 1, wherein the recommended operating mode
comprises one of (a) a recommendation not to use the given asset, (b) a recommendation to use

the given asset only in a limited capacity, or (¢) a recommendation to use the given asset at full

capacity.

0. The computing system of claim 1, wherein the program instructions are further
executable by the at least one processor to cause the computing system to:

determine that the recommended operating mode for the given asset falls within a given
category of recommended operating mode; and

in response to the determination, carry out a remedial action that comprises one or more
of (a) causing a computing device to output an alert indicating that the recommended operating
mode for the given asset is within the given category of recommended operating mode, (b)
causing a computing device to output an indication of one or more recommended repairs to the
given asset, (c¢) causing the given asset to modify its operation, and (d) transmitting, to a parts-
ordering system, part-order data to facilitate causing the parts-ordering system to order a

component of the given asset.

10.  The computing system of claim 1, wherein the identified categorization of the at
least one identified failure type comprises a recommended operating mode associated with the at

least one identified failure type.

11. A non-transitory computer-readable storage medium, wherein the non-transitory
computer-readable storage medium is provisioned with software that is executable to cause a
computing system to perform functions including:

receiving sensor data for a given asset, wherein the sensor data indicates operating
conditions for the given asset;

inputting the sensor data for the given asset into a plurality of individual failure models
for a group of failure types that are each configured to (1) receive the sensor data for the given
asset as input and (2) output a respective value indicating a likelihood of a respective failure
type occurring at the given asset within a given period of time in the future;

based on the respective values output by the plurality of individual failure models for the
group of failure types, identifying at least one failure type that is predicted to occur at the given
asset;

identifying a categorization of the at least one identified failure type;
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based on the identified categorization of the at least one identified failure type,
determining a recommended operating mode of the given asset; and
causing a computing device to display a visual representation of the recommended

operating mode of the given asset.

12. The non-transitory computer-readable storage medium of claim 11, wherein the
plurality of individual failure models are included as part of a health-metric model that

comprises a predefined collection of individual failure models.

13. The non-transitory computer-readable storage medium of claim 11, wherein
identifying the at least one failure type that is predicted to occur at the given asset comprises:

for each of the plurality of individual failure models, comparing the respective value
indicating the likelihood of the respective failure type occurring at the given asset to a threshold
value and determining that the respective failure type is predicted to occur if the respective value

indicating the likelihood meets the threshold value.

14. The non-transitory computer-readable storage medium of claim 11, wherein the
identified categorization of the at least one identified failure type comprises one of (a) a severity
level associated with the at least one identified failure type, (b) a safety level associated with the
at least one identified failure type, and (c) a compliance level associated with the at least one

identified failure type.

15.  The non-transitory computer-readable storage medium of claim 11, wherein the
at least one identified failure type comprises two or more identified failure types, and wherein
identifying a categorization of the at least one identified failure type comprises:

identifying a respective severity level for each of the two or more identified failure types;
and

selecting the respective severity level that is most severe.

16. The non-transitory computer-readable storage medium of claim 11, wherein
determining a recommended operating mode for the given asset based on the identified
categorization of the at least one identified failure type comprises:

accessing data that defines a correlation between categorization options and

recommended operating modes; and
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based on the identified categorization and the accessed data, identifying a recommended

operating mode that corresponds to the identified categorization.

17. The non-transitory computer-readable storage medium of claim 11, wherein the
recommended operating mode comprises one of (a) a recommendation not to use the given asset,
(b) a recommendation to use the given asset only in a limited capacity, or (c) a recommendation

to use the given asset at full capacity.

18. The non-transitory computer-readable storage medium of claim 11, wherein the
software is executable to cause the computing system to perform further functions including:

determining that the recommended operating mode for the given asset falls within a
given category of recommended operating mode; and

in response to the determination, carrying out a remedial action that comprises one or
more of (a) causing a computing device to output an alert indicating that the recommended
operating mode for the given asset is within the given category of recommended operating
mode, (b) causing a computing device to output an indication of one or more recommended
repairs to the given asset, (¢) causing the given asset to modify its operation, and (d)
transmitting, to a parts-ordering system, part-order data to facilitate causing the parts-ordering

system to order a component of the given asset.

19. A computer-implemented method comprising:

receiving sensor data for a given asset, wherein the sensor data indicates operating
conditions for the given asset;

inputting the sensor data for the given asset into a plurality of individual failure models
for a group of failure types that are each configured to (1) receive the sensor data for the given
asset as input and (2) output a respective value indicating a likelihood of a respective failure
type occurring at the given asset within a given period of time in the future;

based on the respective values output by the plurality of individual failure models for the
group of failure types, identifying at least one failure type that is predicted to occur at the given
asset;

identifying a categorization of the at least one identified failure type;

based on the identified categorization of the at least one identified failure type,
determining a recommended operating mode of the given asset; and

causing a computing device to display a visual representation of the recommended

operating mode of the given asset.
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20.  The computer-implemented method of claim 19, wherein the identified
categorization of the at least one identified failure type comprises one of (a) a severity level
associated with the at least one identified failure type, (b) a safety level associated with the at
least one identified failure type, and (¢) a compliance level associated with the at least one

identified failure type.
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