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(57) The present mmvention presents a method for
partitioning that provides both a relevant metric and a set
of clusters through an evolutionary learning process. The
present 1nvention further presents a method {for
determining consumer demand (304) that finds the
context dependent, or combinatorial optimized set of
properties, uses, or customer features that optimize the
value of a product to the customer base. The present
invention further includes a framework for the marketing
and mtroduction of novel products. The framework has
means to model customers and derive an optimal set of
goods (308) to produce alone or in the face of a
coevolving competitive environment where other firms
are mntroducing and modifying their own goods.
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A METHOD FOR PERFORMING MARKET SEGMENTATION AND
FOR PREDICTING CONSUMER DEMAND

FIELD OF THE INVENTION
The present invention relates generally to methods
for performing market segmentation and to methods predicting
consumer demand. More specifically, the present invention
performs market segmentation by determining dissimilarity
measures and predicts consumer demand by constructing a
landacape of consumer demand through focused sampling.

BACKGROUND
The problem of determining what combination of
factors in a given product (from toothpastes to cookies or
cars) will atcract customers is a difficult one because the
relationship between the factors may be highly nonlinear and
because the ratings of factors by cuscomers may be biased for

various reasons (formulation of the questions, rating scale,
customer answers do not reflect actual preferences, etc.).

Tor marketing purposes, a company would like to de able to
find clusters composed of a sufficient number of customers
with similar preferences in order to either launch a new |
producz, or adjust an existing product, adapted to such
preferences. Of critical importance is that customers with
similar sets of preferences be assigned to the game cluster
and that customers with significantly different sets of
preferences be assigned to different clusters.

Clustering algorithms exist that can generate
clusters that satisfy either one or both of these
constraints. Multidimensional scaling methods go one step
further to allow vigualization of high-dimensicnal data
clusters in a low-dimensional embedding space. But
¢lustering algorithms and multidimensional scaling methods
always assume the existence of a well-defined metric or
dissimilarity measure in attribute space, here the space of

factors that contribute to a product.
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Accordingly, there exists a need for a method for
partitioning that provides both a relevant metric and a set

of clusters.
Next, a large body of mathematical and statistical

work exists concerning means to estimate the optimal
composition of a good or service for a given customer, or
population of customers. This body of work contains
techniques, known in the art, such as CART, and discrete
choice providing means Zor determining utility functiong over
a spéce of properties o0 a good or service for a given
consumer, as well as means of considering a population of
different custcmersg with different preferences over that
gpace of properties and attempting to "segment" the customer
population into subgroups which may then be specifically
targeted by marketing, or shifting the property mix of each
product produced and the vector of products to "match"
optimally the customer population. Typically the aim i8 to

maximize profit for the firm.
The means in the art, in general, attempt to fit

the observed data pointe by building up sketches of the
utility surface for a given consumer or class of consumers
using, in the simplest case, linear regression of the data
points on all the property axes. Different classes of
consumers are digcriminated by discovering different linear
regression patterns for different, e.g., demographic classes.
In more sophisticated approaches, attempte are made to moqQel
the possibly curved properties of ‘isoultility' surfaces in
the space of properties for a given consumer, or class of
consuners, by fitting higher order polynomials to the sampled
data. The generic prodblem with this approach is that the data
sampled must be used to estimate the coefficients of the
monomial and polynomial terms, and the finite amount of data
is typically used to characterize the lowest order terus,
monomial, quadratic, etc, first. The data is typically "used
up in obtaining reliable statistical estimates of these low

order terms, and little or none is left over for use
estimating higher order terms.
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On the other hand, the higher order terms are
precisely the measures of the complex context dependent
interactions among properties of a single good or service or
a collection of goods or servicesg, A trivial example is
breakfast, consisting of ham and eggs. These two are
traditionally called "consumption complements" by economists.
The utility of ham for many consumers is mucn nigher in the
presence of eggs, than alone; so too with eggs. Another case
ig niche marketing of cellular telephones. Not only are these
.o phonea of interest to high volume users with expense
accounts, but to low volume usexs who happen to be women with
amall children driving in rural areas and worried about an
accident and no means of calling for help. The context
dependence of the properties: woman, mother, with child in
car, accident and safety demonstrates the combinatorial

character of one niche occupied by this product.
On & simpler level, a given product, say 8o0ap,
might be characterized by a number of features: color, shape,

15

smell, saponin content, mass, etc. Or coca-cola packaging may
~g be characterized by a number of properties, number of cans,

size of cans, fluid in can, color of package, etc.
Accordingly, there is also a need for a method for

determining consumer demand that finds the context dependent,

or combinatorial optimized set of properties, uses, Or
o5 customer features that optimize cthe value of a product to the

customer base.

SUMMARY OF THE INVENTION
The present invention presents a method for
partitioning that provides both a relevant metric and a set

of clusters through an evolutionary learning process.
It is an aspect of the present :invention to present

30

35 & method for partitioning a space of data comprising the

steps of:
choosing a plurality of digsimilarity measures;



WO 00/02138

10

15

20

25

30

35

CA 02337798 2001-01-03

PCT/US99/15236

partitioning the space for each of said plurality

of dissimilarity measures;
evaluating said partitioning for esach of said

plurality of diszimilarity measures; andg
selecting one or more of said dissimilarity

measures on the basis of said evaluation.
The present invention further presents a method for

determining congumer demand that finds the context dependent,
or combinatorial optimized set of properties, uses, or
customer features that optimize the value of a product to the

customer base.
It is an aspect of the present invention to present

a method for determining customer demand for products
comprising the steps of:
defining a space having R dimensions wherein each
point in said space corresponds to a vector of properties;
constructing a landscape for said space comprising

the steps of:
locating at least one point on said space

where a predetermined customer would purchase a product
having said corresponding vector of properties at a

predetermined price; and
sampling a set of points on an R-dimensional

sphere surrounding said selected point at a predetermined

step length from said selected point to determine a first
gubgset of said set of points where the predetermined customer

would make a purchase at said predetermined price and to
determine a second subset of said sampled points where the
customers would not make the purchase at said predetermined
price, said first subset of points and said second subset of
points form at least one indifference surface between a
buying region and a non-buying region at said predetermined
price,

The present invention further includes a framework
for the marketing and introduction of novel products. The
framework has means to model customers and to derive an
optimal set of goods to produce alone or in the face of a

T Bt aEinaeer GRS MM A W ¥ el bt -
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coevolving competitive onvironment where other firms are

introducing and modifying thelr own goods.
Tt ig a further aspect of the present invention to

present a method for creating a model of consumer preferences

5 from consumer data comprising the steps of:
constructing a plurality of candidate maps form the

congumer data to actual consumer preferences;
constructing a family of agent -based models;
avaluating said plurality of candidate maps and
19 said family of agent -based models with respect TO said
congumer data;
selecting one or more of said plurality of
candidate maps and said family of agent based models based on

said evaluation; and

15 performing at least one operation on said selected

candidate maps and said selected agent-based models to
generate a new plurality of candidate maps and a new family

of agent-based models.

BRIEF DESCRIPTION OF THRE DRAWINGS
FIG. 1 provides a flow diagram of the adaptive

20

disgimilarity partitioning method 100 of the present

invention.
FIG. 2 provides a flow diagram of a method for

determining consumer demand 200 that finds the context

devendent, oOr combinatorial optimized set of properties,
uses, or customer Zeatures that optimize the value of a

25

preduct to the customér base.
FIG. 3 provides a flow diagram of the framework 300

309 for the marketing and introduction of novel products.
FIG. 4 provides a flow diagram of the method for

creating a model of customer preferences.
¥1G. 5 discloses a representatlive computer gyatem

in conjunction with which the embodiments of the present

;g invention may Dbe implemented.
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

The present invention presents methods for
partitioning that provide both a relevant metric and a set of
clusters through an evolutionary learning process called an
adaptive dissimilarity partitioning methcd. Without
limitation, many of the following embodiments of the adaptive
dissimilarity partitioning method are explained in the
$11luscrative context of market segmentation. However, it
will be apparent to pergons of ordinary skill in the art that
the agpects of the embodiments of the invention are also
applicable in any context in which the natural metric or
diggimilarity measure of attribute space is not precisely
known.

Let us defins a set of n m-dimensional data vectors

x. (i=1, ..., n). The components X, (j=1,..., m) may be real

v;riables, binary variables, or other types of variables.

The aim of a typical clustering algcrithm is to assign the
data points to clusters to minimize some cost function. A
prototype vector is usually associated with each cluster: a
cluster is defined as the set of data vectors that are closer
o the cluster's prototype than to any other prototype. Fox
example, in the k-means clustering algorithm, one hag tO
determine the coordinates of k prototype vectors Y (h=1,

k) to minimize the following cost function:

s & J

Be= 33 ml - il

i1 h=}

where m.=1 if x. is assigned to cluster h and m, = 0
otherwise, and L.M is a distance in the space of data
vectors. The k-means clustering algorithm :is explained in
some methods for classification and analysis of multi variate
observations, McQueen, J., Proc. Fifth Berkeley Symp. oOn
Mathematical Statistics and Probability, Vol. 1 (Le Cam, L.
M. & Neyman, J., eds), University of California Press,
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Berkeley, CA, 1965, pp. 281-287. An acceptabie clustering
solution is given by {m,}, where each data vector is assigned
rto one and only one cluster. In the k-means algorithm, the
cluster prototypes are initialized with the first k data
vectors. A new data vector X, i»k, is assigned to the

olosest prototype vectar y..,,. <The prototype 1s adjusted in
response to X,, or, more precisely, is moved closer to Xy:

2

10
1
yh(i) & Yh(i) + i (xn - Yh(i))‘
H%MO
u=|
15

The total adjustment of the prototype is normalized to the
nurber of vectors that have already been assigned to that
prototype. A randomized version of this algorithm,
supplemented with topological constraints on prototypes, 18
,g the self-crganizing map, an unsupervised neural network.
Unsupervigsed neural networks are explained in The gelf-
Organizing Map, Kohonen, T., 1990, the contents of which are
herein incorporated by reference. We have assumed the
existence of a well-defined distance “.M . Sometimes, only
pairwise (or higher-order) relationships among vector

components are avallable. In such cases, tne cost function o

25

be minimized is the product of the dissimilarities of data

vectors agssigned to the same cluster.
Multidimensional scaling (MD3) is used to represent

data points in a two-or three-dimensional Buclidian space
such that pairwise distances in representation space closely
match pairwise dissimilarities as explained in
Multidimensional Scaling, Cox, T. F. & Cox, M. A. A., Chapman
& Hall, London, 1994 (“Multidimensional Scaling”), the

15 contents of which are herein incorporated by raference. A
clustering algorithm can be applied to the representation
vectors. Let y, be the vector that represents data vector X,.
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Let d,, be the distance between two representation vectors vy,
and y, (d, = "y, ~y.[); and D,, the dissimilarity between x, and
%x,. The cost function (also called stress) to be minimized

is typically given by:

5
fl a
- 2
E=Y Y w,(d,-D,),
k] u=l
10
where the weights w,, are introduced to normalize the
absolute values of the disparities D,,. A common c¢hoice for wy,
is
15 ]
wlu =~ n n
‘Diuz Z Daﬂ
a=| f=|

5 Other definitions of stress and algorithms for minimizing

stress are surveyed by Multidimensional Scaling.
In both clustering and MDS, the initial

dissimilarity measure is assumed to be known. Given the
disgimilarity, a clustering algorithm provides clusters
»c whereas MDS provides a low-dimensional representation. The
optained clusters or represgsentationas critically dapend on the
choice of the digsimilarity measure. Such a measure 1is
usually defined on the basis of "intuitive" criteria and
relies on the "expertise' of the degsigner, Defining a
39 disesimilarity measure, however, can in principle be
autorated. Clustering or scaling data, althougn it 1is
somaetimes used for exploratory data analysis, is usually a
first "preprocessing! atep in a particular task to be
performed (compression, understanding, market segmentation,
etc,). The performance of clustering or MDS can therefore be
measured not only with respect to the cost function or stress
to be minimized but also in connection with the task to be

)
N
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performed. The appropriate dissimilarity measure can be
learned in a supervised manner on a training set, tested on a
validation set, and applied to new data. The proposed
learning algorithm is a genetic algorithm. Genetic
algorithms are described in Genetic Algorithms in Search,
Optimization and Machine Learning, Goldberg, D. E., Addison-
Wesley, Reading, MA.,1989 (Genetic Algorithms in Search,
Optimization and Machine Learning), the contents of which are

herein incorporated by reference.
FIG. 1 provides a flow diagram of the adaptive

dissimilarity partitioning method 100 of the present
invention. In step 102, the methcd 100 chooseg a family of
of distance functions or dissimilarity measures. In step
104, the method 100 randomly genecrates a population of

dissimilarity measuresD’ = {DL} or distance functions d¥ in

the chosen family, where v is the index of a given
dissimilarity measure in that population. Each "individual"

v is encoded into a "genotype'.
In step 106, the method 100 performs clustering or

multidimensional scaling with a given algorithm for eacn
distance functionr or dissimilarity measure. In step 108, the
method 100 evaluates the performance of clustering or
multidimensional scaling and assigns fitness to every
digsimilarity measure v. In step 110, the method 100 gelects
individuals on the basigs of fitness. 1In step 112, the method
100 applies operators to selected individuals and palrs of
individuals. Preferably, the operations are genetic

operators such as mutation and crossover.
In step 114, the method 100 determines whether the

partitioning results are satisfactory with respect to the
fitness computed in step 108. If the partitioning results
are not pacisfactory, control returns to step 106 £O perform
clustering or multidimensional scaling for each new distance
functions or disgsimilarity measure created in steps 110 and
112. If the partitioning results are satisfactory, control
proceeds to step 116 where the method 100 terminates.

R T BT R R T Y
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The distance functicn cr digsimilarity measure can
be represented by a true function of the vectors’ coordinates
or by a set of pairwise relationships. When only pairwise
relationships between data vectors are available one needs to

= generalize the dissimilarity measure to data vectors which
have not been presented. The simplest generalization
procedure is to use a locally linear interpolation, using the
k nearest neighbors: the dissimilarity between the new vector
vV and any otner vector 0 is given by the average

19 dissimilarity between the k nearest neighbors of V and 0.

The following examples illustrates the operation of
the adaptive dissimilarity partitioning method 100. Let us
assume for definiteness that each data vector X, is two-
dimensional. The two components of X, represent two properties

15 of a cookie, fex example, sweestness and chewiyness., A set of
n customers is asked to determina the respective levels of
sweetness and chewyness they like in a cookie, on a scale of
1 to 10 for each property. In addition, each customer 1is
agsked to tell which type of cookie he or she is currently

»o using. Assume that k different types of cookies are
represented. The distance function in the gpace of customer
preferences is unknown, For example, one factor may be more

:mportant than another. A simple family of distance functions
is:

25
V2

J

2

2
j;(xnxxiz’xul!xd)(xtl "~ xul) + j;(le’xi?.’xul’xﬂ)(xn - qu)

30
where f, and f, are, for example, second-degree polynomial

functions of their variables. Each function is characterized
by 15 parameters, the coefficients of the polynomials. The
variations of these parameters is assumed to be restricted to
35 (-10,10]. A clustering algorithm, auch as k-means, 1s
applied to the data set using this distance function. The

fitness of a distance &' is given by

- 10 -
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1
1+ M, + M,

F'=

where M. is the number of customers assigned to the same

cluster that do no buy the same cookie type and M,. is the
number of customers assigned to different clusters that buy
the same cookie type. Depending on the task at hand, these
two types of mismatch can be given different weights.

The begt individuals obtained after, say, 1000
generations of the genetic algorithm, correspond to distance
functions that allow to obtain the right clusters of
customers in the sense described above.

The adaptive dissimilarity partitioning method 100
of the present invention finds the natural digsimilarxity
measure or distance function in a space of attributes. This
function may be unknown. Instead of resorting to ad hoc
functions, the method systematically generates a distance
function adapted to the task at handa. The obtained distance
function reflects the true structure of the space of
attributes and therefore can be used, in the context of
market segmentation, to cluster customers, extract the
"natural" clusters in the data using a non parametric
clustering algorithm (that is, one in which in the number of
clusters is not predefined), extract the effective dimension
of the space of preferences, test product differentiation,
improve positioning by product adjustment, and test potential
new products, taking into account the cost of moving from one
product to another or of launching a new product.

Otner significant areas of application include
protein data visualization, protein function and structure
prediction, dimensionality reduction for virus data sets,
general classification and pattern recognition problems, and
data visualization, including database visualization and

navigation.
In another example, two hundred two-dimengional

data vectors were randomly generated. Let x., and x;, be the
x- and y-coordinates of the ith data vector. x;, and X, are

- 11 -
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drawn from a uniform random distribution on ([0,1]). Let us
assume that x,, and x,, represent customer preferences for two
gelected features of a given product t?pe, that two products
are on the market, and that a customer i purchases product 1
if and only if x,,<0.5 and purchages product 2 if and only ii
X, 20.5. In this example, therefore, only Xx,, is relevant in
rhe determination of what product i1s purchased by a customer
whose preference vector is (x;;, X,;). But this information is
not known to the analyst, who simply assumes that the
relevant distance in preference space ig, for example, the
Fuclidian distance. Using such a distance, the analyst will
be unable to correctly segregate customers into two classes.
Wkat the algorithm has to find is the relevant distance in
preference space that will naturally lead to the correct
seqregation after application of a simple clustering
algorithm. Here we use a modified version of the k-means
clustering algorithm with k=2. Two centroids are initially
located at (0.5, 0.25) and (0.5, 0.75). Ideally, after
application of the clustering algorithm with the appropriate
distance function, the centroids should converge to (0.25,
6.5) and (0.75, 0.5). Remember that with this clustering
algorithm a data vector belongs to the cluster whose centroid
is closest to that data vector. Let C,,, be the centroid

clogest to vector x, (Cpy = ArgMin(d(Cm,x,.)), where d is the

digtance function), and C,uy the jth coordinate (j=1,2) ol

C.:- The centroid update upon presentation of X, is given
by:
d(cm(i)’xi)

cm(i)j A Cm(i)j +7 o (xij - Cm(i)j)’

n

where d is the current distance function, o() is the sign

35 function (og(u)=+1 if ux»0, o(u)=-1 if u<0, and g=0 if u=0), 01

ig a learning rate, and n=20C is the number of data vectors.
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The family of distance function used in this example has

three parameters:

2
arf
(2~ W),xiz = jzlﬂ ,

5 d(x,-ax;.) = [Wlxﬂ = %

where w, a, and @ €(0,2]. When w=1 and o= =2, the usual
Euclidian digtance is recovered, and when w=1 and oa=f=1 one
10 gets the city-block (or L,) distance.
This family of distance functions can easily be
generalized to higher-dimensional spaces. For example, let

us consider a D-dimensional space:

15 . v B —
d(_x,,xh)m irpzl WXy, = X, ]E;“p’
20 With
D
:E:ugg=19,
p=]
25
where o {p=1,.. .,D) and w, (p=1,. .,D) are 2D parameters (of

which only 2D-1 are free parameters) that determine the
relative importance of the pth coordinate and the amount of
distortion along the pth coordinate. This family of
30 functions assumes no correlation among coordinates, which is
certainly a limitation in certain cases. Other distance
functions should be used in such cases.
For the simple two-dimengional example, a simple,
fitness-proportionate (+elitism) genetic algorithm (GA) was
33 ysed with the following fitness function for distance 4':
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1
1+ M, +M,°

ou

F' =

where VM,. is the number cf customers assigned to the same
cluster that do no purchase the same cookie type and M, is
rhe number of customers assigned to different clusters ‘that
buy the same product. The population size was 40, the
mutation rate 0.1, and crossover was replaced with averaging
of parameters (that is, two selected individuals preduce one
offspring the parameters of which are the arithmetic average
of ite parents' parameters). After 10 generations, the GA
finds values of the parameters that consistently produce a
perfect clustering of customers after application of the
modified k-means algorithm. During one application (200
iterations) of the k-means algorithm for "bad" valuas of the
parameters (w=0.96, «=1.81, 3=1.77), ¢lose to the Euclidian
distance: the centroids are unable to move to the optimal
locations and remain confined in the vicinity of their
initial values. For “good” values of the parameters found by
rhe GA after 10 generations (w=1.98, ¢a=1.67, $=0.03), the
centroids mdve to the optimal locations because the distance
function asgigns almost all the weight to the x-coordinate.
The GA has therefore been able to find a distance function,
within the family of distance functiens, that reflects the
rerue" structure of preference space.

Assume now that instead of being unifoxmly
distributed in [0,1) x [0,1] customers form four clusters
(with the same "purchasge" rule: customer i purchases product
1 if and only if Xx,.<0.5 and purchases product 2 if and only
if x,. 20.5). Two situations can occur: the four clugters may
discriminate along the y-axis or along the x-axis. Upon
application of a non-parametric (number of cluaters
undefined) clustering or multidimensional scaling algorithm,
the gituation where the four clusters may discriminate along
the y-axis should lead to the detection of 2 clusters while
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the gituation where the four clusters discriminate along the
X-axis ghould lead to the discovery of 4 clusters if the
appropriate distance function is used., If the Euclidian
distance function is used both situations lead to the
detection of 4 clusters, A non-parametric (ant-based)
algorithm leads to 4 clusters in both cases using the
Euclidian distance. The same algorithm leads to 2 clusters
wnhen applied to the situation where the four clusters
discriminate along the y-axis and 4 clusters in the situation
where the four clusters discriminate along the x-axis.

In an aiternate embodiment, for more complicated
prob.iems, general function approximators such as neural
networks are used instead of family of distance functions. In
the case of neural networks connections weights are evolved
using the genetic algorithm.

In another alternate embodiment, GA is interactive:
the outcome of the clustering or MDS algorithm is evaluated
by a human observer who picks the good solutions.

The adaptive dissimilarity method 100 ie also
applicable to graph partitioning. Let G=(V,E) ba a non-
directed graph., V= (v(},, . ., is the set of n vertices and E,
a subset of VxV, the set of edges, of cardinal |E|. E can be
represented as a matrix [ey] of edge weights, e, being the
weight of edge (vy,vy), where e, »0 if (vi,vy) € E and e;;=0
1f (v,,vy) & E. The bipartitioning problem consists of
finding 2 sets of n/2 vertices each such that the total edge
welght between clusters is mimimal. This problem is known to
be NP-complete, and many heuristics have been proposed to
find reasonably good solutions in polynomial time. The
question we may ask is the following: is there a natural
distance in connection gpace (where the coordinate cof a
vertex v, i1s given by e;;, j=1,..., n) such that the
application of the k-means clustering algorithm (k=2)
generates a good solution of the bipartitioning problem?

The adaptive dissimilarity partitioning method 100
has been tested on random graphs G(n, C, Pis P.), wWhere n=100
18 the total number of vertices, ¢=2 is the number of
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clusters, p, is the probability that. two vertices within a
cluster are connected, and P, ig the probability that two
vertices belonging to different ¢lusters are connected.

Edges are characterized by e =1 if (v,,v;) ¢ E and e;;=0 if
(v.,v;) € E. Such graphs are convenient to test the algorithm
because the optimal solution of bipartitioning is known when
c=2: the optimal partitioning solution congists of having as
many vertices as possible that belong to the same graph

c.uster allocated to the same partition cluster. These graphs
nave been introduced and are used as difficult benchmark

oroblems in the context of VLSI design.
A modified version of the k-means algorithm is

applied. The two centrolids are initially assigned random
coordinates. Let C,,. be the centroid closest to vertex v,

(C,y, = ArgMin(d(C_,v,))), where d is the current distance
m=1,2

funCtion) ’ ana cm(“: the Jth coordinate (jgl’ " e o g n) of Cm(ii'
The centroid update upon presentation of x; 1s given by:

C"(C:m{l)’ V_.'L

cn‘-(i)j = Cn{i)j T G(e:‘,j - C,mj)/

n

where d is the current distance function, o() is the sign
function (g{(u)=+1 if u>0, o(u)=-1 if u<0, and ¢=0 if u=0), n
is a learning rate, and n=200 is the number of data vectors.
The family of distance function used in this example has

three paramecers:

- 16 -
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where w ¢ [0,1], and c and B € [0,2]. When w=1l, one gets
usual distances. The first term contains only zeroth and
firgc-order relationships between the two vertices: this
15 term is small when the two vertices are connected (0th-order)
and are connected to the same set of vertices (first-order).
The second term, which gets activated wnen w<l, rapresents
second-order relationships between two vertices: thig term is
small when the neighbors of the two vertices have a lot of
20 adjacent vertices in common. Such relationships may be
important for graph partitioning, but the extent to which
they improve the partitioning is not knowmn.
The fitness function used in the GA for distance d'

is given by:

23
F' = :
n .
1+Einc+n1"‘2'
30

where E,.. is the total inter-cluster weight, and n, is the

m*gl term 1is

number of vertices assigned to cluster 1. The

there to favor well-balanced solutions.
35

The present invention further presentsg a method for

- 19 -
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determining consumer demand that finds the context dependent,
or combinatorial optimized set of properties, uses, Or
customer features that optimize the value oI a product to the

customer base.
previous work has developed a general model of

rugged fitness landscapes called the NK model as explained irn
The Origins of Order, Stuart A. Kauffman, Oxford University
Press, 1993, Chapter 2, the contents of which are herein
incorporated by reference. The NK model ig also explained in
At Home in the Universe, Stuart A. Kauffman, Oxford
University Press, 1995, Chapter 9, the contents of which are
herein incorporated by reference.

NK landscapes are members of a still more general
class of models in physics, and known in the art as P spin
modeig. A P spin model consists of N spins, each of which
can take on a discrete number of values, say -1 and +1, Or 1
and 0, or a,b,c,d. Each spin contributes an nenergy" to the
total energy of a system of N spins. The enexgy of a given
spin configuration of the N spins 1s given by the sum of the
energies of the N spins. Each spin's energy contribution 1is,
in general, given by a sum of a monomial term which is a
function of its own state, plus quadratic texrms which are
sums of energies that are functions of the states of all
spins that influence it in pairwise interactions, plus a
similar sum of cubic terms listing all the contriputions of
all triples of spins of which that spin 1s a member, plus
higher order terms. In the NK model, K is the highest oxder
coupling.

In such spin-glass models, the discrete system has
a rugged "fitness" "coat" "efficiency" or "utility"” landscape
~ver the combinations of states of the N spins. New
techniques have been developed to characterize a number of
features of sucn landscapes. And it is these features that

allow ready assessment of the 1mportance of higher order,

15 cembinatorial properties on landgcape structure. These

properties include: 1) The rumber of peaks in the landscape;
2) The expected numper of steps to a peak from any given

- 18 -
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point in the landscape. 3) The dwindling numbexr of
directions "uphill® as the peak is climbed. 4) The numbex
of different peaks that can be climbed from a gingle point on
the landscape by adaptive walks which must proceed only
uphill. 5) The correlation structure of the landscape which
is, roughly, the correlation between fitnesses at two points
on the landscape as a function of their distance,

These properties of discrete landscapes, wnere the
spins take on only discrete values, a,b,¢,d... can be
generalized to the case of continuous dimensions, where each
variable ig a real number., This continuous case, the lengths
of walks uphill, and dwindling directions uphill must be
parameterized by a "step length" in the gpace of reasonably
smooth hill sides, any point on the landscape that is on a
hillside has the property that, for infinitesimal steps away
from that point, half the directions are uphill and half are
downhill. Only on ridges, saddles and peaks is that false.
However, if a discrete step length, say 100 yards, is
specified, then as a walk continues uphill and a ridge or
saddle or veak is approached, the "cone" that is still uphill
will dwindle. The rate of dwindling igs a measure that can be
used to characrerize the ruggedness of a continuous
landscape. Thus, on NK landscapes, with K modestly large,
the generic feature is that at every step uphill, the number
of directions uphill falls by a constant fraction. As
landscape ruggedness increases, the fraction by which tne
directions uphill dwindles increases from a few percent LoO
50% for fully random landscapes in the K - N 1 "random
energy"” limit. In a similar way, the rate at which the
uphill cone decreases as walks uphill continue provides a
measure of landscape ruggedness for continuous landscapes.

Consider a product space, without loss of
generality taken to be soap. Features of this product were
noted above, and in general, include other features of
interest, Consider, to be concrete and without losg of
generality, discrete choice methods. A customer is presented
with different choices of a bundle of properties, or vector
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of properties. Each bundle ig a point in the property space.
A price 1s attached to each such point. The customer is
asked to choose which, if any, he/she would buy. Examination
of the vector is the Property space after a finite number of
such choices, reveals a price in the vicinity of those
positions in property space at which the customer will just
8top buying., Thus, on one side of a point on a surface in
Propercty space, at that price, the customer will not buy, on
the other side of a point on a surtface in property space, at
that price, the customer will not buy, on the other side he
will buy. The point in question estimates the price for that
specific vector of properties. By sampling at many points
for one customex, it is possible to build up a set of points
that estimates the utility curve, or surface, in propercy
Space at one price for that customer, hence an indifference
surface, and a set of such surfaces at different prices.

For a population of customers, a population of such
data pcints can be assembled. In principle, much data could
be obtained from each customer., but typically it is only
feasible to obtain a limited amount of data from a given
customer. Typically, this is obtainad over a moderate large
region of property space. The data points are then typically
each labeled by a vector of demographic traits, and an
attempt 18 made using standard analysis to discriminate both
high utility positions in the space of properties, and
simultaneously the targeted demographic¢ populations that are
well matched to good positions in the space of properties in
order to optimize the vector of goods produced, each at a

different posgition in the property space, and targeted to one
Or more positions in the demographic space, such that a total

The application of landscape ideas can improve
these standards procedures both by directing the limited
gsamplirg chat can be done that it helps capture nigher order
cerms, or context dependent features, of these marketscapesg,

helps build statistical models of the right "equivalence

- 20 -
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class" of the real market scape, and helps build actual
models of the actual marketscape.

FIG. 2 provides a flow diagram of a method for
determining consumer demand 200 that finds the context

dependent, or combinatorial optimized set of properties,
uses, or customer features thalt optimize the value of a
product to the customer base. In gtep 202, the method for
determining consumer demand 200 gelects a point in property
space that lies on a surface that divides a region where a
predetermined customer would buy from a region where the
predetermined customer would not buy.

Ir. step 204, tre method for predicting consumer
demand 200 samples a set of points on an R-dimensional sphere
surrounding the point selected in step 202. Step 204
contrasts with previous methods for predicting consumer
demand that sample widely over the product space. The radius
of the sphere is defined in a well agpecified way where the
radius 1is defined as the “step length” on the surfacas. An
exemplary distance is the Euclidian distance. With the same
customer, or more generally, the same class of customers,
step 204 characterizes for many points in the spherical
surface surrounding the point whose price has been
determined, whether that new point would or would not be
purchased by the customer at the given price. Since the true
price surface in the space of properties contains the first
determined point, that price surface will, in general, pierce
the spherical surface surrounding the point whose price is
determined, The points on the sphere which are purchased and
the pointe which are not purchased determine, in the simplest
case, a curve O0f points whose price is the transition between
buying and not buying at the price, In this way, the
neighborhood surrounding that first priced point can be

examined.
In step 206, the method for predicting consumer

demand 200 determines whether the indifference surface hasg

been subgtantially completed. If the method for predicting
consumey demand 200 determines that the indifference surface
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has not been substantially completed, control proceeds to
step 208, In step 208, the method for predicting consumer

demand selects ancther point on the indiffersnce surface from
the transition curve determined in step 204. After step 208,

§ contrcl returns to step 204. Step 204 samples a set of
pcints on an R-dimensional sphere surrounding the point
selected in step 208. 1In this fashion, the method for
predicting consumer demand 200 operates to exterd the
indifference surface at the predetermined price in any

10 direction in the property space.

The ruggedness of the indifference surface at a
given price will show up by any of the properties we have
discussed. Thus, measured in property space, the
indifference surface at a given price may have one or more

15 correlation lengths in the space of properties, Thase
correlation lengths, in the NK model are long, for K small,
and short for K large. Thus, short correlation lengths

- estimate higher crder couplings among the properties., The
cone "uphill" in property space on an indifference surface at

20 @ given price can be determined. Good combinations of
properties will show up ag peaks or minima, depending upon
direction of definition, in the surface. That is, a very
good combiration of properties in property space will show
up, for example, as a willingness to pay the fixed price for

25 & small "amount" of the given vector of properties. Having
aefined a local "peak" in the indifference larndscape surface,
we can define the typical walk length, given step size, the
peak, and the number of peaks to which one can walk from any
point. In addition, we can examine the similarity of peaks

3¢ climbed from the same or nearby points on the indifference
landscape at a given price. We can ask if high peaks cluster
near one another. We can ask whethar racombination ig a good
means to find the high peaks. If so, wa can search out the
high peaks by focusing oux questioning in precise ways, to

35 look "between" the high peaks on the current landscape, and
nill climb from those points to still higher peaks.
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All these properties allow focused sampling of the
landscape to estimate the higher order context dependent,
combinatorial features of a given market scape.

Statistical models of the sampled market scape can

5 Dbe built by utilizing P spin-like models, where the class of
models with all possible values of the coefficients of all
the Padic terms in the polynomials constitute the family of
landscape models. Maximum entropy Bayesian updating similar
techniques can then be uged to estimate the most likely

10 landscape parameters to fit the observed data. A major
difference between the current approach and usual approaches
is that the detailed sampling in specific regions of the
indifference surface at a given price yields estimates of the
how "high" the higher order terms, (K in the Nk model)

15 actually are. Thus, we can estimate from such focused local
measurements at several points on the landscape, that, for
example, fifth order interactions, P=5, are critical for
determining the local structure of the markstscape. Xnowing
that, we can use a preponderance of the data to fit or

20 estimate the 5°" order terms, and only a small amount of the
data to estimate the monomial terms that may determine the
overall non-isotropic features of the marketscape on long
iength scales across tne marketscape. Thus, we can optimize
use of the gsampled data to discover both long range features

o5 Of the landscape and local features.

Given this analysis, one can derive a class of
statistical models of the landscape, and gpecific models of
the lardscape.

The method for predicting consumer demand 200 was

30 explained in tre context of computing an indifference surface
Lor a predetermined price in the proverty space for a
predetermined customer. However, as is known by one of
ordinary skill in the art, the method for predicting consumer
demand 200 could also be used to sample the property space of

35 the product for a given class of customer at a predetermined
price or at a set of predetermined prices. Further, the
method for predicting consumer demand 200 cculd also be used
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to arrange the demographically characterized population of
customers into a customer-gcape for any given point in the
product space. This new approach to market segmentation
arises by casting the agents into an M dimensional
demographic space. At any given price, we can determine the
fraction of customers in any small volume of demographic
space who will buy the good at that point in product space at
the given price. This determines a "customer-scape' for that
good at that price. Once again, the customer-scape is a
landacape, and we can define all the properties noticed
above: correlation structure, lengths of fixed step length
walks to peaks, the dwindling cone uphill as peaks are
climbed, the number of peaks accessible from a given point,
the similarity of such peaks, and whethar high peaks cluster
near one another. In the latter case, recombination 1is a
good means to search the landscape. This procedure adefines
one or more optimal customer features for a given good, or
position in product space. The same procedure allows
multiple points in product space to be utilized, indeed just
the points normally utilized, to find the best set of
positions in product space to match the best targeted
populations of customers in customer space. Again, the
advantage of our procedure is that it allows the higher order
terms, the context dependent Ieatures in customer space, to
be more readily detected, for it tells us that K order terms
are important. BAgain, we can then construct statistical
models of customer-scapes, and models of specific customer
gcapes.

The present invention further includes a framework
for the marketing and introduction of novel products, which
is a central function of businesses. FIG. 3 provides a flow
diagram of the framework 300 for the marketing and
introduccion of novel producte. The framework 300 concerns
means to model customers and derive an optimal set of gocds
to produce alone or in the face of a coevolving competitive
environment where other firms are introducing and modifying

their own gceds.
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In step 302, the framework for the marketing and
introduction of novel products 300 assembles data on
customers from statements of preferences on questionnaires,
point of purchase data, neilson data, etc. In step 304, the
framework for the marketing and introduction of novel
produccs 300 creates a model of customer preferences. In
step 306, the framework 300 uses the models of customer
preferences created in step 304 to identify preferred goods
and services. In step 308, the framework considers the
behavior of other firms in the environment in addition to the
models of customer preferences created in step 304 to
identify preferred goods and services in a coevolving
competitive environrment.

FIG. 4 provides a flow diagram of the method for
creating a model of customer preferences of step 304. In
step 402, the method for creating a model of customer

oreferences 304 determines whether to perform market
segmentation. If step 402 indicates that market gegmentation

should be performed, control procesds to step 404 where the
method for c¢reating a model of customer preferences eXxecutes
the adaptive dissimilarity partitioning method 100 shown by
the flow diagram of FIG., 1. If step 402 indicates that
market segmentation should not be performed, control proceeds

to step 406.
In step 406, the method for creating & model of

customer preferences 304 constructs a family of linear or
non-linear models of customers. These models are candidate
maps from answers to guestions, point of purchase data, etc.
tc the actual predictive preferences of the customers for the
goods in question. Accordingly, an aim of the method for
creating a model of customer preferences 304 1s to order the

goods in a match to actual preferences of customers.
Tn step 408, the method for creating a model of

customer preferences 304 constructs agent based models of
customers based on default hierarchies, rules of thumb, etc,
in their strategy space. Default hierarchies, etc. do not
require that preferences be transitive, which 1s often true
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of customers., In contrast, a preference space does require
transitivity. Agent based models of customers are described
in A System and Method for the Synthesis of an Economic Web
and the Identification of New Market Niches, Attorney docket
number 9392-0007-999, filed May 15, 18398, the contents ol
which are herein incorporated by reference. Agent based
models of cugstomers are further described in An Adaptive and
Reliable System and Method for Operations Management,
Attorney docket number 9392-0004-999, filed July 1, 1999, the
contents of which are herein incorporated by reference.

In step 410, the method for creating a model of
customer preferences 304 utilizes adaptive algorithms over
the space of mappings produced by step 406 and the space of
agent strategies produced by step 408 to find a set of models
that predicts customer purchasing preferences for a set of
goods. In the preferred embodiment, the adaptive algorithms
are genetic algorithms. In an alternate embodiment, the
adaptive algorithms are genetic programming.

| In step 412, the method for c¢reating a model of
customer preferences 304 determines whether the output of
step 410 has produced good predictive models of customer
purchasing preferences. If step 412 determines that the
output of step 410 has not produced gocd predictive models of
customer purchasing preferences, control returns to step 406
where processing proceeds with the new set of models produced
by the adaptive algorithm of step 410. If step 412
determines that the output of step 410 has produced good
predictive models of customer purchasing preferences, control

proceeds to step 414 where the processing terminates,
Asg previously discussed, in step 306, the framework

300 uses the models of customer preferences created in step

304 to identify preferred goods and services. If the
customers have preferences for may features of a product that

add up to a single preference landscape, then step 306
executes the method for predicting consumer demand 200
illustrated by the flow diagram of FIG., 2. 1In contrast, if
the customer preferences are not commensurable, then step 306
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executes an optimization tool to find the global pareto
optimal points such as Configuration Sherpa, which is
described in A System and Method for Coordinating Economic
Activities Within and Between Economic Agents. In either
case, one of ordinary skill in the art would understand that
there are a variety of clustering and multi-dimensional
scaling algorithma that can seek optimal choices of locations
of goods in the product space to attract the most customers.
Such algorithms may prespecify the number of goods, or seek
optimal numbers and locations of goods based on a firm's
budget c¢onstraints, and other aspects of firm operations in
its competitive environment.

As previously explained, in step 308, the framework
congiders the behavior of other firms in the environment in
addition te the mcdels of customer preferences created in
step 304 to identify preferred goods and services in a
coevolving competitive environment. Firms compete by
introducing or improving products. Hence, there is a
coevolutionary dynamic. Generically, there are two regimes:
a “red queen” regime of persistent coevolution in the space
of products and an evolutionary stable strategies regime
where all products reach local or global Nash equilibria and
stop moving in product space. See At Home in the Universe.
If the firm completes the oObserve, orient, decide and act
loop (OODA) faster than the other firms with respect to the
introductionr,, innovation, improvement and wise placement of
products, it can systematically win.

Step 308 of the framework for the marketing and
introduction of novel products 300 uses models of customers
and capacity to predict preferences over the space of
products to build agent based or other dynamical models of
the coevolution of market shares of products, utilizing data
to locate optimal positions for new or improved products in
coevoluticnary dynamics subject to constraints on budget,
capacity, and time to market for new or improved goods, etc.
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Agent based models that identify new products are described
in A Sygtem and Method for the Synthesis of an Economic Web
and the Identification of New Market Niches,

FIG. 5 discloses a representative computer system
510 in conjunction with which the embodiments of the present
invention may be implemented. Computer gystem 510 may be a
personal computer, workstation, or a larger system such as a
minicomputer. However, one skilled in the art of computer
systems will understand that the present invention is not
limited to a particular class or model of computer.

As shown in FIG. 5,representative computer system
510 includes a central processing unit (CPU) 512, a memory
unit 514, one or more storage devices 516, an input device
518, an output device 520, and communication interface .2922.
A system bus 524 is provided for communications between these
elements. Computer system 510 may additionally function
through use of an operating system such as Windows, DOS, or
UNIX. FHowever, one skilled in the art of computer gysgtems
will understand that the present invention is not limited *to
a particular configuration or operating system.

Storage devices 516 may illustratively include one or
more floppy or hard disk drives, CD-ROMs, DVDs, or tapes.
Input device 518 comprises a keyboard, mouse, microphone, or
other similar device., Output device 520 is a computer
monitor or any other known computer output device.
Communication interface 522 may be a modem, a network
interface, or cther connection to external electronic

devices, such as a serial or parallel port
While the above invention has been described with

reference to certain preferred embodiments, the scope of the
nresent invention is not limited to these embodiments. One
gkill in the art may find variations of these preferred
embodiments which, nevertheless, fall within the spirit of
the present invention, whose scope is defined by the claims

set forrth below.
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Claims

1. A method for partitioning a space of data

5 comprising the steps of:
choosing a plurality of dissimilarity measures;
partitioning the space for each of said plurality

of digsimilarity measures;
evaluating said partitioning for each of said

10 plurality of dissimilarity measures; and
selecting one or more of said dissimilarity
measures on the basis of said evaluation.

2. A method for partitioning a space as in claim

15 1 further comprising the steps of:
' performing at least one operation of said selected

dissimilarity measures to generate a new plurality of

digsimilarity measures; and
repeating said partitioning the space step and said

20 evaluating said partitioning step for each of said new
plurality of dissimilarity measures; and
selecting one or more of said new dissimilarity
measures on the basis of sald evaluation.

x 3, A method for partitioning a space as in claim
2 further comprising the step of iterating on said performing

at least one operation of saild selected dissimilarity

measures step, said repeating said partitioning the space
step and said selecting one or more of said new dissimilarity

39 measures step to achieve an optimal partition.

4, A method for partitioning a space as in claim
2 wherein said at least one operation is a genetic operation.

15 - 5. A method for partitioning a space as in claim

4 wherein said genetic operation is selected from the group
consisting of a mutation and a crossover.
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6. A method for partitioning a space as in claim
1 wherein said choosing a plurality of dissimilarity measures

step comprises the steps of:
choosing a family of dissimilarity measures; and

randomly generating said plurality of dissimilarity

measures from said chosen family.

7. A method for partitioning a space as in claim
1 wherein said partitioning for each of said plurality of
10 dissimilarity measures step is performed by at least one

clustering algorithm.

8, A method for partitioning a space as in claim
7 wharein said at least one clustering algorithm is a k-means

15 clustering algorithm.

9. A method for partitioning a space as in claim
£ whereir said dissimilarity measure is a dissimilarity

furction and sa:d family of dissimilarity measures is a

»o family of dissimilarity functlions.

10. A method for partitioning a space as in claim
9 wherein said family of dissimilarity functions for said

space having two dimensions 1is:
1/2
3

25 | 2 2
d, = ﬂ(xnaxmxunxuz)(xn - u!) '*'fz(xflsxizaxunxuz)(xfz"xuz)

u

whereln
X.,, X5 Xy, and x, are said data in said space;

10 £. and f, are polynomial functions of their variables; and
f, and f, are characterized by a plurality of parameters.

11. A method for partitioning a space as in claim
10 wherein said polynomial functions are second degree

35 polynomial functions.
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12. A method for vartitioning a space as in claim
10 wherein said plurality of parameters are coefficients of

the polynomials.

5 13. A method for partitioning a space ag in claim
12 wherein the variations of said plurality of parameters are

restricced to [-10,10].

14. A method for partitioning a space as in claim
19 12 wherein said evaluating said partitioning for each of said
plurality of dissimilarity measures step compriseg the step
of asaigning a fitness to said each of said plurality of
dissimilarity measures and said fitness is defined by:

1
15 s |
I+ M, + M,

wherein:
M,, is the number of said data that are assigned tc the same

20 partition rhat do not belong in the same partition; ana
M. is the number of said data that are asgigned to different

partitions and do belong in the same partition.

15. A methoed for partitioning a space as in claim
~5 6 wherein sgaid family of dissimilarity measures are general

function approximators.

16. A method for partitioning a space as in claim
§ wherein said general function approximators are neural

10 networks having connections weights.

17. A method for partitioning a space as in clainm
1 whevein said evaluating said partitioning for each of said
plurality of dissimilarity measures step is performed by a

35 human observer.
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18. A method for partitioning a space as in claim
17 wherein said selecting one or more of said dissimilarity
measures on the basis of said evaluation step is performed by

a human observer based on said evaluatiomn.

19. Computer executable software code stored on a
computer readable medium, the code for partitioning a space
of data, the code comprising:

code to choosing a plurality of dissimilarity

neasures;
code to partition the space for each -of said

plurality of dissimilarity measures;
code to evaluate said partitioning for each of sald

pluraiity of dissimilarity measures; and
code to select one or more of said dissimilarity
measures on the basis of said evaluation.

20. Computer executable software code stored on a
computer readable medium, the code for partitioning a space
as in claim 19, the code further comprising:

code to perform at least one operation of said
selected dissimilarity measures to generate a new plurality

of dissimilarity measures;
code to repeat said partitioning the space step and

said evaluating said partitioning step for each of said new

plurality of digsimilarity measures; and
code to select one or more of said new

dissimilarity measures on the basis of said evaluation.

21. A programmed computer system for partitioning

a space comprising at least one memory having at least one
region storing computelr axacutable program code and at least
one processor for executing the program code stored in said

memory, wherein the program code includes:
code to choosing a plurality of dissimilarity

measures;

- 32 -
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code to partition the space for each of said
plurality of digsimilarity measures;

code to evaluate said partitioning for each of said
plurality of digsimilarity measures; and

code to select one or more of said dissimilarity

measures on the basis of sald evaluation.

22. A programmed computer system for partitioning
a gpace comprising at least one memory having at least one
reglon storing computer executable precgram code and a: least
one processor for executing the program code stored in said
memory as in claim 21, wherein the program code further

includes:
code to perform at least one operation of said

selected disgssimilarity measures to generate a new plurality

of dissimilarity measures;
code to repeat said partitioning the space step and

said evaluating said partitioning step for each of said new

plurality of dissimilarity measures; and
code to select one or more of sald new

dissimilarity measures on the basis of said evaluation.

23, A method for determining customer demand for

progucts comprising the steps of:
defining a space having R dimensions wherein each

point in said space corresponds to a vector of properties;
constructing a landscape for said space comprising

the steps of:
locating at least one point on sald space

wnere a predetermined customer would purchase a product
having said corresponding vector of properties at a

predetermined price; and
sampling a set of points on an R-dimensional

sphere gsurrounding said selected point at a predeterminea
step length from said selected point to determine a first
supset of said set of peints where the predetermined customer

would make a purchage at said predetermined price and to
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determine a second subset of said sampled points where the
cugtcmers would not make the purchase at said predetermined
price, said first subset of points and said second subset of
points form at least one indifference surface between a

buying region and a non-buying region at said predetermined

price.

4. A method for determining customer demand for
products as in claim 23 wherein said constructing a landscape
10 for said space further comprises the steps of:
selecting at least one point on said indifference
surface; and
repeating said sampling step fxom said selected
point to extend said at least one indifference suriace.

15
ot A method for determining customer demand for

nroducts as in claim 24 further comprising the step oi

iterating on said selecting at least one point on said

indifference surface step and said repeating said sampling
»g step from said selected point step to further extend said

indifference surriace.

26. A method for determining customer demand for
products as in claim 23 further comprising the steps of
-5 determining characteriatics of said indifference gurface from

gaid sampling step.

7. A method for determining cCustomer demand for
products as 1n claim 26 wherein said indifference surface

28. A method for determining customer demand for
products as in claim 26 wherein said indifference gurface
characteristica comprige at least one correlation length.

35
29. A method for determining customer demand for

products as in claim 26 further comprising the step of

- 34 -
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locating one or more points on said indifference surface
having a small amcunt of said corresponding vector of
propertiea to identify peaks on said indifference surface.

5 30. A method for determining customer demand for
products as in claim 26§ wherein said indifference surface
characteristics further comprise at least one typical walk

length to said identified peaks.

10 31, A method for determining customer demand for
producte as in claim 29 wherein said indifference surface
characteristics further comprise at least one clustering
measure of said identified peaks.

18 32. A method for determining customer demand for
products as in claim 29 further comprising the steps of:
defining a family of possible modele tO

represent the customer demand; and
selecting one or more models from said family

29 of possible models that are compatible with said indifference

gurface characteristics.

33 A method for determining customer demand for
products as in claim 32 wherein said selected models have a

2g plurality of parameters.

14. A method for determining customer demand for
products as in claim 33 further comprising the step of
determining values of said plurality of parameters for said

50 selected models from said sampling step.

35. A method for determining customer demand for

products as in claim 33 wherein said values of said plurality
of selected parameters are determined using Bayesian

g analysis.,
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36. Computer executable software code stored on a
computer readable medium, the code for determining customer

demand for products, the code comprising:
code to define a space having R dimensions wherein

: each point in said space corresponds to a vector of
properties;
code to construct a2 landscape for said space
comprising:
code to locate at least one point on said
10 8pace where a predetermined customer would purchase a product
having said corresponding vector of properties at a

predetermined price; and
¢code to sample a set of points on an R-

dimensional sphere surrounding said selected point at a

15 predetermined step length from said gelected point to
determine a first subset of said set of points where tne
predetermined customer would make a purchase at said
predetermined price and to determine a second subset cf said
sampled peoints where the customers would not make the

~g burchase at said predetermined price, said first subset of
voints and said second subset of points form at least one
indifference surface between a buying region and a non-buying

region at said predetermined price.

26 37. Computer executable software code stored on a
computer readable medium, the code for determining customer
demand for products as in claim 36, wherein said code to
construct a landscape for said space further comprises:

code to select at least one point on said

39 indifference surface; and
code to repeat said sampling step from said

selected point to extend said at least one indifference

guxrface.

38. Computer executable software code stored on a
computer readable medium, the code for determining customer

35
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demand for products as in claim 37, the code further

comprising:
code to iterate on said gselecting at least one

s said sampling step from said selected point step to further

excend said indifference aurface,

79. A programmed computer gystem for determining
customer demand for products comprising at least one menory
10 having at 1east one ragion storing computer executable
program code and at least one processor for executing the
program code gtored in said memory, wharein the program code

includes:
code to define a space having R dimensions wherein

each point 1in aaid space corresponds to a vector of

properties;
code to construct a lanascape for said space

comorising:
code to locate at least one point on gaid
~g Space where a predetermined customexr would purchase a product

having said corresponding vector of properties at a

predetermined price; and
~ode to sample a set of points on all R-

dimensional sphere surrounding said selected point at a
25 predetermined gtep length from said selected point tO
determine a first subset of said set of points where the

predetermined cugtomer would make a purchase at said
predetermined price and to determine a second subset of said

gampled points where the customers would not make the

70 purchase at sald predeterminedprice, said first subset of
pcints and said gecond subset of points form at least one
indifference surface berween a buying region and a non-buying
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program code and at least one processor for executing the
program code stored in said memcry as in claim 39, wherein
said code to construct a landscape for said space further
comprises:

5 code to select at least one point on said
indifference surface; and

code to repeat said sampling step from said

selected point to extend said at least one indifference

surface.

10
41, A programmed computer system for determining

customer demand for products comprising at least one memory
having at least one region storing computer executable
program code and at least one processor for executing the

1 g program code stored in said memory as in claim 40, wherein
gaid code further comprises:

code to iterate on said selecting at least one

point on said indifference surface step and said repeating
said sampling step from said selected point step to further

29 extend said indifference surface.

47. A method for creating a model of consumer
preferences from consumer data comprising the steps of:
constructing a plurality of candidate maps form the
~c consumer data to actual consumer preferances;
constructing a family of agent-based models;
evaluating said plurality of candidate maps and
said family of agent-based models with respect TO sald

consumer data;
3() gelecting one or more of said plurality of

candidate maps and said family of agent based models based on

said evaluation; and
performing at least one operation on said selected

candidate maps and said selected agent -based modelg to
15 generate a new plurality of candidate maps and a new family

of agent-based models.
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43. A method for creating a model of consumer
preferences from consumer data as in claim 42 further
comprising the step of iterating on said evaluating said
plurality of candidate maps step, said selecting one or more
of saic plurality of candidate maps and gsaid family of agent
based models step and said performing at least one operation
on said selected candidate maps and said selected agent-based
models step to achieve an optimal model of consumer

preferences.

44, A method for c¢reating a model of consumer
preferaences from consumer data as in claim 42 wherein said ac
least one aoperation is a genetic operation.

45. A method for creating a model of consumer
preferences from consumer data as in claim 44 wherein said
genetic operation is selected from the group consisting of a
mutation and a crossover.

46. Computer executable software code stored on a
computer readable medium, the code for creating a model of
consumer preferences from consumer data, the code comprising:

code to construct a plurality cf candidate- maps
form the c¢onsumer cata to actual consumer preferences;

code to construct a family of agent-based models;

code to evaluate said plurality of candidate maps
and said family of agent-pased models with respect to said

conasumer data;
code to gelect one or more of said plurality of

candidate maps and said family of agent based models based on

said evaluation; and
code to perform at least one operation on said

selected candidate maps and saild selected agent-based models
to generate a new plurality of candidate maps and a new
family of agent-based models.
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47. A programmed computer system for creating a
model of consumer preferances Ifrom consumer data, comprising
at least one memory having at least one region storing
computer executable program code and at least one processor
for executing the program code stored in said memory, wherein
the program code includes:

code to construct a plurality of candidate maps
from the consumer data to actual consumer preferences;

code to construct a family of agent-based models;
code to evaluate said plurality of candidate maps

and said family of agent-based models with respect to said
consumer data;

code to gelect one or more of said plurality of
candidate maps and said family of agent based models based on

said evaluation; and
code to perform at least one operation on said

salacted candidate maps and said selected agent-based models
to generate a new plurality of candidate mapeg and a new

family of agent-based models.

48. A method for marketing and introducing nove.
products from consumer data comprising the steps of:

creating a medel of customer preferences; and

identifying rovel products using the method for

determining customer demand of claim 23.

49. A method for marketing and introducing novel
sroducts from consumer data wherein said creating a model of
customer preferences step is performing using the method of

claim 1.

50. Computer executable software code stored on a
computer readable medium, the code for marketing and
introducing novel productg from consumer data, the code
comprising:

code to create a model of customer preferences; and
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code to identify novel products using the methoaq
for determiring customer demand of claim 23,

51. Computer executable goftware code stored on a

s computer readable medium, the code for marketing and
introducing novel products from consumer data as in claim 50,
wharein said code to create a model of customer prefercnces

ig the code of claim 19,
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