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1. 

GRID STORAGE SYSTEMAND METHOD OF 
OPERATING THEREOF 

CROSS-REFERENCES TO RELATED 
APPLICATIONS 

The present application is a continuation-in-part of U.S. 
patent application Ser. No. 12/544,743 filed Aug. 20, 2009 
and claiming benefit from U.S. Provisional Patent Applica 
tions No. 61/189,755, filed on Aug. 21, 2008 and 61/151,528 
filed Feb. 11, 2009; the present application further claims 
benefit from U.S. Provisional Patent Application No. 61/151, 
533 filed Feb. 11, 2009. The entire contents of these applica 
tions are hereby incorporated by reference in their entirety. 

FIELD OF THE INVENTION 

The present invention relates, in general, to data storage 
systems and respective methods for data storage, and, more 
particularly, to virtualized grid storage systems. 

BACKGROUND OF THE INVENTION 

Modern enterprises are investing significant resources to 
preserve and provide access to data. Data protection is a 
growing concern for businesses of all sizes. Users are looking 
for a solution that will help to verify that critical data elements 
are protected, and storage configuration can enable data 
integrity and provide a reliable and safe Switch to redundant 
computing resources in case of an unexpected disaster or 
service disruption. 
To accomplish this, storage systems may be designed as 

fault tolerant systems spreading data redundantly across a set 
of storage-nodes and enabling continuous operation when a 
hardware failure occurs. Fault tolerant data storage systems 
may store data across a plurality of disk drives and may 
include duplicate data, parity or other information that may be 
employed to reconstruct data if a drive fails. Data storage 
formats, such as RAID (Redundant Array of Independent 
Discs), may be employed to protect data from internal com 
ponent failures by making copies of data and rebuilding lost 
or damaged data. As the likelihood for two concurrent failures 
increases with the growth of disk array sizes and increasing 
disk densities, data protection may be implemented, for 
example, with the RAID 6 data protection scheme well 
known in the art. 
Common to all RAID 6 protection schemes is the use of 

two parity data portions per several data groups (e.g. using 
groups of four data portions plus two parity portions in a 
(4+2) protection scheme, using groups of sixteen data por 
tions plus two parity portions in a (16+2) protection scheme, 
etc.), the two parities being typically calculated by two dif 
ferent methods. Under one well-known approach, all in con 
secutive data portions are gathered to form a RAID group, to 
which two parity portions are associated. The members of a 
group as well as their parity portions are typically stored in 
separate drives. Under a second approach, protection groups 
may be arranged as two-dimensional arrays, typically nin, 
Such that data portions in a given line or column of the array 
are stored in separate disk drives. In addition, to every row and 
to every column of the array a parity data portion may be 
associated. These parity portions are stored in Sucha way that 
the parity portion associated with a given column or row in the 
array resides in a disk drive where no other data portion of the 
same column or row also resides. Under both approaches, 
whenever data is written to a data portion in a group, the parity 
portions are also updated using well-known approaches (e.g. 
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2 
such as XOR or Reed-Solomon). Whenever a data portion in 
a group becomes unavailable, either because of disk drive 
general malfunction or because of a local problem affecting 
the portion alone, the data can still be recovered with the help 
of one parity portion, via well-known techniques. Then, if a 
second malfunction causes data unavailability in the same 
drive before the first problem was repaired, data can never 
theless be recovered using the second parity portion and 
related, well-known techniques. 

While the RAID array may provide redundancy for the 
data, damage or failure of other components within the Sub 
system may render data storage and access unavailable. 

Fault tolerant storage systems may be implemented in a 
grid architecture including modular storage arrays, a com 
mon virtualization layer enabling organization of the storage 
resources as a single logical pool available to users and a 
common management across all nodes. Multiple copies of 
data, or parity blocks, should exist across the nodes in the 
grid, creating redundant data access and availability in case of 
a component failure. Emerging Serial-Attached-SCSI (SAS) 
techniques are becoming more and more common in fault 
tolerant grid storage systems. 
The problems of fault tolerant grid storage systems have 

been recognized in the Prior Art and various systems have 
been developed to provide a solution, for example: 
US Patent Application No. 2009/094620 (Kalvitz et al.) 

discloses a storage system including two RAID controllers, 
each having two SAS initiators coupled to a Zoning SAS 
expander. The expanders are linked by an inter-controller link 
and create a SAS ZPSDS. The expanders have PHY-to-zone 
mappings and Zone permissions to create two distinct SAS 
domains such that one initiator of each RAID controller is in 
one domain and the other initiator is in the other domain, The 
disk drives are dual-ported, and each port of each drive is in a 
different domain. Each initiator can access every drive in the 
system, half directly through the local expander and half 
indirectly through the other RAID controller's expander via 
the inter-controller link. Thus, a RAID controller can con 
tinue to access a drive via the remote path in the remote 
domain if the drive becomes inaccessible via the local path in 
the local domain. 
US Patent Application 2008/201602 (Agarval et al.) dis 

closes a method and apparatus for transactional fault toler 
ance in a client-server system. In one example, output data 
generated by execution of a service on a primary server during 
a current epoch between a first checkpoint and a second 
checkpoint is buffered. A copy of an execution context of the 
primary server is established on a secondary server in 
response to the second checkpoint. The output data as buff 
ered is released from the primary server in response to estab 
lishment of the copy of the execution context on the second 
ary server. 
US Patent Application No. 2007/174517 (Robillard et al.) 

discloses a data storage system including first and second 
boards disposed in a chassis, The first board has disposed 
thereona first Serial Attached Small Computer Systems Inter 
face (SAS) expander, a first management controller (MC) in 
communication with the first SAS expander, and manage 
ment resources accessible to the first MC. The second board 
has disposed thereon a second SAS expander and a second 
MC. The system also has a communications link between the 
first and second MCs. Primary access to the management 
resources is provided in a first path which is through the first 
SAS expander and the first MC, and secondary access to the 
first management resources is provided in a second path 
which is through the second SAS expander and the second 
MC. 
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US Patent Application 2006/010227 (Atluri et al.) dis 
closes a system for providing secondary data storage and 
recovery services for one or more networked host nodes, and 
includes a server application for facilitating data backup and 
recovery services; a first data storage medium accessible to 
the server application; a second data storage medium acces 
sible to the server application; at least one client application 
for mapping write locations allocated by the first data storage 
medium to write locations represented in a logical view of the 
first data storage medium; and at least one machine instruc 
tion enabling direct read capability of the first data storage 
medium by the server application for purposes of Subsequent 
time-based storage of the read data into the secondary data 
storage medium. 

SUMMARY OF THE INVENTION 

In accordance with certain aspects of the present invention, 
there is provided a storage system comprising: a) a plurality 
of disk units adapted to store data at respective ranges of 
logical block addresses (LBAS), said addresses constituting 
an entire address space divided between a plurality of virtual 
partitions (VP), b) a storage control grid operatively con 
nected to the plurality of disk units and comprising a plurality 
of at least three data servers, each server having direct or 
indirect access to the entire address space. Each certain Vir 
tual partition is configured to be controlled by at least two data 
servers among said plurality of data servers, a primary data 
server configured to have a primary responsibility for han 
dling requests directed to any range of LBAS corresponding 
to said certain virtual partition and a secondary data server 
configured to have a secondary responsibility for handling 
requests directed to any range of LBAS corresponding to said 
certain virtual partition and to overtake the primary respon 
sibility for handling respective requests if the primary server 
is shut-down for a backward compatible upgrade. Each data 
server is configured to have primary responsibility over all 
LBAS corresponding to at least two virtual partitions and to 
have secondary responsibility overall LBAS corresponding to 
at least two other virtual partitions. The plurality of data 
servers is pre-configured to enable the following re-assign 
ment of responsibilities if one of the data servers is shut-down 
for a backward compatible upgrade: each VP previously pri 
mary controlled by the shut-down server becomes primary 
controlled by a server previously configured as a secondary 
server with respect to this VP; and each VP previously sec 
ondary controlled by the shut-down server becomes second 
ary controlled by a server other than the newly assigned server 
with primary responsibility. By way of non-limiting example, 
the request directed to one or more LBAs may be I/O request 
or configuration-related request. The storage system may be 
operable in accordance with file-access storage protocols, 
block-access storage protocols and/or object-access storage 
protocols. 

In accordance with further aspects of the present invention, 
the storage system is further configured to generate, in 
response to a request corresponding to a certain virtual par 
tition, a primary cache object in a data server configured as 
primary with regard to said certain partition and to generate a 
corresponding redundancy object in a data server configured 
as secondary with regard to said certain partition. The redun 
dancy object is to be deleted upon Successful permanent 
storing of data and/or metadata corresponding to said request 
while said storing provided by the data server configured as 
primary, or to be used by said data server configured as 
secondary for permanent storing said data and/or metadata 
when overtaking the primary responsibility. The redundancy 
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4 
object may be derived from the primary cache object and 
needs to be reconstructed in order to enable overtaking the 
primary responsibility. The redundancy object is further con 
figured to be handled in a searchable data structure with no 
need to be incorporated into cache-object control procedures 
and/or dirty data destaging procedures of the secondary 
server before overtaking the primary responsibility. 

In accordance with other aspects of the present invention, 
there is provided a method of operating a storage system 
comprising a plurality of disk units adapted to store data at 
respective ranges of logical block addresses (LBAS), said 
addresses constituting an entire address space divided 
between a plurality of virtual partitions (VPs), and a storage 
control grid operatively connected to the plurality of disk 
units and comprising a plurality of at least three data servers, 
each server having direct or indirect access to the entire 
address space. The method comprises: a) configuring each 
certain virtual partition to be controlled by at least two data 
servers, a primary data server configured to have a primary 
responsibility for handling requests directed to any range of 
LBAS corresponding to said certain virtual partition and a 
secondary data server configured to have a secondary respon 
sibility for handling requests directed to any range of LBAS 
corresponding to said certain virtual partition and to overtake 
the primary responsibility for handling respective requests if 
the primary server is shut-down for a backward compatible 
upgrade; b) respectively configuring each data server among 
the plurality of data servers to have primary responsibility 
over all LBAS corresponding to at least two virtual partitions 
and to have secondary responsibility over all LBAs corre 
sponding to at least two other virtual partitions; c) responsive 
to a shut-down of a data server among said plurality of data 
servers: i) re-configuring primary responsibility over eachVP 
previously primary controlled by the shut-down server such 
that it becomes primary controlled by a server previously 
configured as a secondary server with respect to this VP; ii) 
re-allocating secondary responsibility over each VP previ 
ously secondary controlled by the shut-down server in a man 
ner that each such VP becomes secondary controlled by a 
server other than the newly assigned server with primary 
responsibility. 

In accordance with further aspects of the present invention, 
the method further comprises: a) responsive to a change in 
configuration of a certain VP obtaining by data server having 
primary responsibility over said certain VP information cor 
responding to said configuration change; b) sending said 
information corresponding to said configuration change to 
the rest of the data servers in said plurality of data servers. 

In accordance with further aspects of the present invention, 
the method further comprises: a) responsive to Successful 
upgrade of the upgraded data server, informing at least all 
data servers which have overtaken a responsibility over at 
least one VP assigned to the upgraded data server before its 
shut-down that the upgraded server is in operational condi 
tion; b) obtaining by said upgraded server the most updated 
configuration information with regard to all VPS assigned to 
said upgraded data server before its shut-down; c) overtaking 
by said upgraded data server primary responsibility over all 
VPs assigned to the upgraded data server before its shut-down 
as to be controlled with primary responsibility and secondary 
responsibility over all VPs assigned to the upgraded data 
server before its shut-down as to be controlled with secondary 
responsibility. 

In accordance with further aspects of the present invention, 
the upgraded server may overtake overall responsibility in 
different sequences. For example, the upgraded server over 
takes primary and secondary responsibility over a certain VP, 
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then over another certain VP, and continues the overtaking 
process until gaining responsibility over all VPS assigned to 
said upgraded data server before its shut-down. Alternatively, 
the upgraded server may overtake primary responsibility over 
all VPs assigned to the upgraded data server before its shut 
down as to be controlled with primary responsibility, and then 
overtakes secondary responsibility over all VPs assigned to 
the upgraded data server before its shut-down as to be con 
trolled with secondary responsibility. Alternatively or addi 
tionally, the upgraded server overtakes primary and second 
ary responsibility over all VPs controlled by a certain data 
server with primary or secondary responsibility, then overall 
VPs controlled by another certain data server with primary or 
secondary responsibility, and continues the overtaking pro 
cess until gaining responsibility overall VPs assigned to said 
upgraded data server before its shut-down. Some operations 
related to different VPs are provided in parallel. 

In accordance with further aspects of the present invention, 
the method further comprises: a) responsive to a request cor 
responding to a certain virtual partition, generating a primary 
cache object in a data server configured as primary with 
regard to said certain partition; b) generating a corresponding 
redundancy object in a data server configured as secondary 
with regard to said certain partition; c) using said redundancy 
object by said data server configured as secondary for perma 
nent storing said data and/or metadata when overtaking pri 
mary responsibility over VP when the primary server is shut 
down. The redundancy object may be derived from the 
primary cache object and needs to be reconstructed in order to 
enable overtaking the primary responsibility. The redundancy 
object may be further configured to be handled in a searchable 
data structure with no need to be incorporated into cache 
object control procedures and/or dirty data destaging proce 
dures of the secondary server. 
Among advantages of certain embodiments of the present 

invention is enabling backward compatible hot upgrade of 
one of data servers whilst retaining protection of data related 
to any respective request. 

BRIEF DESCRIPTION OF THE DRAWINGS 

In order to understand the invention and to see how it may 
be carried out in practice, embodiments will now be 
described, by way of non-limiting example only, with refer 
ence to the accompanying drawings, in which: 

FIG. 1 illustrates a schematic functional block diagram of 
a SAS-based grid storage system in accordance with certain 
embodiments of the present invention: 

FIG. 2 illustrates a schematic functional block diagram of 
a SAS server in accordance with certain embodiments of the 
present invention; 

FIG. 3 illustrates a schematic functional block diagram of 
a SAS disk unit in accordance with certain embodiments of 
the present invention; 

FIG. 4 illustrates a schematic functional block diagram of 
a SAS-based grid storage system in accordance with certain 
alternative embodiments of the present invention: 

FIG. 5 illustrates a schematic functional block diagram of 
a fault tolerant configuration of a grid storage system divided 
in accordance with certain embodiments of the present inven 
tion; 

FIG. 6 illustrates a schematic functional block diagram of 
a grid storage system divided into a plurality of virtual parti 
tions in accordance with certain embodiments of the present 
invention; 
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6 
FIG. 7 illustrates a schematic flow-chart of a server take 

over process in accordance with certain embodiments of the 
present invention; 

FIG. 8 illustrates a schematic flow-chart of a server recov 
ery and responsibility retake process in accordance with cer 
tain embodiments of the present invention; 

FIG. 9 illustrates a schematic flow-chart of handling con 
figuration information during regular operation, handover 
and recovering processes in accordance with certain embodi 
ments of the present invention; 

FIG. 10 illustrates a schematic flow-chart of a process of 
generating cache redundant objects in accordance with cer 
tain embodiments of the present invention; and 

FIG. 11 illustrates a schematic flow-chart of a hot upgrade 
procedure in accordance with certain embodiments of the 
present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 

In the following detailed description, numerous specific 
details are set forth in order to provide a thorough understand 
ing of the invention. However, it will be understood by those 
skilled in the art that the present invention may be practiced 
without these specific details. In other instances, well-known 
methods, procedures, components and circuits have not been 
described in detailso as not to obscure the present invention. 

Unless specifically stated otherwise, as apparent from the 
following discussions, it is appreciated that throughout the 
specification discussions utilizing terms such as “process 
ing', 'computing', 'calculating”, “determining', 'generat 
ing”, “activating”, “reading”, “writing”, “classifying”, “allo 
cating or the like, refer to the action and/or processes of a 
computer that manipulate and/or transform data into other 
data, said data represented as physical. Such as electronic, 
quantities and/or said data representing the physical objects. 
The term “computer should be expansively construed to 
cover any kind of electronic device with data processing 
capabilities, including, by way of non-limiting example, per 
Sonal computers, servers, computing system, communication 
devices, storage devices, processors (e.g. digital signal pro 
cessor (DSP), microcontrollers, field programmable gate 
array (FPGA), application specific integrated circuit (ASIC), 
etc.) and other electronic computing devices. 
The operations in accordance with the teachings herein 

may be performed by a computer specially constructed for the 
desired purposes or by a general purpose computer specially 
configured for the desired purpose by a computer program 
stored in a computer readable storage medium. 
Embodiments of the present invention are not described 

with reference to any particular programming language. It 
will be appreciated that a variety of programming languages 
may be used to implement the teachings of the inventions as 
described herein. 
The references cited in the background teach many prin 

ciples of cache-comprising storage systems and methods of 
operating thereofthat are applicable to the present invention. 
Therefore the full contents of these publications are incorpo 
rated by reference herein where appropriate for appropriate 
teachings of additional or alternative details, features and/or 
technical background. 

In the drawings and descriptions, identical reference 
numerals indicate those components that are common to dif 
ferent embodiments or configurations. 

Bearing this in mind, attention is drawn to FIG. 1 illustrat 
ing a schematic functional block-diagram of a grid storage 
system in accordance with certain embodiments of the 
present invention. 
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A plurality of host computers (illustrated as 500) may share 
common storage means provided by a grid storage system 
100. The storage system comprises a storage control grid 102 
comprising a plurality of servers (illustrated as 150A, 150B, 
150C) operatively coupled to the plurality of host computers 
and operable to control I/O operations between the plurality 
of host computers and a grid of storage nodes comprising a 
plurality of disk units (illustrated as 171-175). The storage 
control grid 102 is further operable to enable necessary data 
virtualization for the storage nodes and to provide placing the 
data on the nodes. 

Typically (although not necessarily), the servers in the 
storage control grid may be off-the-shelf computers running a 
Linux operating system. The servers are operable to enable 
transmitting data and control commands, and may be inter 
connected via any suitable protocol (e.g. TCP/IP. Infiniband, 
etc.). 
Any individual server of the storage control grid 102 may 

be operatively connected to one or more hosts 500 via a fabric 
550 such as a bus, or the Internet, or any other suitable means 
known in the art. The servers are operable in accordance with 
at least one SAS protocol and configured to control I/O opera 
tions between the hosts and respective disk units. The servers 
functional block-diagram is further detailed with reference to 
FIG. 2. Examples of SAS implementations are described in 
detail in the following documents, each of which is incorpo 
rated by reference in its entirety: 

“Serial Attached SCSI-2 (SAS-2), Revision 16, Apr. 18, 
2009. Working Draft, Project T10/1760-D, Reference 
number ISO/TEC 14776-152:200X. American National 
Standards Institute. 

“Serial Attached SCSI Technology”, 2006, by Hewlett 
Packard Corp. http://h20000.www2.hp.com/bc/docs/ 
support/SupportManual/co0302340/co0302340.pd 

Data storage formats, such as RAID (Redundant Array of 
Independent Discs), may be employed to protect data from 
internal component failures, 

Each of the disk units (DUs) 170-175 comprises two or 
more disk drives operable with at least one SAS protocol (e.g. 
DUs may comprise SAS disk drives, SATA disk drives, SAS 
tape drives, etc.). The disk units are operable to store data at 
respective ranges of logical block addresses (LBAS), said 
addresses constituting an entire address space. Typically a 
number of disk drives constituting the disk unit shall enable 
adequate implementation of the chosen protection scheme 
(for example, disk units may comprise a multiple of 18 disk 
drives for a RAID6 (16+2) protection scheme). The DUs 
functional block-diagram is further detailed with reference to 
FIG. 3. 

In accordance with certain embodiments of the present 
invention, the storage control grid 102 further comprises a 
plurality of SAS expanders 160. A SAS expander can be 
generally described as a switch that allows multiple initiators 
and targets to communicate with each other, and allows addi 
tional initiators and targets to be added to the system (up to 
thousands of initiators and targets in accordance with SAS-2 
protocol). The so-called “initiator” refers to the end in the 
point-to-point SAS connection that sends out commands, 
while the end that receives and executes the commands is 
considered as the “target.” 

In accordance with certain embodiments of the present 
invention, each disk unit is directly connected to at least two 
SAS expanders 160; each SAS expander is directly connected 
to all disk units. Each SAS expander is further directly con 
nected to at least two interconnected servers comprised in the 
storage control grid. Each Such server is directly connected to 
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8 
at least two SAS expanders. Thus each server has direct 
access to entire address space of the disk units. 

Unless specifically stated otherwise, the term “direct con 
nection of SAS elements’ used in this patent specification 
shall be expansively construed to cover any connection 
between two SAS elements with no intermediate SAS ele 
ment or other kind of server and/or CPU-based component. 
The direct connection between two SAS elements may 
include remote connection which may be provided via Wire 
line, Wireless, cable, Internet, Intranet, power, satellite or 
other networks and/or using any appropriate communication 
standard, system and/or protocol and variants or evolution 
thereof (as, by way of unlimited example, Ethernet, iSCSI, 
Fiber Channel, etc.). 

Unless specifically stated otherwise, the term “direct 
access to a target and/or part thereof used in this patent 
specification shall be expansively construed to cover any 
serial point-to-point connection to the target or part thereof 
without any reference to an alternative point-to-point connec 
tion to said target. The direct access may be implemented via 
director indirect (serial) connection between respective SAS 
elements. 

Referring to FIG. 2, there is illustrated a schematic func 
tional block diagram of the SAS server in accordance with 
certain embodiments of the present invention (e.g. server 
150A illustrated in FIG.1). The server comprises a CPU 1510 
operatively coupled to a plurality of service disk drives (illus 
trated as disk drives 1520 and 1525), that may serve various 
operational tasks, such as storing meta-data used by the sys 
tem, emergency storage tasks, etc. The server may also com 
prise a memory area 1570 operable as a cache memory used 
during I/O operation and operatively coupled to the CPU. The 
server further comprises one or more Host Channel Adapters 
(HCAs) (illustrated as HCA's 1560 and 1565) operatively 
connected to the CPU and operable to enable communication 
with the hosts 500 in accordance with appropriate protocols. 
The server further comprises two or more SAS Host Bus 
Adapters (HBAs) (illustrated as HBA's 1550 and 1555) 
operable to communicate with the SAS expanders 160 and to 
enable the respective data flow. The CPU further comprises a 
Cache Management Module 1540 operable to control the 
cache operating, a SAS Management Module 1545 control 
ling communication and data flow within the Storage Control 
Grid, an interface module 1530 and an Inter-server Commu 
nication Module 1535 enabling communication with other 
servers in the storage control grid 102. 

In certain embodiments of the invention one or more serv 
ers may have, in addition, indirect access to disk units con 
nected to the servers via SAS expanders or otherwise (e.g. as 
illustrated with reference to FIG. 4). The server may be fur 
ther configured to be responsible for handling I/O requests 
addressed to directly accessible disks. When the server 
receives an I/O request, the interface module 1530 checks if 
the request is directed to the address space within the respon 
sibility of said server. If the request (or part thereof) is 
directed to an address space out of the server's responsibility, 
the request is re-directed via the inter-server communication 
module 1535 to a server responsible for the respective address 
space (e.g. having direct access to the required address space) 
for appropriate handling. 

Referring to FIG. 3, there is illustrated a schematic func 
tional block diagram of the SAS Disk Unit (e.g. Disk Unit 170 
illustrated in FIG. 1) in accordance with certain embodiments 
of the present invention. The disk unit comprises a plurality of 
disk drives 1720. The disk drives may be either SAS drives, 
SATA drives or other disk drives supported by SAS technol 
ogy, The DU comprises one or more SAS I/O modules (illus 
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trated as SAS I/O modules 1710 and 1715). The disk drives in 
the DU may be operatively connected to one or more of the 
I/O modules. As illustrated in FIG. 3, each disk drive in the 
disk unit is connected to both SAS I/O modules 1710 and 
1715, so that double access to each drive is assured, 

Each of two illustrated I/O modules comprises two or more 
Internal SAS Expanders (illustrated as 1740, 1742, 1744, 
1746). In general, SAS expanders can be configured to 
behave as either targets or initiators. In accordance with cer 
tain embodiments of the present invention, the Internal SAS 
Expanders 1740 are configured to act as SAS targets with 
regard to the SAS expanders 160, and as initiators with regard 
to the connected disks. The internal SAS expanders may 
enable increasing the number of disk drives in a single disk 
unit and, accordingly, expanding the address space available 
via the storage control grid within constrains of limited num 
ber of ports and/or available bandwidth. 

The I/O modules may further comprise a plurality of Mini 
SAS units (illustrated as units 1730, 1732, 1734 and 1736) 
each connected to respective Internal SAS expanders. The 
Mini SAS unit, also known in the art as a “wide port', is a 
module operable to provide physical connection to a plurality 
of SAS point-to-point connections grouped together and to 
enable multiple simultaneous connections to be open 
between a SAS initiator and multiple SAS targets (e.g. inter 
nal SAS expanders in the illustrated architecture). 
The disk drives may be further provided with MUX units 

1735 in order to increase the number of physical connections 
available for the disks. 

Referring back to FIG. 1, the illustrated architecture of 
SAS-based grid storage system enables any request to reach 
the desired LBA via any of the servers, wherein each server 
covers the entire space address of the disk drives in the storage 
system. An I/O request coming from a host is initially handled 
by the CPU 1510 operable to define which data needs to be 
read or written and from/to which physical location. The 
request is further forwarded to the respective disk unit via the 
HBAs 1550 or 1555 and one of the SAS expanders 160, and 
arrives at the relevant disk unit via one of the internal SAS 
expanders 1740. No further intervention of CPU is needed 
along the way after the handling of the request within the 
Storage Control Grid 102. 

Although in terms of software and protocols, SAS technol 
ogy Supports thousands of devices allowed to communicate 
with each other, physical constrains may limit the number of 
accessible LBAS. Physical constrains may be caused, by way 
of non-limiting example, by the limited number of connec 
tions in an implemented enclosure and/or limited target rec 
ognition ability of an implemented chipset and/or by rack 
configuration limiting a number of expanders, and/or by limi 
tations of available bandwidth required for communication 
between different blocks, etc. Certain embodiments of archi 
tecture detailed with reference to FIG. 1 enable significant 
overcoming of such limitations and providing direct access to 
any LBA in the disk units directly connected to the SAS 
expanders 160, wherein the number of such directly accessed 
LBAs may be of the same order as the number allowed by the 
SAS protocol. 

Constrains of limited number of ports and/or available 
bandwidth and/or other physical constrains may be also over 
come in certain alternative embodiments of the present inven 
tion illustrated in FIG. 4. The storage control grid is consti 
tuted by servers 105A-105C detailed with reference to FIGS. 
1 and 2 and operatively connected to a plurality of disk units 
detailed with reference to FIG.3. Groups of two or more DUs 
are configured to form a "daisy chain” (illustrated as three 
groups of three DUs constituting three daisy chains 270-271 
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10 
272, 273-275-275 and 276-277-278). The first and the last 
DUs in each daisy chain are directly connected to at least two 
servers, the connection is provided independently of other 
daisy chains. Table 1 illustrates connectivity within the daisy 
chain 270-271-272. The columns in the table indicate DUs, 
the rows indicate the reference number of the Mini SAS 
within respective DU according to reference numbers illus 
trated in FIG. 3, and interceptions indicate the respective 
connections (SAS HBAs reference numbers are provided in 
accordance with FIG. 2). Thus, for instance, Mini SAS 1732 
of DU 270, is connected to HBA 152 of sever 150A, and Mini 
SAS 1732 of DU 271 is connected to Mini SAS 1736 of DU 
270. 

TABLE 1 

1730 1732 1734 1736 

27O 1554 of 1SOB 1552 of 1 SOA 1730 of 271 1732 of 271 
271 1734 of 270 1736 of 270 1730 of 272 1732 of 272 
272 1734 of 271 1736 of 271 1SSO of 1SOA 1 SS62 of 1SOB 

Mini SAS connectors of I/O modules of a first DU con 
nected to a server or other DUs connected to a previous DU 
(e.g. 1730 and 1732) are configured to act as targets, whereas 
Mini SAS connectors in another I/O module (e.g. 1734 and 
1736) are configured to act as initiators. 

In contrast to the architecture described with reference to 
FIG.1, in the architecture illustrated in FIG. 4 each server has 
direct access only to a part of the entire space address of the 
disk drives in the storage system (two-thirds of the disks in the 
illustrated example, as each server is connected to only two 
out of three daisy chains). However, similar to architecture 
described with reference to FIG. 1, any request may reach the 
desired LBA via any of the servers in a manner detailed with 
reference to FIG. 2. When the server receives an I/O request, 
the interface module 1530 checks if the request is directed to 
the address space within the responsibility of said server. If 
the request (or part thereof) is directed to an address space out 
of the server's responsibility, the request is re-directed via the 
inter-server communication module 1535 to a server respon 
sible for the respective address space (e.g. having a direct 
access to the required address space) for appropriate han 
dling. 
The redundant hardware architecture illustrated with ref 

erence to FIGS. 1 and 4 provides the storage system of the 
present invention with failure tolerance. 

In certain embodiments of the present invention availabil 
ity and failure tolerance of the grid storage system may be 
further increased as illustrated in FIG. 5. In such embodi 
ments, although each server is provided with director indirect 
access to the entire address space, a responsibility for entire 
address space is divided between the servers. For example, 
each LBA (e.g. LBA 501) may be assigned to a server (e.g. 
105A) with a primary responsibility and a server (e.g. 105B) 
with a secondary responsibility with regard to said LBA. It 
should be noted that responsibility of a certain server may be 
changed during the operation of the storage system, and the 
terms “primary server” and “secondary servers' in the fol 
lowing description are related to pre-assigned responsibility 
of the servers. For example, as will be further detailed with 
reference to FIGS. 7-8, the secondary server may operate with 
the primary responsibility during takeover and recovery/re 
take processes. 

For purpose of illustration only, the following description 
in most cases is provided with respect to I/O requests to be 
handled by a primary or a secondary server. Those skilled in 
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the art will readily appreciate that the teachings of the present 
invention are applicable in a similar manner to configuration 
or similar requests unless specifically stated otherwise. 

In certain embodiments of the invention the primary server 
may be configured to have direct access to the address space 
controlled with primary responsibility wherein the secondary 
server may be configured to have direct and/or indirect access 
to this address space. All I/O requests directed to a certain 
LBA are handled by a respective primary server. If a certain 
I/O request is received by a server which is not the primary 
server with respect to the desired LBA, the request is for 
warded to a corresponding primary server. The primary server 
is operable to temporarily store the data and metadata related 
to the I/O request thereby generating one or more primary 
cache objects to be handled in the cache of the primary server. 
The cache objects may be generated and handled in various 
ways, some of them known in the art. For example, the cache 
object may be incorporated into Some mechanism (such as 
LRU, FIFO, etc.) that prioritizes data that is to be kept in or 
evicted from cache, as well as into some other mechanism that 
regulates destaging of dirty data into the disk drives, so that 
respective data and/or metadata ends up being permanently 
stored in the correct address and disk drive. The storage 
system is further configured to generate, in response to the I/O 
request, one or more redundancy objects in the memory of the 
secondary server, said objects corresponding to the primary 
cache objects. The redundancy objects may be generated as 
copies of the primary objects or as derivations thereof as 
further detailed with reference to FIG. 10. The redundancy 
object generated as a derivation of the primary cache object 
may be further configured in a manner enabling its handling 
in a searchable data structures (e.g. hashed lists) with no need 
to incorporate the redundancy object into cache-object con 
trol procedures before overtaking the primary responsibility. 

The primary server acknowledges the transaction to the 
host only after the secondary server has acknowledged back 
that the redundancy object is adequately stored in its memory, 
and, accordingly, the primary cache object becomes redun 
dant. Eventually, after the primary server has permanently 
stored the data/metadata associated with the primary object in 
the disk drives, it informs the secondary server that it can 
delete the corresponding redundancy object from its memory. 
If the primary server fails before the data has been perma 
nently stored in the disk drives, the secondary server over 
takes primary responsibility for said LBA and for appropriate 
permanent storing of the data corresponding to the redun 
dancy object. Failure of the primary server may be detected 
with the help of the known “keep-alive' approach or other 
wise. The terms “fails” and “failure' with respect to a server 
should expansively mean any loss of ability to function as 
desired, including malfunction and shutdown of the server. 

In order to further increase availability of the storage sys 
temand to enable tolerance to a double hardware failure, each 
LBA (e.g. 501) may be assigned to three servers: primary 
server (e.g. 105A), main secondary server (e.g. 105B) and 
auxiliary secondary server (e.g. 105C). When handling an I/O 
request, the primary server enables generating respective 
redundancy objects in both the secondary servers and 
acknowledges the transaction after both secondary servers 
have acknowledged that they have stored the redundancy 
objects in respective memories. After the primary server 
stores the data corresponding to the primary object in the disk 
drives, it informs both secondary servers that the respective 
redundancy objects may be deleted. If the primary server fails 
before the data has been permanently stored in the disk drives, 
then the main secondary server will overtake primary respon 
sibility for said LBA. However, if a double failure occurs, the 
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12 
auxiliary secondary server will overtake primary responsibil 
ity for said LBA and for appropriate permanent storing of the 
data. The auxiliary server may also take a role of the main 
secondary server, in the case of shutdown or other malfunc 
tion of the main secondary server. 
As known in the art, storage virtualization enables refer 

ring to different physical storage devices and/or parts thereof 
as logical storage entities provided for access by the plurality 
of hosts. Stored data may be organized in terms of logical 
Volumes or logical units (LUs) each identified by means of a 
Logical Unit Number (LUNs). A logical volume is a virtual 
entity comprising a sequence of data blocks. Different LUs 
may comprise different numbers of data blocks, while the 
data blocks are typically of equal size. The entire storage 
space may be further divided into a plurality of Virtual Parti 
tions (VPS), each comprising one or more logical Volumes. 
FIG. 6 illustrates a grid storage system 300 divided into a 
plurality of VPs (310-315). The storage system 300 may be a 
SAS storage or another grid storage system comprising Vir 
tualized storage space and the control grid. At least for redun 
dancy purposes the control grid shall comprise two or more 
servers, while for resilience purposes (e.g. to keep operating 
in redundant mode in case one server fails) the control grid 
shall comprise three or more servers. For purpose of illustra 
tion only, the following description is provided with respect to 
VPs having an equal size. Those skilled in the art will readily 
appreciate that the teachings of the present invention are 
applicable in a similar manner to VPs with variable size. 

In accordance with certain embodiments of the present 
invention, each server has direct or indirect access to the 
entire address space. Responsibility for the partial address 
space covered by each VP is distributed among the servers, in 
Such a manner that each server is assigned with primary 
responsibility (i.e. as a primary server) over at least two VPs, 
and is assigned with secondary responsibility (i.e. as a sec 
ondary server) over at least two additional VPs. Each VP is 
controlled by at least two servers—primary server and sec 
ondary server. As illustrated in FIG. 6, by way of non-limiting 
example the servers are configured in accordance with Table 
2, and the virtual partitions are respectively configured in 
accordance with Table 3. 

TABLE 2 

Primary Secondary 
Responsibility Responsibility 
(continuous line in (dashed line in 

Server FIG. 6) FIG. 6) 

1SOA VPO, VP3 VP1,VP5 
1SOB VP1,VP4 VP2, VP3 
150C VP2, VP5 VPO, VP4 

TABLE 3 

Primary Secondary 
VP Responsibility Responsibility 

VPO 1SOA 150C 
VP1 1SOB 1SOA 
VP2 150C 1SOB 
VP3 1SOA 1SOB 
VP4. 1SOB 150C 
VP5 150C 1SOA 

The terms “primary responsibility” or “primary control 
with regard to a VP should expansively mean that the server 
handles all I/O requests directed to LUs defined in the VP. 
When the host sends a write request to the system directed to 
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a certain LU defined in a certain VP, the respective server with 
primary responsibility temporarily stores the respective 
cache object, and is eventually responsible to handle it so that 
respective data and/or metadata ends up being permanently 
stored in the correct address and disk drive. The server with 
primary responsibility is also responsible for retrieving the 
data/metadata each time that the host requests it. In accor 
dance with certain embodiments of the present invention, 
when, responsive to I/O request to a certain VP, the server 
with primary responsibility generates the primary cache 
object, it also enables generating corresponding redundancy 
object to be stored in the cache memory of the server having 
secondary responsibility over that certain VP. The primary 
server acknowledges the transaction to the host only after 
receiving acknowledgement from the secondary server that 
the redundancy object is generated in its cache. Upon Suc 
cessful permanent storing the data in the disk drives, the 
primary server informs the secondary server that the second 
ary server can delete the redundancy object from its cache. 
However, if the primary server fails in permanently storing 
the data in the disks, the secondary server overtakes primary 
responsibility on the said VP and on permanent storing the 
data and, as will be further detailed with reference to FIG. 10, 
uses the redundant object for further operating. 

Those versed in the art will readily appreciate that the 
invention is not bound by the architecture of the grid storage 
system described with reference to FIGS. 5-6. Equivalent 
and/or modified functionality may be consolidated or divided 
in another manner and may be implemented in any appropri 
ate combination of software, firmware and hardware. In dif 
ferent embodiments of the invention the functional blocks 
and/or parts thereof may be placed in a single or in multiple 
geographical locations (including duplication for high-avail 
ability); operative connections between the blocks and/or 
within the blocks may be implemented, when necessary, via a 
remote connection. 

Referring to FIG. 7, there is illustrated a schematic flow 
chart of a takeover process in a case of a failure of a primary 
server in three-server configuration. 

Resulting from a bootstrapping process (701), the servers 
are up and running; and the Virtual Partitions are configured, 
by way of non-limiting example, as detailed with reference to 
FIG. 6. Information related to configuration of each VP may 
be accommodated in a Virtual Partition Configuration File 
(VPCF). Such information may include information on 
respective LUs, distribution mappings. Utilization Bitmap. 
Snapshots, dynamic allocation of space for Thin Volumes, etc. 
The VPCF may be periodically saved in one or more disk 
units at pre-determined periods of time (e.g. every 30-60 
minutes, so as not to impact performance). Accordingly, the 
metadata stored in VPCF are permanently saved. Status and 
configuration files maintained by the servers may be further 
protected in accordance with a protection scheme imple 
mented in the storage system, and saved in a Physical Space 
Address Header in, for example, the first RAID Group of each 
VP. The location of this RAID group on the disks is fixed as 
part of the basic configuration of the system, so that in case of 
recovery, the server will be able to retrieve this information. 

In accordance with certain embodiments of the present 
invention, changes in the VP configuration between the saves 
of VPCF may be written to a Recent Configuration Changes 
File (RCCF), which, in the case of emergency power-off, may 
be saved in one or more Server Service Disk Drives (e.g. 1520 
in FIG. 2). RCCF may be configured as a linked file that is 
erased every time whenVPCF is saved. If the buffer allocated 
in the server on behalf of the RCCF becomes full, VPSF may 
be saved before the planned time. In addition, each server may 
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14 
maintain, with respect to its primary VPs, a Dirty Data Log 
File (DDLF). The DDLF may be configured as a linked list of 
pointers to dirty objects currently handled in the cache (e.g. 
1570 in FIG. 2) of the server. In case of shutdown or emer 
gency power-off, the DDLF helps in a process of destaging 
the dirty data currently handled in the cache. The RCCF and 
the 
DDLF may be combined together to form a Server LogFile 

(SLF) which may be saved in one or more Server Service Disk 
Drives. Status of each server may be handled in a respective 
Server Status File (SSF). 
The storage system is configured to check (702) if all 

servers are operable. Such a check may be provided in a 
variety of manners, some of them known in the art. In accor 
dance with certain embodiments of the present invention, if a 
failure of a certain server is identified, the storage system 
re-configures (703) primary responsibility over VPs corre 
sponding to the failed server. The storage system is further 
configured to allocate (704) operable servers for secondary 
responsibility for VPs corresponding to the failed server. 
Thus, after the re-configuration process is finished, the sys 
tem continues to work in protected mode although one of the 
servers has failed. Accordingly, if one server fails, not only is 
data not lost (redundancy), but also the system continues to 
operate with protection of data related to any I/O request 
(resilience). In case of double failure when a second server 
also fails, still no data is lost, and the system can either 
continue to work normally (but without the same redundancy 
level at the cache), or Switch to a read-only mode. 

Table 4 illustrates, by way of non-limiting example, re 
configuration of the primary responsibility (for VP0 and VP3) 
and the secondary responsibility (for VP1 and VP5) in the 
case of a failure of the server 105A illustrated in FIG. 6. 

TABLE 4 

Primary Secondary 
Server Responsibility Responsibility 

1SOB VP1,VP4, VP3 VP2, VP5, VPO 
150C VP2, VP5, VPO VP4, VP1,VP3 

Thus, the servers and VPs are re-configured in the follow 
ing manner: 

each VP previously primary controlled by the failed server 
becomes primary controlled by a server previously con 
figured as a secondary server with respect to this VP; 

each VP previously secondary controlled by the failed 
server becomes secondary controlled by a server other 
than the newly assigned primary server. 

The re-allocation of the secondary responsibility may be 
provided in accordance with a pre-defined allocated table 
configured for the cases of failure of assigned servers. Alter 
natively or additionally, the allocation may be provided on 
the-fly, for example based on a load-balancing approach or 
otherwise. In a similar manner, re-allocation of the secondary 
responsibilities may be provided in case of failure of a sec 
ondary server whilst keeping assigned primary responsibili 
ties. 

In order to enable re-allocation of primary and secondary 
responsibility, each server may be configured to accommo 
date the most updated versions of VPCFs of all VPs. By way 
of non-limiting example, each primary server may send to the 
rest of the servers the changes in VPCFs of virtual partitions 
(e.g. respective RCCF files) which are in its primary respon 
sibility. 
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If a failed server restarts after a certain period of time, it 
may retake responsibility. The schematic flow-chart of server 
recovery and responsibility retake process is illustrated in 
FIG.8. When a failed server recovers and reboots (801), it 
may read the Server Status File. Since reboot takes place after 5 
the server has failed, the Status File will indicate “online' 
status, thus indicating to the server that the boot is provided 
after a failure (as opposed to the installation or initialization 
stages). The recovered server informs (802) the servers 
involved in the take-over process (i.e. servers which have 
overtaken responsibility over at least one VP assigned to the 
recovered server before the failure) that it is up and running. 
The retake process may be provided for each such involved 
server sequentially as described below. Alternatively, the pro 
cess may start with retaking the primary responsibility from 15 
all respective servers followed by retaking the secondary 
responsibility from all respective servers. Alternatively or 
additionally, some or all operations related to different VPs 
may be provided in parallel. 

Referring to the example illustrated in FIG. 7, server 150A 
informs server 150B about successful reboot; obtains the last 
update of VP3 configuration from server 150B, and reads 
saved in the system disk drive VPCF file of VP3. Thus server 
150A obtains (803) updated VP3 configuration. Server 150A 

10 

becomes now secondary for VP3, as illustrated in Table 5. At 25 
this point, server 150B still holds dirty data corresponding to 
VP3. 

TABLE 5 
30 

Primary Secondary 
Server Responsibility Responsibility 

1SOA VP3, 

150C VP2, VP5, VPO VP4, VP1 35 

New write requests to VP3 continue to be handled (804) by 
server 150B (since server 150A is still secondary for VP3), 
however the respective dirty data (e.g. DDLF file) and dirty 
metadata (e.g. RCCF file) are sent (805) to server 150A (e.g. 
as SLF file or separately). On the background, backlog of 
dirty data previously accumulated in the cache of server 150B 
and related to VP3 are also continually sent (706) to server 
150A. Thus, upon completing the background process (806), 
server 150A accommodates copies of all dirty data written to 45 
VP3 and utmost updated VP3 configuration. After that, server 
150A overtakes (807) primary responsibility over VP3, and 
then, it also overtakes (808) secondary responsibility over 
VP5. The resulting configuration is illustrated in Table 6. 

Responsive to information received (802) from server 50 
105A that it has returned to the operational condition, server 
150B Saves VPCF of VP3 in disk drive. Server 150B contin 
ues to handle modifications of VPCF of VP3 during opera 
tions 803-806, however without saving updated VPCF file in 
the system disk drive. 

40 

55 

TABLE 6 

Primary Secondary 
Server Responsibility Responsibility 60 

150A VP3 VP5 
1SOB VP1,VP4 VP2, VPO 
150C VP2, VPO VP4, VP1 

Operations 802-807 further repeated for primary responsi- 65 
bility retake over VP0 from server 150C, and for secondary 
responsibility retake over VP1 from server 150B. As a result, 

16 
the storage system returns to initial responsibility assign 
ment, as was illustrated in FIG. 5 and Tables 2 and 3. 

Operations 805 and 806 shall be provided in a manner 
preserving an order of writes. For example, before or during 
sending to server 150A a data block related to VP3, server 
150B may receive a write request related to this block. 
Accordingly, write and sent procedures shall be performed 
under block lock, namely: 

a data block shall not be sent to server 150A until the write 
operation is completed; 

a write request to a data block being sent from server 150B 
to server 150A, shall not be performed until the block 
has been sent/acknowledged. 

The above block lock may be implemented with the help of 
various approaches. Some of them known in the art. 

In a case when a user Voluntarily shuts down the system, all 
dirty data and dirty meta-data (such as, for example, the 
configuration files) are safely destaged to the system disks, 
according to the standard destage procedures implemented in 
the storage system. The status in the Server Status File is set 
to “power off, and the system may safely shut down. 

In case of emergency shutdown when the system is shut 
down without guaranteed time for a complete shutdown pro 
cedure (e.g. in the case of external power failure), all dirty 
data and dirty meta-data are safely destaged to the server 
service disks (e.g. 1520,1525) in contrast to the regular shut 
down above when destaging is provided to the system disks. 
The servers are protected by UPS, configured to enable 
enough time for destaging data from server's cache to serv 
er's service disks. Further, the status in the Server Status File 
is set to “power off, and the system may safely shut down. 
When the storage system restarts after a shutdown, the 

servers read the SSF file. Among other things, the SSF indi 
cates the physical location of the Physical Address Space 
Header for respective VPs. Each server reads respective con 
tent of the Physical Address Space Header (e.g. RCCF and 
VPCF for respective VPs) from its location on the system 
disk, and reads Server's Service Drives for additional infor 
mation that may be contained in the Server LogFile (SLF). In 
case of voluntary shutdown the files associated with the SLF 
(i.e., RCCF and DDLF) are empty, while in a case of an 
emergency shutdown these files contain the most updated 
data. Accordingly, each server update, if necessary, configu 
ration files of its primary controlled VPs, and user dirty data 
are destaged from the server's cache, as a part of the standard 
activity. 

FIG. 9 illustrates a schematic flow-chart of handling con 
figuration information during regular operation, handover 
and recovering processes in accordance with certain embodi 
ments of the present invention. Those versed in the art will 
readily appreciate that the disclosed technique is not bound 
by the architecture of the grid storage system described with 
reference to FIGS. 5-6, and, likewise, applicable to other 
control grid architectures comprising at least two servers, one 
server with the primary responsibility, and one or more serv 
ers with the secondary responsibility over a certain data 
range. The primary server continuously obtains (900) infor 
mation indicative of configuration related to the certain data 
range. Such information may include information on current 
status and/or changes related to respective LUs, distribution 
mappings, Utilization Bitmap, Snapshots, dynamic allocation 
of space for Thin Volumes, etc. The respective configuration 
metadata (CI) may be accommodated as a Configuration File 
or otherwise. The configuration metadata is periodically 
saved (902) at a permanent storage medium (e.g. one or more 
system disk units). This CI may be further protected in accor 
dance with a protection scheme implemented in the storage 



US 8,452,922 B2 
17 

system, and saved in a pre-defined place (e.g. in a Physical 
Space Address Header) so that in case of recovery, the server 
will be able to retrieve this information. 

The primary server further continuously saves (902) 
changes in the CI obtained after the last save operation of CI. 
these changes being referred to hereinafter as recent configu 
ration changes (RCC). These changes may be written to a 
Recent Configuration Changes File (RCCF), configured, by 
way of non-limiting example, as a linked file that is erased 
every time the CI is saved. If the buffer allocated in the server 
on behalf of the RCCF becomes full, CF may be saved before 
the planned time. The primary server sends (903), directly or 
indirectly, RCC to all servers configured as secondary servers 
with respect to the certain data range. 

The storage system is configured to check (904) if the 
primary server is operable. If the primary server fails, RCC is 
destaged (906) from the cache memory of the primary server 
to a permanent memory. In accordance with certain embodi 
ments of the present invention, the servers comprise one or 
more server service disk drives (e.g. 1520 in FIG. 2) and are 
protected by UPS configured to enable enough time for 
destaging data from a server's cache to a server's service 
disks. Accordingly, in the case of failure (e.g. shutdown, 
emergency power-off, etc.). RCC is destaged to the service 
disk drive of the primary server. 

After the secondary server is allocated to take-over the 
primary responsibility over the certain data range, further 
RCC are continuously saved (905) in the secondary server. 
When replacing the failed primary server, the secondary 
server periodically saves (not shown) configuration metadata 
in storage system disk drives. 

After the storage system receives indication (907) that the 
primary server is re-booted, the secondary server still per 
forms primary responsibility and continues to save (908) 
RCC. In parallel, the secondary server sends (909) the recent 
configuration changes to the re-booted primary server. How 
ever, neither of these servers saves the configuration informa 
tion until the primary server takes-over the primary respon 
sibility. 
The primary server reads (910) configuration information 

saved in the system disks, RCC received from the secondary 
server and RCC destaged after the failure, and, thereby, 
obtains updated configuration. After the primary servertakes 
over responsibility over the certain data range (e.g. after con 
figuration with regard to all data ranges controlled by the 
primary server is updated) the storage system returns to its 
initial responsibility assignment. The primary server obtains 
configuration information and handles it as before the failure. 

Referring to FIG. 10, there is illustrated a schematic flow 
chart of a process of generating cache redundant objects in 
accordance with certain embodiments of the present inven 
tion. This process may be used to protect dirty objects in 
cache, i.e. objects that are currently handled in cache and have 
not yet been saved to the storage system's disks. By way of 
non-limiting example, the process may be used in certain 
embodiments of the invention detailed with reference to 
FIGS. 5-8. Cache objects may comprise user's data and/or 
configuration-related metadata and/or partial results of parity 
calculations that arise as part of the RAID 6 procedure, scrub 
bing processes, etc. For purpose of illustration only, the fol 
lowing description is provided with respect to cache objects 
comprising dirty user's data only. Those skilled in the art will 
readily appreciate that the teachings of the present invention 
are applicable in a similar manner to any other cache object 
comprising data and/or metadata to be destaged and/or tem 
porary data/metadata to be used in further processing. 
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In accordance with certain embodiments of the invention, 

the storage system is configured, responsive to a certain 
request and respective generating (1001) an object in the 
primary server's cache, to provide the following operations: 
adding (1002) a respective pointer to DDLF file; generating 
(1003) a copy of the cache object or derivative thereof to be 
saved in the secondary server, thus generating a redundancy 
object; adding (1004) the redundancy object to a searchable 
data structure (e.g. a hashed list of objects) in the secondary 
server, said structure comprising redundancy objects corre 
sponding to respective objects in the primary server. 

Sequence of operations 1002-1004 may be defined as an 
"atomic operation' with regard to an operation system run 
ning on the servers. Internal code running on the servers may 
be designed to perform in a “thread-safe' way, namely 
enabling that only one thread may ever modify the same 
object at a given time, though various threads may be read 
simultaneously. Accordingly, only when the operations 1002 
1004 of the above "atomic transaction' are completed, the 
primary server returns status (1005) to the host. 
Upon completion of operations 1002-1004, the cache 

object in the primary server becomes redundant, and retains 
this status until the primary server has destaged its data into 
the systems drives. Eventually, after the cache object is 
removed from the cache of the primary server, its pointer is 
also removed from the DDLF and, at the end of the transac 
tion, a command is sent (1006) to the secondary server to 
remove the redundancy object also from the hashed list. 
As was noted with reference to FIG. 5, the redundancy 

object may be generated as a copy of the primary object or as 
a derivation thereof. In a case of derivation, the redundancy 
object is derived from the primary object in a manner facili 
tating respective reconstruction into a copy of the primary 
object, if necessary. By way of non-limiting example, the 
redundancy object may be generated as a serialized or as a 
compressed version of the primary cache object. In accor 
dance with certain embodiments of the present invention, the 
redundancy object may be further configured in a manner 
enabling its handling in searchable data structures (e.g. 
hashed lists) with no need to incorporate the redundancy 
object into cache-object control procedures, nor in proce 
dures of dirty data destaging of the secondary server before 
overtaking the primary responsibility. As a modified version 
of the primary cache object, the redundancy object may be 
Smaller, faster to transmit, and easier to handle in the second 
ary server than a copy of a primary object. In the case of 
failure of the primary server, the secondary server recon 
structs such a redundancy object into a copy of the primary 
object, accommodates the reconstructed redundancy object 
within the cache, and incorporates the reconstructed object 
into the local cache management and destaged mechanisms. 
As a result of these operations, the reconstructed redundancy 
object may be used by the secondary server for primary 
control of respective data range. 

Referring to FIG. 11, there is provided a schematic flow 
chart of the hot upgrade procedure. In accordance with certain 
embodiments of the present invention, the primary server 
may be shut-down for backward compatible upgrade without 
affecting the current operation of the storage system, thereby 
enabling hot upgrade of software, hardware and/or firmware 
of the storage system. In order to enable redundant operation 
of the storage system during the upgrade, the control grid is 
configured in a manner detailed with reference to FIG. 6. 
Responsive to shut-down of the primary server for upgrade 
purposes (1100), the primary responsibility over respective 
VPs is reconfigured (1101), and the secondary responsibility 
is re-allocated (1102) in a manner detailed with reference to 
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FIG. 7. When the upgrade is successfully completed, the 
primary server informs (1103) the involved servers that it is in 
an operational condition. In a manner detailed with reference 
to FIG. 8, the primary server obtains (1104) the most updated 
configuration information, overtakes (1105) primary respon 
sibility over respective VPs, and overtakes (1106) secondary 
responsibility over other respective VPs. Thus one of the 
servers may be taken down for upgrade, while the remaining 
servers will take over responsibility for I/O requests 
addressed to VPs assigned to this shut-down server, whilst 
enabling desired level of data protection. 

It is to be understood that the invention is not limited in its 
application to the details set forth in the description contained 
herein or illustrated in the drawings. The invention is capable 
of other embodiments and of being practiced and carried out 
in various ways. Hence, it is to be understood that the phrase 
ology and terminology employed herein are for the purpose of 
description and should not be regarded as limiting. As such, 
those skilled in the art will appreciate that the conception 
upon which this disclosure is based may readily be utilized as 
a basis for designing other structures, methods, and systems 
for carrying out the several purposes of the present invention. 

It will also be understood that the system according to the 
invention may be a Suitably programmed computer. Like 
wise, the invention contemplates a computer program being 
readable by a computer for executing the method of the inven 
tion. The invention further contemplates a machine-readable 
memory tangibly embodying a program of instructions 
executable by the macine for executing the method of the 
invention. 

Those skilled in the art will readily appreciate that various 
modifications and changes can be applied to the embodiments 
of the invention as hereinbefore described without departing 
from its scope, defined in and by the appended claims. 
The invention claimed is: 
1. A storage system comprising: 
a storage control grid comprising a plurality of at least three 

data servers, the control grid operatively connected to a 
plurality of disk units adapted to store data at respective 
ranges of logical blockaddresses (LBAS), said addresses 
constituting an entire address space divided between a 
plurality of virtual partitions (VP) whose number is 
twice the number of data servers, wherein each data 
server is configured to have direct or indirect access to 
the entire address space and is further configured to have 
primary responsibility overall LBAS corresponding to at 
least two virtual partitions and to have secondary 
responsibility over all LBAS corresponding to at least 
two other virtual partitions, each data server further con 
figured to handle requests directed only to virtual parti 
tions under its primary responsibility and to re-direct the 
rest of requests to respective data servers; 

wherein each certain virtual partition is configured to be 
controlled by at least two data servers among said plu 
rality of data servers, a primary data server configured to 
have a primary responsibility for handling requests 
directed to any range of LBAS corresponding to said 
certain virtual partition and a secondary data server con 
figured to have a secondary responsibility for handling 
requests directed to any range of LBAS corresponding to 
said certain virtual partition and to take over the primary 
responsibility for handling requests directed to said any 
range of LBAS corresponding to said certain virtual par 
tition if the primary server is shut-down for a backward 
compatible upgrade; 

wherein each data server is configured as primary server 
with regard to a certain VP is further configured, in 
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response to a request corresponding to said certain VP, to 
identify a data server configured as a secondary server 
with regard to said certain VP, and to send a correspond 
ing redundancy cache object, generated from said pri 
mary cache object, to only said identified secondary 
server, said redundancy cache object to be used by said 
secondary data server when taking the primary respon 
sibility over said certain VP for permanent storing 
respective data and/or metadata in said certain VP; and 

wherein the plurality of data servers is pre-configured to 
enable the following re-assignment of responsibilities if 
one of the data servers is shut-down for a backward 
compatible upgrade: 
eachVP previously primary controlled by the shut-down 

server becomes primary controlled by a server previ 
ously configured as a secondary server with respect to 
this VP; 

each VP previously secondary controlled by the shut 
down server becomes secondary controlled by a 
server other than the newly assigned server with pri 
mary responsibility. 

2. The storage system of claim 1 wherein the request 
directed to one or more LBAS is selected from a group com 
prising respectively directed I/O requests and configuration 
related requests. 

3. The storage system of claim 1 wherein the secondary 
data server is further configured to delete said redundancy 
cache object upon Successful permanent storing provided by 
the primary data server of data and/or metadata correspond 
ing to said request. 

4. The storage system of claim3 wherein said redundancy 
object is derived from the primary cache object and needs to 
be reconstructed in order to enable taking over the primary 
responsibility. 

5. The storage system of claim 4 wherein said redundancy 
object is further configured to be handled in a searchable data 
structure with no need to be incorporated into cache-object 
control procedures and/or dirty data destaging procedures of 
the secondary server before taking over the primary respon 
sibility. 

6. The storage system of claim 1 operable in accordance 
with at least one protocol selected from a group comprising 
file-access storage protocols, block-access storage protocols 
and object-access storage protocols. 

7. A method of operating a storage system comprising a 
storage control grid comprising a plurality of at least three 
data servers, the storage grid operatively connected to a plu 
rality of disk units adapted to store data at respective ranges of 
logical block addresses (LBAS), said addresses constituting 
an entire address space divided between a plurality of virtual 
partitions (VPs) whose number is twice the number of data 
servers, each data server having director indirect access to the 
entire address space, the method comprising: 

a) configuring each data server to have primary responsi 
bility overall LBAs corresponding to at least two virtual 
partitions and to have secondary responsibility over all 
LBAS corresponding to at least two other virtual parti 
tions; 

b) configuring each data server to handle requests directed 
only to virtual partitions under its primary responsibility 
and to re-direct the rest of requests to respective data 
Servers; 

c) respectively configuring each certain virtual partition to 
be controlled by at least two data servers, a primary data 
server configured to have a primary responsibility for 
handling requests directed to any range of LBAS corre 
sponding to said certain virtual partition and a secondary 
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data server configured to have a secondary responsibility 
for handling requests directed to any range of LBAs 
corresponding to said certain virtual partition and to take 
over the primary responsibility for handling requests 
directed to said any range of LBAs corresponding to said 
certain virtual partition if the primary server is shut 
down; 

d) responsive to a request corresponding to a certain VP, 
generating a primary cache object in a data server con 
figured as primary with regard to said certain VP, iden 
tifying a data server configured as a secondary with 
regard to said certain VP, and sending a corresponding 
redundancy cache object, generated from said primary 
cache object, to only said data server identified as a 
secondary with regard to said certain VP; 

e) responsive to a shut-down of a data server among said 
plurality of data servers, 

i) re-configuring primary responsibility over each VP pre 
viously primary controlled by the shut-down server such 
that it becomes primary controlled by a server previ 
ously configured as a secondary server with respect to 
this VP; 

ii) re-allocating secondary responsibility over each VP pre 
viously secondary controlled by the shut-down server in 
a manner that each such VP becomes secondary con 
trolled by a server other than the newly assigned server 
with primary responsibility 

iii) using said redundancy cache object by said secondary 
data server when taking primary responsibility over said 
certain VP for permanent storing respective data and/or 
metadata in said certain VP 

8. The method of claim 7 further comprising shutting 
down one data server and enabling upgrade of said one data 
server whilst retaining protection of data related to any 
respective request. 

9. The method of claim 8 wherein the request directed to 
one or more LBAS is selected from a group comprising 
respectively directed I/O requests and configuration-related 
requests. 

10. The method of claim 9 further comprising: 
a) responsive to successful upgrade of the upgraded data 

server, informing at least all data servers which have 
taken over a responsibility for at least one VPassigned to 
the upgraded data server before its shut-down that the 
upgraded server is in operational condition; 

b) obtaining by said upgraded server the most updated 
configuration information with regard to all VPs 
assigned to said upgraded data server before its shut 
down; 

c) retaking by said upgraded data server primary responsi 
bility over all VPs assigned to the upgraded data server 
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before its shut-down as to be controlled with primary 
responsibility and secondary responsibility overall VPs 
assigned to the upgraded data server before its shut 
down as to be controlled with secondary responsibility. 

11. The method of claim 8 wherein re-allocating secondary 
responsibility is provided in accordance with a pre-defined 
allocated table. 

12. The method of claim 8 further comprising: 
a) responsive to a change in configuration of a certain VP, 

obtaining by data server having primary responsibility 
over said certain VP information corresponding to said 
configuration change; 

b) sending said information corresponding to said configu 
ration change to the rest of the data servers in said 
plurality of data servers. 

13. The method of claim 8 wherein the upgraded server 
retakes primary and secondary responsibility over a certain 
VP, then over another certain VP, and continues the takeover 
process until gaining responsibility over all VPs assigned to 
said upgraded data server before its shut-down. 

14. The method of claim 13 wherein the upgraded server 
retakes primary responsibility over all VPs assigned to the 
upgraded data server before its shut-down as to be controlled 
with primary responsibility, and then retakes secondary 
responsibility over all VPs assigned to the upgraded data 
server before its shut-down as to be controlled with secondary 
responsibility. 

15. The method of claim 13 wherein the upgraded server 
retakes primary and secondary responsibility over all VPs 
controlled by a certain data server with primary or secondary 
responsibility, then overall VPs controlled by another certain 
data server with primary or secondary responsibility, and 
continues the takeover process until gaining responsibility 
over all VPs assigned to said upgraded data server before its 
shut-down. 

16. The method of claim 13 wherein at least some opera 
tions related to differentVPs are provided in parallel. 

17. A computer program embodied on a non-transitory 
computer readable storage medium comprising computer 
program code means for performing the method of claim 8 
when said program is run on a computer. 

18. The method of claim 7 wherein said redundancy object 
is derived from the primary cache object and needs to be 
reconstructed in order to enable taking over the primary 
responsibility. 

19. The method of claim 7 wherein said redundancy object 
is further configured to be handled in a searchable data struc 
ture with no need to be incorporated into cache-object control 
procedures and/or dirty data destaging procedures of the sec 
ondary server. 


