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(57) Abstract: This invention relates to a method for decoding a video bitstream comprising the steps of: (a) receiving said video
bitstream that includes a layer set, where said layer set identifies a plurality of different layers of said bitstream, where at least one of
said plurality of ditferent layers includes a plurality of temporal sub-layers; (b) receiving a video parameter set that includes informa -
tion related to at least one layer of said video bitstream; (c) receiving a video parameter set extension referenced by said video para-
meter set that includes data regarding said plurality of different layers and said plurality of temporal sub-layers; (d) receiving a video
parameter set temporal sub layers information present tflag in said video parameter set extension indicating whether said information

about plurality of temporal sub-layers are present.
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Description

Title of Invention: SIGNALING INFORMATION FOR CODING
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[0002]
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[0004]

[0005]

[0006]

[0007]

CROSS-REFERENCE TO RELATED APPLICATIONS

None.

Technical Field

The present disclosure relates generally to electronic devices.
Background Art

Electronic devices have become smaller and more powerful in order to meet
consumer needs and to improve portability and convenience. Consumers have become
dependent upon electronic devices and have come to expect increased functionality.
Some examples of electronic devices include desktop computers, laptop computers,
cellular phones, smart phones, media players, integrated circuits, etc.

Some electronic devices are used for processing and displaying digital media. For
example, portable electronic devices now allow for digital media to be consumed at
almost any location where a consumer may be. Furthermore, some electronic devices
may provide download or streaming of digital media content for the use and enjoyment
of a consumer.

The increasing popularity of digital media has presented several problems. For
example, efficiently representing high-quality digital media for storage, transmittal and
rapid playback presents several challenges. As can be observed from this discussion,
systems and methods that represent digital media efficiently with improved per-
formance may be beneficial.

The foregoing and other objectives, features, and advantages of the invention will be
more readily understood upon consideration of the following detailed description of

the invention, taken in conjunction with the accompanying drawings.

Summary of Invention

One embodiment of the present invention discloses a method for decoding a video
bitstream comprising the steps of: (a) receiving said video bitstream that includes a
layer set, where said layer set identifies a plurality of different layers of said bitstream,
where at least one of said plurality of different layers includes a plurality of temporal
sub-layers; (b) receiving a video parameter set that includes information related to at
least one layer of said video bitstream; (c) receiving a video parameter set extension
referenced by said video parameter set that includes data regarding said plurality of
different layers and said plurality of temporal sub-layers; (d) receiving a video
parameter set temporal sub layers information present flag in said video parameter set

extension indicating whether said information about plurality of temporal sub-layers
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[0008]

[0009]

[0010]

[0011]

are present.
Another embodiment of the present invention discloses a method for decoding a

video bitstream comprising the steps of: (a) receiving said video bitstream that includes
a layer set, where said layer set identifies a plurality of different layers of said
bitstream, where at least one of said plurality of different layers includes a plurality of
temporal sub-layers; (b) receiving a video parameter set extension that includes data
regarding said plurality of different layers and said plurality of sub-layers; (d)
receiving for O to a maximum number of temporal sub-layers for a particular layer set
(1) a bit rate present flag; (2) a picture rate present flag; (3) bit rate information (4)
picture rate information.

Another embodiment of the present invention discloses a method for decoding a
video bitstream comprising the steps of: (a) receiving said video bitstream that includes
a plurality of different layers, where at least one of said plurality of different layers
includes a plurality of temporal sub-layers; (b) receiving said video bitstream that
includes a first slice as a portion of a first frame of one of said plurality of temporal
sub-layers; (c) receiving said video bitstream that includes a second slice as a portion
of a second frame of a different one of said plurality of temporal sub-layers; (d)
receiving a first slice segment header that includes information related to said first slice
of said video bitstream; (e) comparing a temporal sub layers maximum value from
video parameter set with a temporal identifier of said second frame to determine
whether to include said second slice as an active reference layer picture for said first
slice that may be used for inter layer prediction for said first slice.

Another embodiment of the present invention discloses a method for decoding a
video bitstream comprising the steps of: (a) receiving said video bitstream that includes
a plurality of different layers, where at least one of said plurality of different layers
includes a plurality of temporal sub-layers; (b) receiving said video bitstream that
includes a first slice as a portion of a first frame of one of said plurality of temporal
sub-layers; (c) receiving a first slice segment header that includes information related
to said first slice of said video bitstream; (d) receiving a temporal identifier and nal
unit type with said first slice segment header; (¢) if said nal unit type is an IRAP
picture then a Temporalld that is derived based upon said temporal identifier is equal
to 0; (f) if said nal unit type is at least one of TSA and TSA_N then said Temporalld is
not equal to 0; (g) if said nal unit type is at least one of STSA_R and STSA_N then

said Temporalld is not equal to 0.
Brief Description of Drawings
[fig. 1A]FIG. 1A is a block diagram illustrating an example of one or more electronic

devices in which systems and methods for sending a message and buffering a bitstream
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may be implemented.

[fig. 1B]FIG. 1B is another block diagram illustrating an example of one or more
electronic devices in which systems and methods for sending a message and buffering
a bitstream may be implemented.

[fig.2A]FIG. 2A is a block diagram illustrating one configuration of an encoder 604 on
an electronic device.

[fig.2B]FIG. 2B is another block diagram illustrating one configuration of an encoder
604 on an electronic device.

[fig.3A]FIG. 3A is a block diagram illustrating one configuration of a decoder on an
electronic device.

[fig.3B]FIG. 3B is another block diagram illustrating one configuration of a decoder on
an electronic device.

[fig.4]FIG. 4 illustrates various components that may be utilized in a transmitting
electronic device.

[fig.5]FIG. 5 is a block diagram illustrating various components that may be utilized in
a receiving electronic device.

[fig.6]FIG. 6 is a block diagram illustrating one configuration of an electronic device
in which systems and methods for sending a message may be implemented.

[fig.7]FIG. 7 is a block diagram illustrating one configuration of an electronic device
in which systems and methods for buffering a bitstream may be implemented.
[fig.8A]FIG. 8A illustrates different NAL Unit header syntax.

[fig.8B]FIG. 8B illustrates different NAL Unit header syntax.

[fig.8CJFIG. 8C illustrates different NAL Unit header syntax.

[fig.9]FIG. 9 illustrates a general NAL Unit syntax.

[fig. 10]FIG. 10 illustrates an existing video parameter set.

[fig. 11]FIG. 11 illustrates existing scalability types.

[fig. 12]FIG. 12 illustrates a base layer and enhancement layers.

[fig.13]FIG. 13 illustrates an exemplary picture having multiple slices.

[fig.14]FIG. 14 illustrates another exemplary picture having multiple slices.

[fig. 15]FIG. 15 illustrates a picture with column and row boundaries.

[fig.16]FIG. 16 illustrates a picture with slices.

[fig.17]FIG. 17 illustrates an access unit with a base layer, enhancement layers, and
tiles.

[fig. 18A]FIG. 18A illustrates an exemplary slide segment header syntax.
[fig.18B
[fig.18C
[fig. 18D]FIG. 18D illustrates an exemplary slide segment header syntax.

JFIG. 18B illustrates an exemplary slide segment header syntax.
|

FIG. 18C illustrates an exemplary slide segment header syntax.

[fig. 19]FIG. 19 illustrates a base layer and enhancement layers.
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[fig.20A]FIG. 20A illustrates an exemplary vps extension syntax syntax.
[fig.20B]FIG. 20B illustrates an exemplary vps extension syntax syntax.
[fig.21]FIG. 21 illustrates an exemplary slice segment header syntax.
[fig.22]FIG. 22 illustrates an exemplary slice segment header syntax.
[fig.23]FIG. 23 illustrates an exemplary slice segment header syntax.
[fig.24]FIG. 24 illustrates an exemplary base layer and enhancement layer with
permitted relationships.

[fig.25]FIG. 25 illustrates an exemplary slice segment header.

[fig.26 A]FIG. 26A illustrates an exemplary vps extension syntax.
[fig.26B]FIG. 26B illustrates an exemplary vps extension syntax.

[fig.27]FIG. 27 illustrates an exemplary sequence parameter set syntax.
[fig.28]FIG. 28 illustrates an exemplary picture parameter set syntax.
[fig.29]FIG. 29 illustrates temporal sub-layers within a base layer and an enhancement
layer.

[fig.30A]FIG. 30A illustrates an exemplary slice segment header syntax.
[fig.30B]FIG. 30B illustrates an exemplary slice segment header syntax.
[fig.30C]FIG. 30C illustrates an exemplary slice segment header syntax.
[fig.30D]FIG. 30D illustrates an exemplary slice segment header syntax.

[fig.31]FIG. 31 illustrates an exemplary vps_extension syntax.
[fig.32]FIG. 32 illustrates vps_max_sub_layers_minus] signaling.
[fig.33]FIG. 33 illustrates an exemplary vps_extension syntax.
[fig.34]FIG. 34 illustrates vps_max_sub_layers_minus] signaling.
[fig.35]FIG. 35 illustrates an exemplary vps_extension syntax.
[fig.36]FIG. 36 illustrates vps_max_sub_layers_minus] signaling.
[fig.37]FIG. 37 illustrates an exemplary slice_segment_header syntax.
[fig.38]FIG. 38 illustrates an exemplary slice_segment_header syntax.
[fig.39]FIG. 39 illustrates an exemplary slice_segment_header syntax.

[fig.40]FIG. 40 illustrates an exemplary implementation for the
layer_present_in_au_flag][i].

[fig.41]FIG. 41 illustrates an exemplary implementation for the
layer_present_in_au_flag][i].

[fig.42]FIG. 42 illustrates an exemplary implementation for the
layer_present_in_au_flag[i].

[fig.43]FIG. 43 illustrates an exemplary decoding process for inter-layer reference
picture set.

[fig.44]FIG. 44 illustrates an exemplary decoding process for inter-layer reference
picture set.

[fig.45]FIG. 45 illustrates an exemplary decoding process for inter-layer reference
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[0012]

[0013]

[0014]

[0015]

[0016]

picture set.

[fig.46]FIG. 46 illustrates an exemplary decoding process for inter-layer reference
picture set.

[fig.47]FIG. 47. Illustrates an exemplary slice segment header.

[fig.48A]FIG. 48A illustrates an exemplary vps extension syntax.

[fig.48B]FIG. 48B illustrates an exemplary vps extension syntax.

[fig.49]FIG. 49 illustrates an exemplary vps video usability information (VUI) syntax.
[fig.50]FIG. 50 illustrates an exemplary vps video usability information (VUI) syntax.
[fig.51]FIG. 51 illustrates temporal sub-layers within IRAP pictures and non-IRAP
pictures.

[fig.52]FIG. 52 illustrates another temporal sub-layers within IRAP pictures and non-
IRAP pictures.

[fig.53]FIG. 53 illustrates temporal sub-layers within IRAP pictures, TSA Pictures,
STSA Pictures.

[fig.54]FIG. 54 illustrates another temporal sub-layers within IRAP pictures, TSA
Pictures, STSA Pictures.

Description of Embodiments

FIG. 1A is a block diagram illustrating an example of one or more electronic devices
102 in which systems and methods for sending a message and buffering a bitstream
may be implemented. In this example, electronic device A 102a and electronic device
B 102b are illustrated. However, it should be noted that one or more of the features and
functionality described in relation to electronic device A 102a and electronic device B
102b may be combined into a single electronic device in some configurations.

Electronic device A 102a includes an encoder 104. The encoder 104 includes a
message generation module 108. Each of the elements included within electronic
device A 102a (e.g., the encoder 104 and the message generation module 108) may be
implemented in hardware, software or a combination of both.

Electronic device A 102a may obtain one or more input pictures 106. In some config-
urations, the input picture(s) 106 may be captured on electronic device A 102a using
an image sensor, may be retrieved from memory and/or may be received from another
electronic device.

The encoder 104 may encode the input picture(s) 106 to produce encoded data. For
example, the encoder 104 may encode a series of input pictures 106 (e.g., video). In
one configuration, the encoder 104 may be a HEVC encoder. The encoded data may be
digital data (e.g., part of a bitstream 114). The encoder 104 may generate overhead
signaling based on the input signal.

The message generation module 108 may generate one or more messages. For
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[0017]

[0018]

[0019]

example, the message generation module 108 may generate one or more SEI messages
or other messages. For a CPB that supports operation on a sub-picture level, the
electronic device 102 may send sub-picture parameters, (e.g., CPB removal delay
parameter). Specifically, the electronic device 102 (e.g., the encoder 104) may
determine whether to include a common decoding unit CPB removal delay parameter
in a picture timing SEI message. For example, the electronic device may set a flag
(e.g., common_du_cpb_removal_delay_flag) to one when the encoder 104 is including
a common decoding unit CPB removal delay parameter (e.g.,
common_du_cpb_removal_delay) in the picture timing SEI message. When the
common decoding unit CPB removal delay parameter is included, the electronic device
may generate the common decoding unit CPB removal delay parameter that is ap-
plicable to all decoding units in an access unit. In other words, rather than including a
decoding unit CPB removal delay parameter for each decoding unit in an access unit, a
common parameter may apply to all decoding units in the access unit with which the
picture timing SEI message is associated.

In contrast, when the common decoding unit CPB removal delay parameter is not to
be included in the picture timing SEI message, the electronic device 102 may generate
a separate decoding unit CPB removal delay for each decoding unit in the access unit
with which the picture timing SEI message is associated in some configurations,
electronic device A 102a may send the message to electronic device B 102b as part of
the bitstream 114. In some configurations electronic device A 102a may send the
message to electronic device B 102b by a separate transmission 110. For example, the
separate transmission may not be part of the bitstream 114. For instance, a picture
timing SEI message or other message may be sent using some out-of-band mechanism.
It should be noted that, in some configurations, the other message may include one or
more of the features of a picture timing SEI message described above. Furthermore,
the other message, in one or more aspects, may be utilized similarly to the SEI
message described above.

The encoder 104 (and message generation module 108, for example) may produce a
bitstream 114. The bitstream 114 may include encoded picture data based on the input
picture(s) 106. In some configurations, the bitstream 114 may also include overhead
data, such as a picture timing SEI message or other message, slice header(s), PPS(s),
etc. As additional input pictures 106 are encoded, the bitstream 114 may include one or
more encoded pictures. For instance, the bitstream 114 may include one or more
encoded pictures with corresponding overhead data (e.g., a picture timing SEI message
or other message).

The bitstream 114 may be provided to a decoder 112. In one example, the bitstream

114 may be transmitted to electronic device B 102b using a wired or wireless link. In
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[0020]

[0021]

[0022]

[0023]

some cases, this may be done over a network, such as the Internet or a Local Area
Network (LAN). As illustrated in FIG. 1A, the decoder 112 may be implemented on
electronic device B 102b separately from the encoder 104 on electronic device A 102a.
However, it should be noted that the encoder 104 and decoder 112 may be im-
plemented on the same electronic device in some configurations. In an implementation
where the encoder 104 and decoder 112 are implemented on the same electronic
device, for instance, the bitstream 114 may be provided over a bus to the decoder 112
or stored in memory for retrieval by the decoder 112.

The decoder 112 may be implemented in hardware, software or a combination of
both. In one configuration, the decoder 112 may be a HEVC decoder. The decoder 112
may receive (e.g., obtain) the bitstream 114. The decoder 112 may generate one or
more decoded pictures 118 based on the bitstream 114. The decoded picture(s) 118
may be displayed, played back, stored in memory and/or transmitted to another device,
etc.

The decoder 112 may include a CPB 120. The CPB 120 may temporarily store
encoded pictures. The CPB 120 may use parameters found in a picture timing SEI
message to determine when to remove data. When the CPB 120 supports operation on
a sub-picture level, individual decoding units may be removed rather than entire access
units at one time. The decoder 112 may include a Decoded Picture Buffer (DPB) 122.
Each decoded picture is placed in the DPB 122 for being referenced by the decoding
process as well as for output and cropping. A decoded picture is removed from the
DPB at the later of the DPB output time or the time that it becomes no longer needed
for inter-prediction reference.

The decoder 112 may receive a message (e.g., picture timing SEI message or other
message). The decoder 112 may also determine whether the received message includes
a common decoding unit CPB removal delay parameter (e.g.,
common_du_cpb_removal_delay). This may include identifying a flag (e.g.,
common_du_cpb_removal_delay_flag) that is set when the common parameter is
present in the picture timing SEI message. If the common parameter is present, the
decoder 112 may determine the common decoding unit CPB removal delay parameter
applicable to all decoding units in the access unit. If the common parameter is not
present, the decoder 112 may determine a separate decoding unit CPB removal delay
parameter for each decoding unit in the access unit. The decoder 112 may also remove
decoding units from the CPB 120 using either the common decoding unit CPB removal
delay parameter or the separate decoding unit CPB removal delay parameters.

The HRD described above may be one example of the decoder 112 illustrated in FIG.
1A. Thus, an electronic device 102 may operate in accordance with the HRD and CPB

120 and DPB 122 described above, in some configurations.
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[0024]

[0025]

[0026]
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[0028]
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It should be noted that one or more of the elements or parts thereof included in the
electronic device(s) 102 may be implemented in hardware. For example, one or more
of these elements or parts thereof may be implemented as a chip, circuitry or hardware
components, etc. It should also be noted that one or more of the functions or methods
described herein may be implemented in and/or performed using hardware. For
example, one or more of the methods described herein may be implemented in and/or
realized using a chipset, an Application-Specific Integrated Circuit (ASIC), a Large-
Scale Integrated circuit (LSI) or integrated circuit, etc.

FIG. 1B is a block diagram illustrating another example of an encoder 1908 and a
decoder 1972. In this example, electronic device A 1902 and electronic device B 1970
are illustrated. However, it should be noted that the features and functionality
described in relation to electronic device A 1902 and electronic device B 1970 may be
combined into a single electronic device in some configurations.

Electronic device A 1902 includes the encoder 1908. The encoder 1908 may include
a base layer encoder 1910 and an enhancement layer encoder 1920. The video encoder
1908 is suitable for scalable video coding and multi-view video coding, as described
later. The encoder 1908 may be implemented in hardware, software or a combination
of both. In one configuration, the encoder 1908 may be a high-efficiency video coding
(HEVC) coder, including scalable and/or multi-view. Other coders may likewise be
used. Electronic device A 1902 may obtain a source 1906. In some configurations, the
source 1906 may be captured on electronic device A 1902 using an image sensor,
retrieved from memory or received from another electronic device.

The encoder 1908 may code the source 1906 to produce a base layer bitstream 1934
and an enhancement layer bitstream 1936. For example, the encoder 1908 may code a
series of pictures (e.g., video) in the source 1906. In particular, for scalable video
encoding for SNR scalability also known as quality scalability the same source 1906
may be provided to the base layer and the enhancement layer encoder. In particular, for
scalable video encoding for spatial scalability a downsampled source may be used for
the base layer encoder. In particular, for multi-view encoding a different view source
may be used for the base layer encoder and the enhancement layer encoder. The
encoder 1908 may be similar to the encoder 1782 described later in connection with
FIG. 2B.

The bitstreams 1934, 1936 may include coded picture data based on the source 1906.
In some configurations, the bitstreams 1934, 1936 may also include overhead data,
such as slice header information, PPS information, etc. As additional pictures in the
source 1906 are coded, the bitstreams 1934, 1936 may include one or more coded

pictures.
The bitstreams 1934, 1936 may be provided to the decoder 1972. The decoder 1972
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[0031]

[0032]

may include a base layer decoder 1980 and an enhancement layer decoder 1990. The
video decoder 1972 is suitable for scalable video decoding and multi-view video
decoding. In one example, the bitstreams 1934, 1936 may be transmitted to electronic
device B 1970 using a wired or wireless link. In some cases, this may be done over a
network, such as the Internet or a Local Area Network (LAN). As illustrated in FIG.
1B, the decoder 1972 may be implemented on electronic device B 1970 separately
from the encoder 1908 on electronic device A 1902. However, it should be noted that
the encoder 1908 and decoder 1972 may be implemented on the same electronic device
in some configurations. In an implementation where the encoder 1908 and decoder
1972 are implemented on the same electronic device, for instance, the bitstreams 1934,
1936 may be provided over a bus to the decoder 1972 or stored in memory for retrieval
by the decoder 1972. The decoder 1972 may provide a decoded base layer 1992 and
decoded enhancement layer picture(s) 1994 as output.

The decoder 1972 may be implemented in hardware, software or a combination of
both. In one configuration, the decoder 1972 may be a high-efficiency video coding
(HEVC) decoder, including scalable and/or multi-view. Other decoders may likewise
be used. The decoder 1972 may be similar to the decoder 1812 described later in
connection with FIG. 3B. Also, the base layer encoder and/or the enhancement layer
encoder may each include a message generation module, such as that described in
relation to FIG. 1A. Also, the base layer decoder and/or the enhancement layer decoder
may include a coded picture buffer and/or a decoded picture buffer, such as that
described in relation to FIG. 1A. In addition, the electronic devices of FIG. 1B may
operate in accordance with the functions of the electronic devices of FIG. 1A, as ap-
plicable.

FIG. 2A is a block diagram illustrating one configuration of an encoder 604 on an
electronic device 602. It should be noted that one or more of the elements illustrated as
included within the electronic device 602 may be implemented in hardware, software
or a combination of both. For example, the electronic device 602 includes an encoder
604, which may be implemented in hardware, software or a combination of both. For
instance, the encoder 604 may be implemented as a circuit, integrated circuit, ap-
plication-specific integrated circuit (ASIC), processor in electronic communication
with memory with executable instructions, firmware, field-programmable gate array
(FPGA), etc., or a combination thereof. In some configurations, the encoder 604 may
be a HEVC coder.

The electronic device 602 may include a source 622. The source 622 may provide
picture or image data (e.g., video) as one or more input pictures 606 to the encoder
604. Examples of the source 622 may include image sensors, memory, communication

interfaces, network interfaces, wireless receivers, ports, etc.
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[0038]

[0039]

One or more input pictures 606 may be provided to an intra-frame prediction module
and reconstruction buffer 624. An input picture 606 may also be provided to a motion
estimation and motion compensation module 646 and to a subtraction module 628.

The intra-frame prediction module and reconstruction buffer 624 may generate intra
mode information 640 and an intra-signal 626 based on one or more input pictures 606
and reconstructed data 660. The motion estimation and motion compensation module
646 may generate inter mode information 648 and an inter signal 644 based on one or
more input pictures 606 and a reference picture 678 from decoded picture buffer 676.
In some configurations, the decoded picture buffer 676 may include data from one or
more reference pictures in the decoded picture buffer 676.

The encoder 604 may select between the intra signal 626 and the inter signal 644 in
accordance with a mode. The intra signal 626 may be used in order to exploit spatial
characteristics within a picture in an intra-coding mode. The inter signal 644 may be
used in order to exploit temporal characteristics between pictures in an inter coding
mode. While in the intra coding mode, the intra signal 626 may be provided to the sub-
traction module 628 and the intra mode information 640 may be provided to an entropy
coding module 642. While in the inter coding mode, the inter signal 644 may be
provided to the subtraction module 628 and the inter mode information 648 may be
provided to the entropy coding module 642.

Either the intra signal 626 or the inter signal 644 (depending on the mode) is
subtracted from an input picture 606 at the subtraction module 628 in order to produce
a prediction residual 630. The prediction residual 630 is provided to a transformation
module 632. The transformation module 632 may compress the prediction residual 630
to produce a transformed signal 634 that is provided to a quantization module 636. The
quantization module 636 quantizes the transformed signal 634 to produce transformed
and quantized coefficients (TQCs) 638.

The TQCs 638 are provided to an entropy coding module 642 and an inverse quan-
tization module 650. The inverse quantization module 650 performs inverse quan-
tization on the TQCs 638 to produce an inverse quantized signal 652 that is provided to
an inverse transformation module 654. The inverse transformation module 654 de-
compresses the inverse quantized signal 652 to produce a decompressed signal 656 that
is provided to a reconstruction module 658.

The reconstruction module 658 may produce reconstructed data 660 based on the de-
compressed signal 656. For example, the reconstruction module 658 may reconstruct
(modified) pictures. The reconstructed data 660 may be provided to a deblocking filter
662 and to the intra prediction module and reconstruction buffer 624. The deblocking
filter 662 may produce a filtered signal 664 based on the reconstructed data 660.

The filtered signal 664 may be provided to a sample adaptive offset (SAO) module
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666. The SAO module 666 may produce SAO information 668 that is provided to the
entropy coding module 642 and an SAO signal 670 that is provided to an adaptive loop
filter (ALF) 672. The ALF 672 produces an ALF signal 674 that is provided to the
decoded picture buffer 676. The ALF signal 674 may include data from one or more
pictures that may be used as reference pictures.

The entropy coding module 642 may code the TQCs 638 to produce bitstream A
614a (e.g., encoded picture data). For example, the entropy coding module 642 may
code the TQCs 638 using Context-Adaptive Variable Length Coding (CAVLC) or
Context-Adaptive Binary Arithmetic Coding (CABAC). In particular, the entropy
coding module 642 may code the TQCs 638 based on one or more of intra mode in-
formation 640, inter mode information 648 and SAO information 668. Bitstream A
614a (e.g., encoded picture data) may be provided to a message generation module
608. The message generation module 608 may be configured similarly to the message
generation module 108 described in connection with FIG. 1

For example, the message generation module 608 may generate a message (e.g.,
picture timing SEI message or other message) including sub-picture parameters. The
sub-picture parameters may include one or more removal delays for decoding units
(e.g., common_du_cpb_removal_delay or du_cpb_removal_delay[i]) and one or more
NAL parameters (e.g., common_num_nalus_in_du_minus]1 or
num_nalus_in_du_minus1[i]). In some configurations, the message may be inserted
into bitstream A 614a to produce bitstream B 614b. Thus, the message may be
generated after the entire bitstream A 614a is generated (e.g., after most of bitstream B
614b is generated), for example. In other configurations, the message may not be
inserted into bitstream A 614a (in which case bitstream B 614b may be the same as
bitstream A 614a), but may be provided in a separate transmission 610.

In some configurations, the electronic device 602 sends the bitstream 614 to another
electronic device. For example, the bitstream 614 may be provided to a communication
interface, network interface, wireless transmitter, port, etc. For instance, the bitstream
614 may be transmitted to another electronic device via LAN, the Internet, a cellular
phone base station, etc. The bitstream 614 may additionally or alternatively be stored
in memory or other component on the electronic device 602.

FIG. 2B is a block diagram illustrating one configuration of a video encoder 1782 on
an electronic device 1702. The video encoder 1782 may include an enhancement layer
encoder 1706, a base layer encoder 1709, a resolution upscaling block 1770 and an
output interface 1780. The video encoder of FIG. 2B, for example, is suitable for
scalable video coding and multi-view video coding, as described herein.

The enhancement layer encoder 1706 may include a video input 1781 that receives

an input picture 1704. The output of the video input 1781 may be provided to an adder/
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subtractor 1783 that receives an output of a prediction selection 1750. The output of
the adder/subtractor 1783 may be provided to a transform and quantize block 1752.
The output of the transform and quantize block 1752 may be provided to an entropy
encoding 1748 block and a scaling and inverse transform block 1772. After entropy
encoding 1748 is performed, the output of the entropy encoding block 1748 may be
provided to the output interface 1780. The output interface 1780 may output both the
encoded base layer video bitstream 1707 and the encoded enhancement layer video
bitstream 1710.

The output of the scaling and inverse transform block 1772 may be provided to an
adder 1779. The adder 1779 may also receive the output of the prediction selection
1750. The output of the adder 1779 may be provided to a deblocking block 1751. The
output of the deblocking block 1751 may be provided to a reference buffer 1794. An
output of the reference buffer 1794 may be provided to a motion compensation block
1754. The output of the motion compensation block 1754 may be provided to the
prediction selection 1750. An output of the reference buffer 1794 may also be provided
to an intra predictor 1756. The output of the intra predictor 1756 may be provided to
the prediction selection 1750. The prediction selection 1750 may also receive an output
of the resolution upscaling block 1770.

The base layer encoder 1709 may include a video input 1762 that receives a
downsampled input picture, or other image content suitable for combing with another
image, or an alternative view input picture or the same input picture 1703 (i.e., the
same as the input picture 1704 received by the enhancement layer encoder 1706). The
output of the video input 1762 may be provided to an encoding prediction loop 1764.
Entropy encoding 1766 may be provided on the output of the encoding prediction loop
1764. The output of the encoding prediction loop 1764 may also be provided to a
reference buffer 1768. The reference buffer 1768 may provide feedback to the
encoding prediction loop 1764. The output of the reference buffer 1768 may also be
provided to the resolution upscaling block 1770. Once entropy encoding 1766 has been
performed, the output may be provided to the output interface 1780. The encoded base
layer video bitstream 1707 and/or the encoded enhancement layer video bitstream
1710 may be provided to one or more message generation modules, as desired.

FIG. 3A is a block diagram illustrating one configuration of a decoder 712 on an
electronic device 702. The decoder 712 may be included in an electronic device 702.
For example, the decoder 712 may be a HEVC decoder. The decoder 712 and one or
more of the elements illustrated as included in the decoder 712 may be implemented in
hardware, software or a combination of both. The decoder 712 may receive a bitstream
714 (e.g., one or more encoded pictures and overhead data included in the bitstream

714) for decoding. In some configurations, the received bitstream 714 may include
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received overhead data, such as a message (e.g., picture timing SEI message or other
message), slice header, PPS, etc. In some configurations, the decoder 712 may addi-
tionally receive a separate transmission 710. The separate transmission 710 may
include a message (e.g., a picture timing SEI message or other message). For example,
a picture timing SEI message or other message may be received in a separate
transmission 710 instead of in the bitstream 714. However, it should be noted that the
separate transmission 710 may be optional and may not be utilized in some config-
urations.

The decoder 712 includes a CPB 720. The CPB 720 may be configured similarly to
the CPB 120 described in connection with FIG. 1 above. The decoder 712 may receive
a message (e.g., picture timing SEI message or other message) with sub-picture pa-
rameters and remove and decode decoding units in an access unit based on the sub-
picture parameters. It should be noted that one or more access units may be included in
the bitstream and may include one or more of encoded picture data and overhead data.

The Coded Picture Buffer (CPB) 720 may provide encoded picture data to an entropy
decoding module 701. The encoded picture data may be entropy decoded by an
entropy decoding module 701, thereby producing a motion information signal 703 and
quantized, scaled and/or transformed coefficients 705.

The motion information signal 703 may be combined with a portion of a reference
frame signal 798 from a decoded picture buffer 709 at a motion compensation module
780, which may produce an inter-frame prediction signal 782. The quantized, descaled
and/or transformed coefficients 705 may be inverse quantized, scaled and inverse
transformed by an inverse module 707, thereby producing a decoded residual signal
784. The decoded residual signal 784 may be added to a prediction signal 792 to
produce a combined signal 786. The prediction signal 792 may be a signal selected
from either the inter-frame prediction signal 782 produced by the motion compensation
module 780 or an intra-frame prediction signal 790 produced by an intra-frame
prediction module 788. In some configurations, this signal selection may be based on
(e.g., controlled by) the bitstream 714.

The intra-frame prediction signal 790 may be predicted from previously decoded in-
formation from the combined signal 786 (in the current frame, for example). The
combined signal 786 may also be filtered by a de-blocking filter 794. The resulting
filtered signal 796 may be written to decoded picture buffer 709. The resulting filtered
signal 796 may include a decoded picture. The decoded picture buffer 709 may provide
a decoded picture which may be outputted 718. In some cases 709 may be a considered
as frame memory.

FIG. 3B is a block diagram illustrating one configuration of a video decoder 1812 on

an electronic device 1802. The video decoder 1812 may include an enhancement layer
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decoder 1815 and a base layer decoder 1813. The video decoder 8§12 may also include
an interface 1889 and resolution upscaling 1870. The video decoder of FIG. 3B, for
example, is suitable for scalable video coding and multi-view video encoded, as
described herein.

The interface 1889 may receive an encoded video stream 1885. The encoded video
stream 1885 may consist of base layer encoded video stream and enhancement layer
encoded video stream. These two streams may be sent separately or together. The
interface 1889 may provide some or all of the encoded video stream 1885 to an
entropy decoding block 1886 in the base layer decoder 1813. The output of the entropy
decoding block 1886 may be provided to a decoding prediction loop 1887. The output
of the decoding prediction loop 1887 may be provided to a reference buffer 1888. The
reference buffer may provide feedback to the decoding prediction loop 1887. The
reference buffer 1888 may also output the decoded base layer video stream 1884.

The interface 1889 may also provide some or all of the encoded video stream 1885 to
an entropy decoding block 1890 in the enhancement layer decoder 1815. The output of
the entropy decoding block 1890 may be provided to an inverse quantization block
1891. The output of the inverse quantization block 1891 may be provided to an adder
1892. The adder 1892 may add the output of the inverse quantization block 1891 and
the output of a prediction selection block 1895. The output of the adder 1892 may be
provided to a deblocking block 1893. The output of the deblocking block 1893 may be
provided to a reference buffer 1894. The reference buffer 1894 may output the decoded
enhancement layer video stream 1882. The output of the reference buffer 1894 may
also be provided to an intra predictor 1897. The enhancement layer decoder 1815 may
include motion compensation 1896. The motion compensation 1896 may be performed
after the resolution upscaling 1870. The prediction selection block 1895 may receive
the output of the intra predictor 1897 and the output of the motion compensation 1896.
Also, the decoder may include one or more coded picture buffers, as desired, such as
together with the interface 1889.

FIG. 4 illustrates various components that may be utilized in a transmitting electronic
device 802. One or more of the electronic devices 102, 602, 702 described herein may
be implemented in accordance with the transmitting electronic device 802 illustrated in
FIG. 4.

The transmitting electronic device 802 includes a processor 817 that controls
operation of the electronic device 802. The processor 817 may also be referred to as a
CPU. Memory 811, which may include both read-only memory (ROM), random access
memory (RAM) or any type of device that may store information, provides instructions
813a (e.g., executable instructions) and data §15a to the processor 8§17. A portion of

the memory 811 may also include non-volatile random access memory (NVRAM).
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The memory 811 may be in electronic communication with the processor §17.

Instructions §13b and data 815b may also reside in the processor §17. Instructions
813b and/or data §15b loaded into the processor 8§17 may also include instructions
813a and/or data 815a from memory 811 that were loaded for execution or processing
by the processor 817. The instructions 813b may be executed by the processor 817 to
implement the systems and methods disclosed herein. For example, the instructions
813b may be executable to perform one or more of the methods 200, 300, 400, 500
described above.

The transmitting electronic device 802 may include one or more communication in-
terfaces 819 for communicating with other electronic devices (e.g., receiving electronic
device). The communication interfaces 8§19 may be based on wired communication
technology, wireless communication technology, or both. Examples of a commu-
nication interface 819 include a serial port, a parallel port, a Universal Serial Bus
(USB), an Ethernet adapter, an IEEE 1394 bus interface, a small computer system
interface (SCSI) bus interface, an infrared (IR) communication port, a Bluetooth
wireless communication adapter, a wireless transceiver in accordance with 3%
Generation Partnership Project (3GPP) specifications and so forth.

The transmitting electronic device 802 may include one or more output devices 823
and one or more input devices 821. Examples of output devices 823 include a speaker,
printer, etc. One type of output device that may be included in an electronic device 802
is a display device 825. Display devices 825 used with configurations disclosed herein
may utilize any suitable image projection technology, such as a cathode ray tube
(CRT), liquid crystal display (LCD), light-emitting diode (LED), gas plasma, electrolu-
minescence or the like. A display controller 827 may be provided for converting data
stored in the memory 811 into text, graphics, and/or moving images (as appropriate)
shown on the display 825. Examples of input devices 821 include a keyboard, mouse,
microphone, remote control device, button, joystick, trackball, touchpad, touchscreen,
lightpen, etc.

The various components of the transmitting electronic device 802 are coupled
together by a bus system 829, which may include a power bus, a control signal bus and
a status signal bus, in addition to a data bus. However, for the sake of clarity, the
various buses are illustrated in FIG. 4 as the bus system 829. The transmitting
electronic device 802 illustrated in FIG. 4 is a functional block diagram rather than a
listing of specific components.

FIG. 5 is a block diagram illustrating various components that may be utilized in a
receiving electronic device 902. One or more of the electronic devices 102, 602, 702
described herein may be implemented in accordance with the receiving electronic
device 902 illustrated in FIG. 5.
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The receiving electronic device 902 includes a processor 917 that controls operation
of the electronic device 902. The processor 917 may also be referred to as a CPU.
Memory 911, which may include both read-only memory (ROM), random access
memory (RAM) or any type of device that may store information, provides instructions
913a (e.g., executable instructions) and data 915a to the processor 917. A portion of
the memory 911 may also include non-volatile random access memory (NVRAM).
The memory 911 may be in electronic communication with the processor 917.

Instructions 913b and data 915b may also reside in the processor 917. Instructions
913b and/or data 915b loaded into the processor 917 may also include instructions
913a and/or data 915a from memory 911 that were loaded for execution or processing
by the processor 917. The instructions 913b may be executed by the processor 917 to
implement the systems and methods disclosed herein. For example, the instructions
913b may be executable to perform one or more of the methods 200, 300, 400, 500
described above.

The receiving electronic device 902 may include one or more communication in-
terfaces 919 for communicating with other electronic devices (e.g., a transmitting
electronic device). The communication interface 919 may be based on wired commu-
nication technology, wireless communication technology, or both. Examples of a com-
munication interface 919 include a serial port, a parallel port, a Universal Serial Bus
(USB), an Ethernet adapter, an IEEE 1394 bus interface, a small computer system
interface (SCSI) bus interface, an infrared (IR) communication port, a Bluetooth
wireless communication adapter, a wireless transceiver in accordance with 3
Generation Partnership Project (3GPP) specifications and so forth.

The receiving electronic device 902 may include one or more output devices 923 and
one or more input devices 921. Examples of output devices 923 include a speaker,
printer, etc. One type of output device that may be included in an electronic device 902
is a display device 925. Display devices 925 used with configurations disclosed herein
may utilize any suitable image projection technology, such as a cathode ray tube
(CRT), liquid crystal display (LCD), light-emitting diode (LED), gas plasma, electrolu-
minescence or the like. A display controller 927 may be provided for converting data
stored in the memory 911 into text, graphics, and/or moving images (as appropriate)
shown on the display 925. Examples of input devices 921 include a keyboard, mouse,
microphone, remote control device, button, joystick, trackball, touchpad, touchscreen,
lightpen, etc.

The various components of the receiving electronic device 902 are coupled together
by a bus system 929, which may include a power bus, a control signal bus and a status
signal bus, in addition to a data bus. However, for the sake of clarity, the various buses

are illustrated in FIG. 5 as the bus system 929. The receiving electronic device 902 il-
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lustrated in FIG. 5 is a functional block diagram rather than a listing of specific
components.

FIG. 6 is a block diagram illustrating one configuration of an electronic device 1002
in which systems and methods for sending a message may be implemented. The
electronic device 1002 includes encoding means 1031 and transmitting means 1033.
The encoding means 1031 and transmitting means 1033 may generate a bitstream
1014. FIG. 4 above illustrates one example of a concrete apparatus structure of FIG. 6.
A DSP may be realized by software.

FIG. 7 is a block diagram illustrating one configuration of an electronic device 1102
in which systems and methods for buffering a bitstream 1114 may be implemented.
The electronic device 1102 may include receiving means 1135 and decoding means
1137. The receiving means 1135 and decoding means 1137 may receive a bitstream
1114. FIG. 5 above illustrates one example of a concrete apparatus structure of FIG. 7.
A DSP may be realized by software.

The decoding process for reference picture set (RPS) may be invoked. Reference
picture set is a set of reference pictures associated with a picture, consisting of all
reference pictures that are prior to the associated picture in decoding order, that may be
used for inter prediction of the associated picture or any picture following the as-
sociated picture in decoding order.

The bitstream of the video may include a syntax structure that is placed into logical
data packets generally referred to as Network Abstraction Layer (NAL) units. Each
NAL unit includes a NAL unit header, such as a two-byte NAL unit header (e.g., 16
bits), to identify the purpose of the associated data payload. For example, each coded
slice (and/or picture) may be coded in one or more slice (and/or picture) NAL units.
Other NAL units may be included for other categories of data, such as for example,
supplemental enhancement information, coded slice of temporal sub-layer access
(TSA) picture, coded slice of step-wise temporal sub-layer access (STSA) picture,
coded slice a non-TSA, non-STSA trailing picture, coded slice of broken link access
picture, coded slice of instantaneous decoded refresh picture, coded slice of clean
random access picture, coded slice of decodable leading picture, coded slice of tagged
for discard picture, video parameter set, sequence parameter set, picture parameter set,
access unit delimiter, end of sequence, end of bitstream, filler data, and/or sequence
enhancement information message. Table (1) illustrates one example of NAL unit
codes and NAL unit type classes. Other NAL unit types may be included, as desired. It
should also be understood that the NAL unit type values for the NAL units shown in
the Table (1) may be reshuffled and reassigned. Also additional NAL unit types may
be added. Also some NAL unit types may be removed.

An intra random access point (IRAP) picture is a coded picture for which each video
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coding layer NAL unit has nal_unit_type in the range of BLA_W_LP to
RSV_IRAP_VCL23, inclusive as shown in Table (1). An IRAP picture contains only
Intra coded (I) slices. An instantaneous decoding refresh (IDR) picture is an IRAP
picture for which each video coding layer NAL unit has nal_unit_type equal to
IDR_W_RADL or IDR_N_LP as shown in Table 14). An instantaneous decoding
refresh(IDR) picture contains only I slices, and may be the first picture in the bitstream
in decoding order, or may appear later in the bitstream. Each IDR picture is the first
picture of a coded video sequence (CVS) in decoding order. A broken link access
(BLA) picture is an IRAP picture for which each video coding layer NAL unit has
nal_unit_type equal to BLA_W_LP, BLA_W_RADL, or BLA_N_LP as shown in
Table (1). A BLA picture contains only I slices, and may be the first picture in the
bitstream in decoding order, or may appear later in the bitstream. Each BLA picture
begins a new coded video sequence, and has the same effect on the decoding process
as an IDR picture. However, a BLA picture contains syntax elements that specify a

non-empty reference picture set.
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nal_unit_type Name of Content of NAL unit and raw | NAL
nal_unit_type byte sequence payload unit
(RBSP) syntax structure type
class
0 TRAIL_N Coded slice segment of a non- | Video
1 TRAIL_R TSA, non-STSA ftrailing Coding
picture Layer
slice_segment_layer rbsp() (VCL)
2 TSA_N Coded slice segment of a VCL
3 TSA R temporal sub-layer access
' (TSA) picture
slice_segment_layer_rbsp()
4 STSA_N Coded slice segment of an VCL
5 STSA R Step-wise Temporal sub-layer
access (STSA) picture
slice_segment_layer_rbsp()
6 RADL_N Coded slice segment of a VCL
7 RADL_R random access decodable
leading (RADL) picture
slice_segment_layer_rbsp()
8 RASL_N Coded slice segment ofa VCL
9 RASL_R random access skipped
leading (RASL) picture
slice_segment_layer_rbsp()
10 RSV_VCL_N10 Reserved non-IRAP sub-layer | VCL
12 RSV_VCL_N12 non-reference VCL NAL unit
14 RSV_VCL_N14 types
11 RSV _VCL _R11 Reserved non-IRAP sub-layer | VCL
13 RSV_VCL_R13 reference VCL NAL unit types
15 RSV_VCL_R15 :
16 BLA W_LP Coded slice segment of a VCL
17 BLA_W_RADL broken link access (BLA)
18 BLA_N LP picture
slice_segment_layer_rbsp()
19 IDR_W_RADL Coded slice segment of an VCL
20 IDR_N LP instantaneous decoding

refresh (IDR) picture
slice_segment_layer_rbsp()
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21 CRA_NUT Coded slice segment of a clean VCL
random access (CRA) picture
slice_segment_layer_rbsp()
22 RSV_IRAP_VCL22 | Reserved IRAP VCL NAL unittypes | VCL
23 RSV_IRAP_VCL23
24.31 | RSV_VCL24.. Reserved non-IRAP VCL NAL unit VCL
RSV_VCL31 types
32 VPS_NUT Video parameter set non-
video_parameter_set_rbsp() video
coding
layer
(non-
VCL)
33 SPS_NUT Sequence parameter set non-
seq_parameter_set_rbsp() VCL
34 PPS_NUT Picture parameter set non-
pic_parameter_set_rbsp() VCL
35. AUD_NUT Access unit delimiter non-
access_unit_delimiter_rbsp() VCL
36 EOS_NUT End of sequence non-
end_of_seq_rbsp() VCL
37 EOB_NUT End of bitstream non-
| end_of_bitstream_rbsp() VCL
38 FD_NUT Filler data non-
filler_data_rbsp() VCL
39 PREFIX_SEI_NUT | Supplemental enhancement non-
40 SUFFIX_SEI_NUT | information VCL
sei_rbsp()
41.47 | RSV _NVCL41.. Reserved non-
RSV_NvCL47 ' VCL
48.63 | UNSPEC48.. Unspecified ' non-
UNSPEC63 VCL
Table (1)

[0072]

Referring to Table (2), the NAL unit header syntax may include two bytes of data,
namely, 16 bits. The first bit is a "forbidden_zero_bit" which is always set to zero at
the start of a NAL unit. The next six bits is a "nal_unit_type" which specifies the type
of raw byte sequence payloads ("RBSP") data structure contained in the NAL unit as
shown in Table (1). The next 6 bits is a "nuh_layer_id" which specify the indentifier of
the layer. In some cases these six bits may be specified as "nuh_reserved_zero_6bits"
instead. The nuh_reserved_zero_6bits may be equal to O in the base specification of the
standard. In a scalable video coding and/or syntax extensions nuh_layer_id may
specify that this particular NAL unit belongs to the layer identified by the value of

these 6 bits. The next syntax element is "nuh_temporal_id_plus1". The
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nuh_temporal_id_plus] minus 1 may specify a temporal identifier for the NAL unit.
The variable temporal identifier Temporalld may be specified as Temporalld =
nuh_temporal_id_plusl - 1. The temporal identifier Temporalld is used to identify a
temporal sub-layer. The variable HighestTid identifies the highest temporal sub-layer
to be decoded.

nal_unit_header() { Descrip
tor

forbidden_zero_bit (1)
nal_unit_type u(B)
n.u h_layer_id | u(6)
nuh_temporal_id_plus1 ' u(3)

}

Table (2)

Referring to FIG. 8A, as previously described the NAL unit header syntax may
include two bytes of data, namely, 16 bits. The first bit is a "forbidden_zero_bit" which
is always set to zero at the start of a NAL unit. The next six bits is a "nal_unit_type"
which specifies the type of raw byte sequence payloads ("RBSP") data structure
contained in the NAL unit. The next 6 bits is a "nuh_reserved_zero 6bits". The
nuh_reserved_zero_6bits may be equal to O in the base specification of the standard.
Other values of nuh_reserved_zero_6bits may be specified as desired. Decoders may
ignore (i.e., remove from the bitstream and discard) all NAL units with values of
nuh_reserved_zero_6bits not equal to O when handling a stream based on the base
specification of the standard. In a scalable or other extension nuh_reserved_zero_6bits
may specify other values, to signal scalable video coding and/or syntax extensions. In
some cases syntax element nuh_reserved_zero_6bits may be called
reserved_zero_6bits. In some cases the syntax element nuh_reserved_zero_6bits may
be called as layer_id_plus1 or layer_id, as illustrated in FIG. 8B and FIG. 8C. In this
case the element layer_id will be layer id_plus] minus 1. In this case it may be used to
signal information related to layer of scalable coded video. The next syntax element is
"nuh_temporal_id_plusl". nuh_temporal _id_plus]l minus 1 may specify a temporal
identifier for the NAL unit. The variable temporal identifier Temporalld may be
specified as Temporalld = nuh_temporal_id_plus] - 1.

Referring to FIG. 9, a general NAL unit syntax structure is illustrated. The NAL unit
header two byte syntax of FIG. 8 is included in the reference to nal_unit_header() of
FIG. 9. The remainder of the NAL unit syntax primarily relates to the RBSP.
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One existing technique for using the "nuh_reserved_zero_6bits" is to signal scalable
video coding information by partitioning the 6 bits of the nuh_reserved_zero_6bits into
distinct bit fields, namely, one or more of a dependency ID, a quality ID, a view ID,
and a depth flag, each of which refers to the identification of a different layer of the
scalable coded video. Accordingly, the 6 bits indicate what layer of the scalable
encoding technique this particular NAL unit belongs to. Then in a data payload, such
as a video parameter set ("VPS") extension syntax ("scalability type") as illustrated in
FIG. 10, the information about the layer is defined. The VPS extension syntax of FIG.
10 includes 4 bits for scalability type (syntax element scalability_type ) which specifies
the scalability types in use in the coded video sequence and the dimensions signaled
through layer_id_plusl (or layer id) in the NAL unit header. When the scalability type
is equal to 0O, the coded video sequence conforms to the base specification, thus
layer_id_plusl of all NAL units is equal to O and there are no NAL units belonging to
an enhancement layer or view. Higher values of the scalability type are interpreted as
illustrated in FIG. 11.

The layer_id_dim_len][ i ] specifies the length, in bits, of the i-th scalability
dimension ID. The sum of the values layer_id_dim_len][ i ] for all i values in the range
of 0 to 7 is less than or equal to 6. The
vps_extension_byte_alignment_reserved_zero_bit is zero. The vps_layer_id[ i ]
specifies the value of layer_id of the i-th layer to which the following layer de-
pendency information applies. The num_direct_ref layers[ i ] specifies the number of
layers the i-th layer directly depends on. The ref layer_id[ i ][ j ] identifies the j-th
layer the i-th layer directly depends on.

In this manner, the existing technique signals the scalability identifiers in the NAL
unit and in the video parameter set to allocate the bits among the scalability types listed
in FIG. 11. Then for each scalability type, FIG. 11 defines how many dimensions are
supported. For example, scalability type 1 has 2 dimensions (i.e., spatial and quality).
For each of the dimensions, the layer_id_dim_len[i] defines the number of bits
allocated to each of these two dimensions, where the total sum of all the values of
layer_id_dim_len[i] is less than or equal to 6, which is the number of bits in the
nuh_reserved_zero_6bits of the NAL unit header. Thus, in combination the technique
identifies which types of scalability is in use and how the 6 bits of the NAL unit header
are allocated among the scalability.

As previously described, scalable video coding is a technique of encoding a video
bitstream that also contains one or more subset bitstreams. A subset video bitstream
may be derived by dropping packets from the larger video to reduce the bandwidth
required for the subset bitstream. The subset bitstream may represent a lower spatial

resolution (smaller screen), lower temporal resolution (lower frame rate), or lower
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quality video signal. For example, a video bitstream may include 5 subset bitstreams,
where each of the subset bitstreams adds additional content to a base bitstream.
Hannuksela, et al., "Test Model for Scalable Extensions of High Efficiency Video
Coding (HEVC)" JCTVC-L0453, Shanghai, October 2012, is hereby incorporated by
reference herein in its entirety. Chen, et al., "SHVC Draft Text 1," JCTVC-L1008,
Geneva, March, 2013, is hereby incorporated by reference herein in its entirety. J.
Chen, J. Boyce, Y. Ye, M Hannuksela, SHVC Draft 3, JCTVC-N1008, Vienna, August
2013; and Y. Chen, Y.-K. Wang, A. K. Ramasubromanian, MV-HEVC/SHVC HLS:
Cross-layer POC Alignment, JCTVC-N0244, Vienna, July 2013; each of which is in-
corporated by reference herein in its entirety.

As previously described, multi-view video coding is a technique of encoding a video
bitstream that also contains one or more other bitstreams representative of alternative
views. For example, the multiple views may be a pair of views for stereoscopic video.
For example, the multiple views may represent multiple views of the same scene from
different viewpoints. The multiple views generally contain a large amount of inter-
view statistical dependencies, since the images are of the same scene from different
viewpoints. Therefore, combined temporal and inter-view prediction may achieve
efficient multi-view encoding. For example, a frame may be efficiently predicted not
only from temporally related frames, but also from the frames of neighboring
viewpoints. Hannuksela, et al., "Common specification text for scalable and multi-
view extensions," JCTVC-L0452, Geneva, January 2013, is hereby incorporated by
reference herein in its entirety. Tech, et. al. "MV-HEVC Draft Text 3 (ISO/IEC
23008-2:201x/PDAM?2)," JCT3V-C1004_d3, Geneva, January 2013, is hereby in-
corporated by reference herein in its entirety. G. Tech, K. Wegner, Y. Chen, M.
Hannuksela, J. Boyce, "MV-HEVC Draft Text 5 (ISO/IEC 203008-2:201x/PDAM2),
JCTVC-E1004, Vienna, August 2013, is hereby incorporated by reference herein in its
entirety.

Chen, et al., "SHVC Draft Text 1," JCTVC-L1008, Geneva, January 2013;
Hannuksela, et al. "Test Model for Scalable Extensions of High Efficiency Video
Coding (HEVC)," JCTVC-L0453-spec-text, Shanghai, October 2012; and Hannuksela,
"Draft Text for Multiview Extension of High Efficiency Video Coding (HEVC),"
JCTVC-L0452-spec-text-rl, Shanghai, October 2012; each of which is incorporated by
reference herein in its entirety, each have an output order decoded picture buffer (DPB)
which operates based on using sps_max_num_reorder_pics[HighestTid],
sps_max_latency_increase_plus1[HighestTid] and
sps_max_dec_pic_buffering[HighestTid] syntax elements for the output and removal
of pictures O from the DPB. This information is signaled in the video parameter set for

the base layer, which provides buffering information for the video content including
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the enhancement layers, if any.

Referring to FIG. 12, when coding scalable high efficiency coding ("SVHC") the
base layer may include one or more SPS and may also include one or more PPS. Also,
each enhancement layer may include one or more SPS and may also include one or
more PPS. In FIG. 12 SPS+ indicates one or more SPS and PPS+ indicates one or
more PPS being signaled for a particular base or enhancement layer. In this manner,
for a video bitstream having both a base layer and one or more enhancement layers, the
collective number of SPS and PPS data sets becomes significant together with the
required bandwidth to transmit such data, which tends to be limited in many ap-
plications. With such bandwidth limitations, it is desirable to limit the data that needs
to be transmitted, and locate the data in the bitstream in an effective manner. Each
layer may have one SPS and/or PPS that is activate at any particular time, and may
select a different active SPS and/or PPS, as desired.

An input picture may comprise a plurality of coded tree blocks (e.g., generally
referred to herein as blocks) may be partitioned into one or several slices. The values
of the samples in the area of the picture that a slice represents may be properly decoded
without the use of data from other slices provided that the reference pictures used at
the encoder and the decoder are the same and that de-blocking filtering does not use in-
formation across slice boundaries. Therefore, entropy decoding and block recon-
struction for a slice does not depend on other slices. In particular, the entropy coding
state may be reset at the start of each slice. The data in other slices may be marked as
unavailable when defining neighborhood availability for both entropy decoding and re-
construction. The slices may be entropy decoded and reconstructed in parallel. No intra
prediction and motion-vector prediction is preferably allowed across the boundary of a
slice. In contrast, de-blocking filtering may use information across slice boundaries.

FIG. 13 illustrates an exemplary video picture 2090 comprising eleven blocks in the
horizontal direction and nine blocks in the vertical direction (nine exemplary blocks
labeled 2091-2099). FIG. 13 illustrates three exemplary slices: a first slice denoted
"SLICE #0" 2080, a second slice denoted "SLICE #1" 2081 and a third slice denoted
"SLICE #2" 2082. The decoder may decode and reconstruct the three slices 2080,
2081, 2082 in parallel. Each of the slices may be transmitted in scan line order in a se-
quential manner. At the beginning of the decoding/reconstruction process for each
slice, context models are initialized or reset and blocks in other slices are marked as
unavailable for both entropy decoding and block reconstruction. The context model
generally represents the state of the entropy encoder and/or decoder. Thus, for a block,
for example, the block labeled 2093, in "SLICE #1," blocks (for example, blocks
labeled 2091 and 2092) in "SLICE #0" may not be used for context model selection or
reconstruction. Whereas, for a block, for example, the block labeled 2095, in "SLICE
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#1," other blocks (for example, blocks labeled 2093 and 2094) in "SLICE #1" may be
used for context model selection or reconstruction. Therefore, entropy decoding and
block reconstruction proceeds serially within a slice. Unless slices are defined using a
flexible block ordering (FMO), blocks within a slice are processed in the order of a
raster scan.

Flexible block ordering defines a slice group to modify how a picture is partitioned
into slices. The blocks in a slice group are defined by a block-to-slice-group map,
which is signaled by the content of the picture parameter set and additional information
in the slice headers. The block-to-slice-group map consists of a slice-group identi-
fication number for each block in the picture. The slice-group identification number
specifies to which slice group the associated block belongs. Each slice group may be
partitioned into one or more slices, wherein a slice is a sequence of blocks within the
same slice group that is processed in the order of a raster scan within the set of blocks
of a particular slice group. Entropy decoding and block reconstruction proceeds
serially within a slice group.

FIG. 14 depicts an exemplary block allocation into three slice groups: a first slice
group denoted "SLICE GROUP #0" 2083, a second slice group denoted "SLICE
GROUP #1" 2084 and a third slice group denoted "SLICE GROUP #2" 2085. These
slice groups 2083, 2084, 2085 may be associated with two foreground regions and a
background region, respectively, in the picture 2090.

The arrangement of slices, as illustrated in FIG. 14, may be limited to defining each
slice between a pair of blocks in the image scan order, also known as raster scan or a
raster scan order. This arrangement of scan order slices is computationally efficient but
does not tend to lend itself to the highly efficient parallel encoding and decoding.
Moreover, this scan order definition of slices also does not tend to group smaller
localized regions of the image together that are likely to have common characteristics
highly suitable for coding efficiency. The arrangement of slices 2083, 2084, 2085, as
illustrated in FIG. 14, is highly flexible in its arrangement but does not tend to lend
itself to high efficient parallel encoding or decoding. Moreover, this highly flexible
definition of slices is computationally complex to implement in a decoder.

Referring to FIG. 15, a tile technique divides an image into a set of rectangular
(inclusive of square) regions. The blocks (alternatively referred to as largest coding
units or coded treeblocks in some systems) within each of the tiles are encoded and
decoded in a raster scan order. The arrangement of tiles are likewise encoded and
decoded in a raster scan order. Accordingly, there may be any suitable number of
column boundaries (e.g., 0 or more) and there may be any suitable number of row
boundaries (e.g., 0 or more). Thus, the frame may define one or more slices, such as

the one slice illustrated in FIG. 15. In some embodiments, blocks located in different
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tiles are not available for intra-prediction, motion compensation, entropy coding
context selection or other processes that rely on neighboring block information.

Referring to FIG. 16, the tile technique is shown dividing an image into a set of three
rectangular columns. The blocks (alternatively referred to as largest coding units or
coded treeblocks in some systems) within each of the tiles are encoded and decoded in
a raster scan order. The tiles are likewise encoded and decoded in a raster scan order.
One or more slices may be defined in the scan order of the tiles. Each of the slices are
independently decodable. For example, slice 1 may be defined as including blocks 1-9,
slice 2 may be defined as including blocks 10-28, and slice 3 may be defined as
including blocks 29-126 which spans three tiles. The use of tiles facilitates coding ef-
ficiency by processing data in more localized regions of a frame.

Referring to FIG. 17, the base layer and the enhancement layers may each include
tiles which each collectively form a picture or a portion thereof. The coded pictures
from the base layer and one or more enhancement layers may collectively form an
access unit. The access unit may be defined as a set of NAL units that are associated
with each other according to a specified classification rule, are consecutive in decoding
order, and/or contain the VCL NAL units of all coded pictures associated with the
same output time (picture order count or otherwise) and their associated non-VCL
NAL units. The VCL NAL is the video coding layer of the network abstraction layer.
Similarly, the coded picture may be defined as a coded representation of a picture
comprising VCL NAL units with a particular value of nuh_layer_id within an access
unit and containing all coding tree units of the picture. Additional descriptions are
described in B. Bros, W-J. Han, J-R. Ohm, G. J. Sullivan, and T. Wiegand, "High ef-
ficiency video coding (HEVC) text specification draft 10," JCTVC-L1003, Geneva,
January 2013; J. Chen, J. Boyce, Y. Ye, M.M. Hannuksela, "SHVC Draft Text 2,"
JCTVC-M1008, Incheon, May 2013; G. Tech, K. Wegner, Y. Chen, M. Hannuksela, J.
Boyce, "MV-HEVC Draft Text 4 (ISO/IEC 23008-2:201x/PDAM2)," JCTVC-D1004,
Incheon, May 2013; each of which is incorporated by reference herein in its entirety.

Referring to FIGS. 18A-18D, each slice may include a slice segment header. In some
cases a slice segment header may be called slice header. Within the slice segment
header there includes syntax elements that are used for inter-layer prediction. This
inter-layer prediction defines what other layers the slice may depend upon. In other
words this inter-layer prediction defines what other layers the slice may use as its
reference layers. The reference layers may be used for sample prediction and / or for
motion filed prediction. Referring to FIG. 19 by way of example, enhancement layer 3
may depend upon enhancement layer 2, and base layer 0. This dependency relationship
may be expressed in the form of a list, such as, [2, 0].

The NumDirectRefLayers for a layer may be derived based upon a
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direct_dependency_flag[ 1 ][ j ] that when equal to O specifies that the layer with index
j 1s not a direct reference layer for the layer with index i. The direct_dependency_flag[
1][j ] equal to 1 specifies that the layer with index j may be a direct reference layer for
the layer with index i. When the direct_dependency_flag[ i ][ j ] is not present for i and
j in the range of O to vps_max_layers_minusl, it is inferred to be equal to 0.

The direct_dep_type_len_minus2 plus 2 specifies the number of bits of the
direct_dependency_type[ i ][ j ] syntax element. In bitstreams conforming to this
version of this Specification the value of direct_dep_type len_minus2 shall be equal 0.
Although the value of direct_dep_type_len_minus2 shall be equal to O in this version
of this Specification, decoders shall allow other values of direct_dep_type_len_minus2
in the range of 0 to 30, inclusive, to appear in the syntax.

The direct_dependency_type[ i ][ j ] is used to derive the variables NumSamplePre-
dRefLayers[ i |, NumMotionPredRefLayers| i |, SamplePredEnabledFlag[ i ][ j ], and
MotionPredEnabledFlag[ i ][ j ]. direct_dependency_type[ i ][ j ] shall be in the range
of 0 to 2, inclusive, in bitstreams conforming to this version of this Specification.
Although the value of direct_dependency_type[ i ][ j ] shall be in the range of O to 2,
inclusive, in this version of this Specification, decoders shall allow values of
direct_dependency_type[ 1 ][ j ] in the range of 3 to 2°2-2, inclusive, to appear in the
syntax.

The variables NumSamplePredRefLayers[ 1 |, NumMotionPredRefLayers[ i |, Sam-
plePredEnabledFlag| i ][ j ], MotionPredEnabledFlag[ i ][ j ], NumDirectRefLayers| i
], DirectRefLayerldx[ i ][ j ], RefLayerId[ i ][ j |, MotionPredRefLayerlId[ i ][ j ], and
SamplePredRefLayerld[ 1 ][ j ] are derived as follows:
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for(i=0;i<64;i++){
NurhSamplePredRefLayers[ i]=0
NumMotionPredRefLayers[i] =0
NumbDirectRefLayers[i] =0
for(j=0;j<64;j++){

. SamplePredEnabledFlag[i][j]=0
MotionPredEnabledFlag[i][j]=0
RefLayerld[i][j]=0
SamplePredRefLayerld[ i [[j] = 0
MotionPredRefLayerld[i][j]1=0

for(i=1;i <= vps_max_layers_minus1; i++) {
iNuhLId = layer_id_in_nuh[i]
for(j=0;j<i j++)
if( direct_dependency flag[i1[j]) {
DirectRefLayerldx| iNuhLid ][ layer_id_in_nuh[j]]=
NumbDirectRefLayers[ iNuhLId ]
' ReflLayerld[ iNuhLId ][ NumDirectRefLayers[ iNuhLId ]++ 1=
layer_id_in_nuh[j ]
SamplePredEnabledFlag[ iNuhLId ][ j] =
((direct_dependency_type[i][j]1+1)& 1)
- NumSamplePredRefLayers[ iNuhLIid ] +=
SamplePredEnabledFlag[ iNuhLId ][]
MotionPredEnabledFlag[ iNuhLId J[j] =
(((direct_dependency_type[i][j1+1)&2)>>1)
» NumMotionPredRefLayers[ iNuhLId ] +=
MotionPredEnabledFlag[ iNuhLId ][] '
}

} .
for(i=1, mldx =0, sldx = 0; i <= vps_max_layers_minus1; i++ ) {
iNuhLId = layer_id_in_nuh[i ]
for(j=0,j<i; j+){
if( MotionPredEnabledFlag[ iNuhLId ][ j])
MotionPredRefLayerld[ iNuhLId ][ mldx++ ] =
layer_id_in_nuh[j]
if( SamplePredEnabledFlag[ INuhLid ][j])
SamplePredRefLayerld[ iNuhLid ][ sldx++ ] =
layer_id_in_nuh[j ]

}
[0095]  The direct_dependency_flag[ i ][] ], direct_dep_type_len_minus2,
direct_dependency_type[ i ][ j | are included in the vps_extension syntax illustrated in
FIG. 20A and FIG. 20B, which is included by reference in the VPS syntax which

provides syntax for the coded video sequence.
[0096] It is typically desirable to reduce the number of referenced layers that need to be
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signaled within the bitstream, and other syntax elements within the slice segment
header may be used to effectuate such a reduction. The other syntax elements may
include inter_layer_pred_enabled_flag, num_inter_layer_ref_pics_minus1, and/or
inter_layer_pred_layer _idc[ i ]. These syntax elements may be signaled in slice
segment header.

The inter_layer_pred_enabled_flag equal to 1 specifies that inter-layer prediction
may be used in decoding of the current picture. The inter_layer pred_enabled flag
equal to O specifies that inter-layer prediction is not used in decoding of the current
picture. When not present, the value of inter_layer pred_enabled flag is inferred to be
equal to 0.

The num_inter_layer_ref_pics_minus]1 plus 1 specifies the number of pictures that
may be used in decoding of the current picture for inter-layer prediction. The length of
the num_inter_layer_ref_pics_minus] syntax element is Ceil( Log2( NumDirec-
tRefLayers[ nuh_layer_id | ) ) bits. The value of num_inter_layer_ref_pics_minus]
shall be in the range of 0 to NumDirectRefLayers[ nuh_layer_id | - 1, inclusive.

The variable NumActiveRefLayerPics is derived as follows:

if( nuh_layer_id == 0 || NumDirectRefLayers[ nuh_layer id ] ==
[| linter_layer_pred_enabled flag)
NumActiveRefLayerPics = 0
else if( max_one_active_ref_layer_flag | |
NumbDirectRefLayers[ nuh_layer_id] ==1)

NumActiveRefLayerPics = 1
else

NumActiveRefLayerPics = num_inter_layer_ref pics_minus1 + 1

All slices of a coded picture shall have the same value of NumActiveRefLayerPics.

The inter_layer_pred_layer_idc|[ i | specifies the variable, RefPicLayerld[ 1 ], rep-
resenting the nuh_layer_id of the i-th picture that may be used by the current picture
for inter-layer prediction. The length of the syntax element inter_layer pred_layer idc[
1] is Ceil( Log2( NumDirectRefLayers[ nuh_layer_id ] ) ) bits. The value of
inter_layer_pred_layer idc[ i ] may be in the range of 0 to NumDirectRefLayers[
nuh_layer_id ] - 1, inclusive. When not present, the value of
inter_layer_pred_layer_idc[ 1 ] is inferred to be equal to 0.

By way of example, the system may signal various syntax elements especially the
direct_dependency_flag[i][j] in VPS which results in the inter-layer reference picture
set for layer 3 to be [2, 0],. Then the system may refine further the inter-layer reference
picture set with the use of the additional syntax elements for example syntax elements
in slice segment header as [ 2 |, may refine further the inter-layer reference picture set
with the use of the additional syntax elements as [ O ], or may refine further the inter-

layer reference picture set with the use of the additional syntax elements as [ ] which is
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the null set. However, depending on the design of the encoder, the reference picture set
of [2, 0] may be signaled as [2, 0]..

Referring to FIG. 21, the slice segment header may be modified to include a
comparison between the number of direct reference layers for a particular layer
(NumDirectRefLayers[ num_layer_id | in the syntax) and the number of active
reference layers for the same particular layer (NumActiveRefLayerPics in the syntax).
In particular, this may be signaled as
"if(NumActiveRefLayerPics!=NumDirectRefLayers[ nuh_layer _id ] )". Thus, if both
of these indicate the same number of layers, then there is no need to signal
inter_layer_pred_layer_idc[ i ] in the bitstream, but may rather determine/ infer such
values based on other syntax elements already signaled.

Referring to FIG. 22, the slice segment header signalling may be modified in a
similar manner to FIG. 21 to infer the values for the inter_layer_pred_layer_idc[ i | by
not signalling them.

If NumActiveRefLayerPics is equal to NumDirectRefLayers[ nuh_layer_id ], then
the value of inter_layer_pred_layer_idc[i] may be inferred as follows.

for(i=0; i < NumActiveRefLayerPics; i++)
inter_layer_pred_layer_idc[i] =1

When not present and when NumActiveRefLayerPics is not equal to NumDirec-
tRefLayers[ nuh_layer_id |, the value of inter_layer_pred_layer_idc[ 1 ] is inferred to
be equal to 0.

When i is greater than O, inter_layer pred_layer idc[ i ] may be greater than
inter_layer_pred_layer_idc[1-1 ].

The variables RefPicLayerlId[ i ] for each value of i in the range of O to NumAc-
tiveRefLayerPics - 1, inclusive, NumActiveMotionPredReflLayers, and ActiveMotion-
PredRefLayerld[ j ] for each value of j in the range of 0 to NumActiveMotionPre-

dRefLayers - 1, inclusive, maybe derived as follows:
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for(i=0,]j=0;i< NumActiveRefLayerPics; j++)
RefPicLayerld[i] = |
ReflLayerld[ nuh_layer id ] inter_layer_pred_layer_idc[ iT]

if( MotionPredEnabledFlag[ nuh_layer_id ][ inter_layer_pred_layer_idc[i]]

ActiveMotionPredRefLayerld[ j++ | =
RefLayerld[ nuh_layer_id ] inter_layer_pred_layer_idc[i]]
}
' NumActiveMotionPredRefLayérs =]

[0108]  All slices of a picture may have the same value of inter layer pred layer idc[i] for
each value of 1 in the range of 0 to NumActiveRefLayerPics - 1, inclusive.

[0109] The max_tid_il_ref_pics_plusl[ 1] is signaled in VPS extension.
max_tid_il_ref_pics_plusl[ i ] equal to O specifies that within the CVS non-IRAP
pictures with nuh_layer_id equal to layer_id_in_nuh[ i ] are not used as reference for
inter-layer prediction. max_tid_il_ref pics_plusl[ 1 ] greater than O specifies that
within the CVS pictures with nuh_layer_id equal to layer_id_in_nuh[ i | and
Temporalld greater than max_tid_il_ref_pics_plusl[i] - I are not used as reference
for inter-layer prediction. When not present, max_tid_il_ref_pics_plusl[i]is un-
specified.

[0110] It may be a requirement of bitstream conformance that for each value of 1 in the
range of 0 to NumActiveRefLayerPics - 1, inclusive, either of the following two
conditions may be true:

The value of max_tid_il_ref_pics_plusl[ LayerldxInVps[ RefPicLayerId[i]] ] is
greater than Temporalld.

The values of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerId[i]] ] and
Temporalld are both equal to 0 and the picture in the current access unit with
nuh_layer_id equal to RefPicLayerlId[ i ] is an IRAP picture.

[0111]  In another embodiment It may be a requirement of bitstream conformance that for
each value of i in the range of 0 to NumActiveRefLayerPics - 1, inclusive, either of the
following two conditions may be true:

The value of max_tid_il_ref_pics_plusl[ LayerldxInVps[ RefPicLayerId[i]] ] is
greater than Temporalld of the picture in the current access unit with nuh_layer id
equal to RefPicLayerld[ i ].

The values of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerld[ 1] ] ] is

equal to 0 and the picture in the current access unit with nuh_layer_id equal to RefPi-
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cLayerlId[ i ] is an IRAP picture.

It may be a requirement of bitstream conformance that for each value of i in the
range of 0 to NumActiveRefLayerPics - 1, inclusive, the value of SamplePredEn-
abledFlag[ nuh_layer_id ] [ RefPicLayerlId[ i ] | or MotionPredEnabledFlag|[
nuh_layer_id ] [ RefPicLayerId[ i ] | shall be equal to 1.

Referring to FIG. 23, another embodiment for signaling slice segment header is il-
lustrated.

For the embodiment illustrated in FIG. 23, an inter_layer_pred_layer_mask] i | equal
to 1 specifies that layer RefLayerld[nuh_layer_id][ i ], may be used by the current
picture for inter-layer prediction. The inter_layer pred_layer mask][ i ] equal to O
specifies that layer RefLayerld[nuh_layer_id][ i ], is not used by the current picture for
inter-layer prediction.

When not present the value of inter_layer_pred_layer_mask [ i ] is inferred to be
equal to 0.

The variables RefPicLayerlId[ i ] for each value of i in the range of O to NumAc-
tiveRefLayerPics - 1, inclusive, NumActiveMotionPredReflLayers, and ActiveMotion-
PredRefLayerld[ j ] for each value of j in the range of 0 to NumActiveMotionPre-

dRefLayers - 1, inclusive, are derived as follows:
for(i=0, j =0, k=0; i < NumDirectRefLayers[ nuh_layer_id ; i++)
if(inter_layer_pred_layer_mask][ i)
RefPicLayerld[ k++ ] = RefLayerld] nuh_layer_id ][ i]
if( MotionPredEnabledFlag[ nuh_layer id J[i])

ActiveMotionPredRefLayerld[ j++ |=
RefLayerld] nuh_layer_id ][ i ]

}
NumActiveMotionPredRefLayers = |

All slices of a picture may have the same value of inter_layer_pred_layer_mask[ 1 ]
for each value of i in the range of 0 to NumDirectRefLayers[ nuh_layer id | - 1,
inclusive.

It may be a requirement of bitstream conformance that for each value of i in the
range of 0 to NumActiveRefLayerPics - 1, inclusive, either of the following two
conditions shall be true:

The value of max_tid_il_ref_pics_plusl[ LayerldxInVps[ RefPicLayerId[i]] ] is
greater than Temporalld.

The values of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerId[i]] ] and

Temporalld are both equal to 0 and the picture in the current access unit with
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nuh_layer_id equal to RefPicLayerlId[ i ] is an IRAP picture.

It may be a requirement of bitstream conformance that for each value of i in the
range of 0 to NumActiveRefLayerPics - 1, inclusive, the value of SamplePredEn-
abledFlag[ nuh_layer_id ] [ RefPicLayerlId[ i ] | or MotionPredEnabledFlag|[
nuh_layer_id ] [ RefPicLayerId[ i ] | may be equal to 1.

It is shown in FIG. 23 that the inter_layer pred_layer mask][ i ] may be signed with
u(1) which uses 1 bit, and FIG. 22 which signals inter_layer_pred_layer idc[ i ] may
be signed with u(v) which may use multiple bits. In an embodiment
inter_layer_pred_layer_mask[ i ] is signaled instead of intra_layer_pred_idc|[ i |

Referring to FIG. 24, it is desirable to define profiles where the complexity of the
system is reduced by limiting the permitted referencing interrelationships between the
different layers (e.g., base layer and/ enhancement layers). In general, the syntax
structure permits one layer to reference multiple other layers, which results in a
relatively high decoder complexity and also high encoder complexity. If desired, a
modified syntax structure may be used for profiles of a reduced complexity where the
syntax structure permits one layer to reference at most only one other layer. This
limitation on the syntax structure may be signaled by setting a
max_one_active_ref_layer_flag being set to 1.

The max_one_active_ref_layer_flag is signaled in VPS extension.
max_one_active_ref_layer_flag equal to 1 specifies that at most one picture is used for
inter-layer prediction for each picture in the CVS. max_one_active_ref_layer_flag
equal to O specifies that more than one picture may be used for inter-layer prediction
for each picture in the CVS.

The layer_id_in_nuh[ i ] is signaled in VPS extension. layer_id_in_nuh[ i | specifies
the value of the nuh_layer id syntax element in VCL NAL units of the i-th layer. For 1
in arange from O to vps_max_layers_minus1, inclusive, when not present, the value of
layer_id_in_nuh[ i ] is inferred to be equal to i. When i is greater than 0,
layer_id_in_nuh[ i ] shall be greater than layer_id_in_nuh[i-1 ].

A bitstream constraint may be included in the case where only one direct reference
layer for a layer is used or at most one picture is used for inter-layer prediction for each
picture in CVS, such as follows:

In one choice, it may a requirement of the bitstream conformance that if NumDirec-
tRefLayers[layer_id_in_nuh[ i ]] is equal to 1 for each layer

i=1,...vps_max_layers_minus] then max_one_active_ref layer flag is equal to 1.
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In another choice,

Let

for(i=1;i<=vps_max_layers_minus1,i++)

for(j=0,NumDirDepFlags[i]=0;j<i;j++)
NumDirDepFlags][i+=direct_dependency_flag][i][j:

It may be a requirement of the bitstream conformance that if NumDirDepFlags[i] is
equal to 1 for each layer i=1,...vps_max_layers_minus] then
max_one_active_ref_layer_flag is equal to 1.

[0125]  In another embodiment, it is desirable to not support the ability to signal an inter-
layer reference picture from different direct dependent layers for each picture when
max_one_active_ref_layer_flag is set equal to 1. This embodiment results in lower
complexity for decoding an output layer set. In this embodiment the bitstream
constraint proposed below related to NumDirectRefLayers being equal to 1 may be
required to be obeyed:

In one choice, it is a requirement of the bitstream conformance that if
max_one_active_ref_layer_flag is equal to 1 then NumDirec-
tRefLayers[layer_id_in_nuh[ i ]] is equal to 1 for each layer
i=1,...vps_max_layers_minusl.

In another choice,
let
for(i=1;i<=vps_max_layers_minus1,i++)
for(j=0,NumDirDepFlags[i]=0;j<i;j++)
NumDirDepFlags][i]+=direct_dependency_flag[illj];

It may be a requirement of the bitstream conformance that if
max_one_active_ref layer_flag is equal to 1 then NumDirDepFlags[i] is equal to 1 for
i=1,...vps_max_layers_minusl.

[0126]  Another embodiment may include a gating flag controlled in a parameter set (e.g.
pps, sps, and/or vps) to conditionally signal selected syntax elements in the slice
header related to inter-layer prediction signalling.

[0127]  Referring to FIG. 25, for example, the syntax elements
inter_layer_pred_enabled_flag, num_inter_layer_ref_pics_minusl, and/or
inter_layer_pred_layer_idc[ 1 ] are signaled in slice segment header only if a
ilp_slice_signaling enabled flag is equal to 1. Thus ilp_slice_signaling _enabled flag
is a gating flag.

[0128]  Referring to FIG. 26A, and FIG. 26B the ilp_slice_signaling enabled flag may be

signaled in a parameter set such as in video parameter set. Referring to FIG. 27, the
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[0133]

[0134]

[0135]

ilp_slice_signaling_enabled_flag may be signaled in a parameter set such as in
sequence parameter set. Referring to FIG. 28, the ilp_slice_signaling enabled flag
may be signaled in a parameter set such as in the picture parameter set. The
ilp_slice_signaling_enabled_flag may be signaled in another location of the bitstream,
as desired. In each of these parameters sets the ilp_slice_signaling enabled flag may
be sent in any location different than that shown in that illustrated.

The ilp_slice_signaling_enabled_flag equal to 1 specifies that
inter_layer_pred_enabled_flag, num_inter_layer_ref pics_minusl,
inter_layer_pred_layer idc[ i ] are present in the slice segment headers.
ilp_slice_signaling enabled flag equal to O specifies that
inter_layer_pred_enabled_flag, num_inter_layer_ref pics_minusl,
inter_layer_pred_layer idc[ i ] are not present in the slice segment header.

In some embodiments ilp_slice_signaling_enabled_flag may be instead called
ilp_slice_signaling present_flag.

When ilp_slice_signaling_enabled_flag is equal to 1 inter_layer_pred_enabled_flag,
num_inter_layer_ref_pics_minus]l, inter_layer_pred_layer_idc[i] and NumActiveRe-
{LayersPics values are inferred as follows:

NumActiveRefLayerPics is inferred as follows:

NumActiveRefLayerPics = NumDirectRefLayers[ nuh_layer id ]

inter_layer pred_layer idc[i] is inferred as follows:

for(i=0; i < NumActiveRefLayerPics; i++)
inter_layer_pred_layer_idc[i]=1i;
num_inter_layer_ref_pics_minus] is inferred to be equal to NumDirectRefLayers[
nuh_layer_id ] -1.

inter_layer_pred_enabled_flag is inferred to be equal to 1.

In another embodiment one or more of the syntax elements may be signaled using a
known fixed number of bits instead of u(v) instead of ue(v). For example they could be
signaled using u(8) or u(16) or u(32) or u(64), etc.

In another embodiment one or more of these syntax element could be signaled with
ue(v) or some other coding scheme instead of fixed number of bits such as u(v) coding.

In another embodiment the names of various syntax elements and their semantics
may be altered by adding a plus1 or plus2 or by subtracting a minus1 or a minus2
compared to the described syntax and semantics.

In yet another embodiment various syntax elements may be signaled per picture
anywhere in the bitstream. For example they may be signaled in slice segment header,
pps/ sps/ vps/ or any other parameter set or other normative part of the bitstream.

Referring to FIG. 29, the video may include temporal sub-layer support specified by
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a temporal identifier in the NAL unit header, which indicates a level in a hierarchical
temporal prediction structure. The number of decoded temporal sublayers can be
adjusted during the decoding process of one coded video sequence. Different layers
may have different number of sub-layers. For example, in FIG. 29 the base layer may
include 3 temporal sub-layers, namely, Temporalld O, Temporalld 1, Temporalld 2.
For example, the enhancement layer 1 may include 4 temporal sub-layers, namely,
Temporalld 0, Temporalld 1, Temporalld 2, and Temporalld 3. The access unit may be
defined as a set of NAL units that are associated with each other according to a
specified classification rule, are consecutive in decoding order, and/or contain the VCL
NAL units of all coded pictures associated with the same output time (picture order
count or otherwise) and their associated non-VCL NAL units,

In FIG. 29 base layer has a lower overall frame rate compared to the enhancement
layer 1. For example the frame rate of the base layer may be 30 Hz or 30 frames per
second. The frame rate of the enhancement layer 1 may be 60 Hz or 60 frames per
second. In FIG. 29 at some output times an access unit may contain a coded picture of
base layer and a coded picture of enhancement layer 1 (e.g. access unit Y in FIG. 29).
In FIG. 29 at some output times an access unit may contain only a coded picture of en-
hancement layer 1 (e.g. access unit X in FIG. 29).

As previously described, the dependency of one layer on one or more other layers
may be signaled in the VPS for a sequence. In addition at each slice within a respective
layer, the slice segment header syntax permits a further refinement of this dependency
by removing one or more of the dependencies for the respective slice. For example, the
layer dependency in the VPS may indicate that layer 3 is dependent on layer 2 and base
layer 0. For example, a slice in layer 3 may further modify this dependency to remove
the dependency on layer 2.

Referring to FIGS. 30A-30D, a slice segment header (slice_segment_header),
includes a syntax structure that facilitates the identification of dependencies, a portion

of which is excerpted below.

if{ nuh_layer_id >0 && all_ref layers_active flag &&
NumDirectReflayers[ nuh_layer id ][> 0) {
inter_layer- pred_enabled_flag u(1)
iff inter_layer pred enabled flag && NumDirectRefLayers| nuh layer id]>1){
if( !'max_one_active_ref layer flag)

num_inter layer_ref pics_minusl uwv)

if{ NumActiveRefLayerPics != NumDirectRefLayers[ nuh_layer id )
for(i=0;i<NumActiveRefLayerPics; i++)

inter_layer_pred_layer_ide[i] u(v)

3
}

In an example case a base layer has coded pictures at a rate of 30 hertz and an en-
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hancement layer has coded pictures at a rate of 60 hertz, where every other coded
picture of the enhancement layer are not aligned with the coded pictures of the base
layer. This scenarios is similar to the FIG. 29. Also, it is noted that in general each
coded picture of the enhancement layer may not include a corresponding coded picture
in the base layer. In some cases, there may be some corresponding coded pictures in
the base layer with coded pictures of the enhancement layer. Unfortunately, this syntax
structure does not permit discrimination between the case where a coded picture of the
base layer is not present in an access unit in the original bitstream (e.g. access unit X in
FIG. 29) and the case where a coded picture of the base layer was present in an access
unit in the original bitstream but has been lost during transmission. In this manner, the
decoder does not know if the coded picture of the base layer has been lost (i.e. a lost
picture) or whether there was no coded picture of the base layer in the first place (i.e. a
non-existing base layer picture).

It was determined that even with the syntax illustrated in FIGS. 30A-30D, there are
conditions where the system can not signal the removal of a layer in the slice segment
header. Under such conditions the decoder is not able to distinguish between the case
that an AU had no coded picture for a direct reference layer of a current layer due to
that picture not existing in the bitstream (due to the reference layer having different
frame rate) versus the case that the coded picture for the direct reference layer of a
current layer was lost during transmission. The particular conditions include three
conditions, namely, when max_one_active_ref_layer_flag is equal to 1, NumDirec-
tRefLayers[ nuh_layer_id | is equal to 1, and/ or all_ref_layers_active_flag is equal to
1. For each of these conditions a "No reference picture” would be inferred during the
decoding process for the inter-layer reference picture set even when base layer (i.e.
reference layer) did not have a picture in the original bitstream. This is incorrect and
no-optimal behavior. In some cases in this scenario an unavailable reference picture
would be regenerated for such a "no reference picture” and would be used as the base
layer (i.e. reference layer) picture thus resulting in incorrect operation.

To alleviate this limitation, it was determined that it is desirable to signal the
maximum number of temporal sub-layers for each layer in the SHVC and/or MV-
HEVC. This signaling may be achieved in any suitable manner. A first technique for
signaling the maximum number of temporal sub-layers for each layer is by always ex-
plicitly signaling the maximum number for each layer. A second technique for
signaling the maximum number of temporal sub-layers for each layer is signaled con-
ditioned on a presence flag. In a third technique for signaling the maximum number of
temporal sub-layers for each layer is coded predictively with respect to the maximum
number of temporal sub-layers for the previous layer by conditioning them on a

presence flag. Also, the semantics of the slice segment header syntax elements
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num_inter_layer_ref_pics_minus] and inter_layer_pred_layer_idc[i] and the derivation
of NumActiveRefLayerPics may be modified based upon the signaling of the temporal
sub-layer information for each layer. Additionally, or alternatively a
layer_present_in_au_flag[i] may be signaled for NumActiveRefLayerPics in the slice
segment header, to similarly disambiguate between lost picture case and non-existing
picture case.

In HEVC (JCTVC-L1003), SHVC (JCTVC-N1008) and MV-HEVC (JCT3V-E1004)
it is required that:

-The value of Temporalld shall be the same for all VCL NAL units of an access unit.

-The value of Temporalld of an access unit is the value of the Temporalld of the
VCL NAL units of the access unit.

Referring to FIG. 31, a modified vps_expension() syntax may include explicitly
signaling the maximum number temporal sub-layers that may be present for each layer,
as opposed to the bitstream as a whole. In this manner, two different layers may each
have a different maximum number of temporal sublayers. In particular the
sub_layers_vps_max_minusl[ i ] plus 1 specifies the maximum number of temporal
sub-layers that may be present in the CVS for layer with nuh_layer id equal to
layer_id_in_nuh[ i ]. The value of sub_layers_vps_max_minus][ i ] shall be in the
range of 0 to vps_max_sub_layers_minus]1 inclusive. When not present
sub_layers_vps_max_minus1[ i ] shall be equal to vps_max_sub_layers_minusl. Al-
ternatively, the value of sub_layers_vps_max_minusl[ i ] may be in the range of O to 6
inclusive. Alternatively, the value of sub_layers_vps_max_minusl[ i ] may only be
signaled for the enhancement layers in the VPS extension as illustrated in FIG. 32.

Referring to FIG. 33, a modified vps_expension() syntax may include signaling the
maximum number for each layer conditioned on a presence flag. In this manner, two
different layers may each have a different maximum number of temporal sublayers. In
particular the sub_layers_vps_max_minus1_present_flag equal to 1 specifies that the
syntax elements sub_layers_vps_max_minusl[ i | are present. The
sub_layers_vps_max_minusl_present_flag equal to O specifies that the syntax
elements sub_layers_vps_max_minusl[ i | are not present. The
sub_layers_vps_max_minusl[ i ] plus 1 specifies the maximum number of temporal
sub-layers that may be present in the CVS for layer with nuh_layer id equal to
layer_id_in_nuh[ i ]. The value of sub_layers_vps_max_minus][ i ] shall be in the
range of 0 to vps_max_sub_layers_minus]1 inclusive. When not present
sub_layers_vps_max_minus1[ i ] shall be equal to vps_max_sub_layers_minusl. Al-
ternatively, the value of sub_layers_vps_max_minusl[ i ] may be in the range of O to 6
inclusive. Alternatively, the value of sub_layers_vps_max_minusl[ i ] may only be

signaled for the enhancement layers in the VPS extension as illustrated in FIG. 34.
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Referring to FIG. 35, a modified vps_expension() syntax may include signaling the
maximum number of temporal sub-layers for each layer by coding them predictively
with respect to the maximum number of temporal sub-layers for the previous layer by
conditioning them on a presence flag. In this manner, two different layers may each
have a different maximum number of temporal sublayers. In particular the
sub_layers_vps_max_minus]_predict_flag[ i ] equal to 1 specifies that
sub_layers_vps_max_minusI[ i ] is inferred to be equal to
sub_layers_vps_max_minusl [ i- 1 ]. The sub_layers_vps_max_minus]_predict_flag|
1 ] equal to O specifies that sub_layers_vps_max_minus1[ i ] is explicitly signalled. The
value of sub_layers_vps_max_minus]_predict_flag[ O ] is inferred to be equal to 0.
The sub_layers_vps_max_minus1[ i ] plus 1 specifies the maximum number of
temporal sub-layers that may be present in the CVS for layer with nuh_layer id equal
to layer_id_in_nuh[ i ]. The value of sub_layers_vps_max_minus1[ i ] shall be in the
range of 1 to vps_max_sub_layers_minus]! inclusive. When
sub_layers_vps_max_minusl_predict_flag [ i ] isequal to 1,
sub_layers_vps_max_minusI[ i ] is inferred to be equal to
sub_layers_vps_max_minusl[ i- 1 ]. The value of sub_layers_vps_max_minusl [ O ]
is inferred to be equal to vps_max_sub_layers_minus]1. Alternatively, the value of
sub_layers_vps_max_minusl[ i ] may be in the range of O to 6 inclusive. Alternatively,
the value of sub_layers_vps_max_minus1[ i | may only be signaled for the en-
hancement layers in the VPS extension as illustrated in FIG. 36.

The slice segment headers may be modified, such as described below, in such a
manner that the derivation of the NumActiveRefLayerPics accounts for the occurrence
of one of the aforementioned three conditions so as to reduce the ambiguity using the
signaled information about the maximum number of temporal sub-layers that may be
present for each layer.

The inter_layer_pred_enabled_flag equal to 1 specifies that inter-layer prediction
may be used in decoding of the current picture. The inter_layer pred_enabled flag
equal to O specifies that inter-layer prediction is not used in decoding of the current
picture. The num_inter_layer ref pics_minusl plus 1 specifies the number of pictures
that may be used in decoding of the current picture for inter-layer prediction. The
length of the num_inter_layer_ref_pics_minus] syntax element is Ceil( Log2( NumDi-
rectRefLayers[ nuh_layer_id | ) ) bits. The value of num_inter_layer_ref_pics_minusl
shall be in the range of 0 to NumDirectRefLayers[ nuh_layer_id | - 1, inclusive. The

variable NumActiveRefLayerPics is derived as follows:
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if( nuh_layer_id == 0 || NumDirectRefLayers[ nuh_layer id] == 0)
NumActiveRefLayerPics = 0
else if( all_ref_layers_active_flag ){
NumActiveRefLayerPics = NumDirectRefLayers[ nuh_layer id ]
for(i= 0; i < NumDirectRefLayers[ nuh_layer_id ]; i++) {
if( sub_layers_vps_max_minus1[ LayerldxInVps[ RefLayer] n
uh_layer_id][i]]] < Temporalld )

NumActiveRefLayerPics = NumActiveRefLayerPics - 1

}
else if( linter_layer_pred_enabled_flag )

NumActiveRefLayerPics = 0
else if( max_one_active_ref_layer flag ||

NumbDirectRefLayers[ nuh_layer_id] ==1){

if( sub_layers_vps_max_minus1[ Layerldxanpé[ Reflayer[ nuh_lay

er_id][0]1]] < Temporalld)
NumActiveRefLaYerPics =0

else

NumActiveRefLayerPics = 1

else

NumActiveRefLayerPics = num_inter_layer ref pics minus1 + 1

[0146]  All slices of a coded picture shall have the same value of NumActiveRefLayerPics.
The inter_layer_pred_layer_idc| i ] specifies the variable, RefPicLayerld[ i ], rep-
resenting the nuh_layer_id of the i-th picture that may be used by the current picture
for inter-layer prediction. The length of the syntax element inter_layer pred_layer idc[
1] is Ceil( Log2( NumDirectRefLayers[ nuh_layer_id ] ) ) bits. The value of
inter_layer_pred_layer idc[ i ] shall be in the range of 0 to NumDirectRefLayers[
nuh_layer_id ] - 1, inclusive. When not present, the value of

inter_layer_pred_layer_idc[ 1 ] is inferred as follows:
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for(i=0,]j=0;i< NumbDirectRefLayers[ nuh_layer id I; i++) {

if( sub_layers_vps_max_minus1[ LayerldxInVps| RefLayer] nuh_lay
er_id][i]]]>= Temporalld )
» inter_layer_pred_layer_idc[ j++]=;
)
In a variant embodiment when not present, the value of inter_layer_pred_layer_idc[ i ]

is inferred as follows:
for(i=0, = 0; i < NumDirectRefLayers[ nuh_layer_id J; i++) {

if( sub_layers_vps_max_minus1[ LayerldxinVps[ RefLayer| nuh_lay
er_id][i]]]< Temporalld )

inter_layer_pred_layer_idc[ j++ ] =i;
}

[0147]  Wheniis greater than O, inter_layer_pred_layer_idc[ i ] shall be greater than
inter_layer_pred_layer_idc[ i - 1 ]. The variables RefPicLayerId[ i ] for all values of i
in the range of 0 to NumActiveRefLayerPics - 1, inclusive, are derived as follows:

for(i= 0, j = 0; i < NumActiveRefLayerPics; i++)
RefPicLayerld[ i ] =
RefLayerld[ nuh_layer_id ][ inter_layer_pred_layer_idc[i]1]

[0148] All slices of a picture shall have the same value of inter_layer_pred_layer_idc[ i ] for
each value of i in the range of 0 to NumActiveRefLayerPics - 1, inclusive. It is a re-
quirement of bitstream conformance that for each value of 1 in the range of O to Nu-
mActiveRefLayerPics - 1, inclusive, either of the following two conditions shall be
true:

(1) The value of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerld[ 1] ] ] is
greater than Temporalld.

(2) The values of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerId[ i ] ] ]
and Temporalld are both equal to 0 and the picture in the current access unit with
nuh_layer_id equal to RefPicLayerlId[ i ] is an IRAP picture.

[0149] In another embodiment the names of various syntax elements and their semantics
may be altered by adding a plus1 or plus2 or by subtracting a minus1 or a minus2
compared to the described syntax and semantics.

[0150]  In another embodiment some of the conditions in the if statements may be altered by
adding a plus1 or plus2 or by subtracting a minus1 or a minus2 compared to the
described syntax.

[0151]  Referring to FIG. 37, an additional signaling technique involves signaling a
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layer_present_in_au_flag[i]. The layer_present_in_au_flag[ i ] equal to 1 specifies that
a picture with nuh_layer id equal to RefPicLayerld[ i ] is present in the current access
unit. The layer present_in_au_flag[ i ] equal to O specifies that a picture with
nuh_layer_id equal to RefPicLayerld[ i ] is not present in the current access unit. When
not present layer present_in_au_flag[ 1 ] is inferred to be equal to 1.

Referring to FIG. 38, an additional signaling technique involves signaling the
layer_present_in_au_flag[i]. The layer_present_in_au_flag[ i ] equal to 1 specifies that
a picture with nuh_layer id equal to RefLayerId[ nuh_layer id ][ 1 ] is present in the
current access unit. The layer_present_in_au_flag[ i ] equal to O specifies that a picture
with nuh_layer id equal to RefLayerId[ nuh_layer id ][ 1 ] is not present in the current
access unit. When not present layer present_in_au_flag[ i ] is inferred to be equal to 1.

Referring to FIG. 39, an additional signaling technique involves signaling the
layer_present_in_au_flag[i]. The layer_present_in_au_flag[ i ] equal to 1 specifies that
a picture with nuh_layer_id equal to layer_id_in_nuh[ i ] is present in the current
access unit. layer_present_in_au_flag[ i ] equal to O specifies that a picture with
nuh_layer_id equal to layer_id_in_nuh[ i ] is not present in the current access unit.
When not present layer_present_in_au_flag[ i ] is inferred to be equal to 1.

If desired, the flags layer present_in_au_flag[i] may be only signaled in FIG. 37,
FIG. 38, and/or FIG. 39 if one or more of the following conditions are met.

The first condition is that if only one active reference layer can be used for each layer
(i.e. max_one_active_ref_layer_flag is equal to 1).

The second condition is that the number of direct reference layers for a layer as
signaled by direct dependency relationship between layers (e.g. by
direct_dependency_flag[i][j]) is equal to 1 (i.e. NumDirectRefLayers[ nuh_layer id ]
is equal to 1).

The third condition is that all the direct reference layers for a layer as signaled by
direct dependency relationship between layers (e.g. by direct_dependency_flag[i][j]) is
equal to 1 are active reference layers for the coded picture of the layer (e.g.
all_ref_layers_active_flag is equal to 1).

The three variants shown in FIG. 40, FIG. 41, and FIG. 42 for the above three
conditions corresponds respectively to FIG. 37, FIG. 38, and FIG. 39.

Referring to FIG. 43, the decoding process for the inter-layer reference picture set
may be modified. The outputs of this process are updated lists of inter-layer reference
pictures RefPicSetInterLayer0O and RefPicSetInterLayerl and the variables NumAc-
tiveRefLayerPicsO and NumActiveRefLayerPics1. The variable currLayerld is set
equal to nuh_layer_id of the current decoded pictures. The lists RefPicSetInterLayerQO
and RefPicSetInterLayer] are first emptied, NumActiveRefLayerPicsO and NumAc-
tiveRefLayerPics1 are set equal to O followed by steps as illustrated in FIG. 43. There
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shall be no entry equal to "no reference picture" in RefPicSetInterLayerO or RefPicSet-
InterLayerl. The RefPicSetInterLayer] is always empty since the value of Viewld[ 1 ]
is equal to zero for all layers. If the current picture is a RADL picture, there shall be no
entry in the RefPicSetInterLayerO or RefPicSetInterLayer!] that is a RASL picture. An
access unit may contain both RASL and RADL pictures.

Referring to FIG. 44, the decoding process for the inter-layer reference picture set
may be modified. The outputs of this process are updated lists of inter-layer reference
pictures RefPicSetInterLayer0O and RefPicSetInterLayerl and the variables NumAc-
tiveRefLayerPicsO and NumActiveRefLayerPics1. The variable currLayerld is set
equal to nuh_layer id of the current decoded picture. The lists RefPicSetInterLayer0
and RefPicSetInterLayer] are first emptied, NumActiveRefLayerPicsO and NumAc-
tiveRefLayerPics1 are set equal to O followed by steps as illustrated in FIG. 44. There
shall be no entry equal to "no reference picture" in RefPicSetInterLayerO or RefPicSet-
InterLayerl. The RefPicSetInterLayer] is always empty since the value of Viewld[ 1 ]
is equal to zero for all layers. If the current picture is a RADL picture, there shall be no
entry in the RefPicSetInterLayerO or RefPicSetInterLayer!] that is a RASL picture. An
access unit may contain both RASL and RADL pictures.

Referring to FIG. 45, the decoding process for the inter-layer reference picture set
may be modified. The outputs of this process are updated lists of inter-layer reference
pictures RefPicSetInterLayer0O and RefPicSetInterLayerl and the variables NumAc-
tiveRefLayerPicsO and NumActiveRefLayerPics1. The variable currLayerld is set
equal to nuh_layer id of the current decoded picture. The lists RefPicSetInterLayer0
and RefPicSetInterLayer] are first emptied, NumActiveRefLayerPicsO and NumAc-
tiveRefLayerPics1 are set equal to O followed by steps as illustrated in FIG. 45. There
shall be no entry equal to "no reference picture" in RefPicSetInterLayerO or RefPicSet-
InterLayerl. The RefPicSetInterLayer] is always empty since the value of Viewld[ 1 ]
is equal to zero for all layers. If the current picture is a RADL picture, there shall be no
entry in the RefPicSetInterLayerO or RefPicSetInterLayer!] that is a RASL picture. An
access unit may contain both RASL and RADL pictures.

Referring to FIG. 46, the decoding process for the inter-layer reference picture set
may be modified. The outputs of this process are updated lists of inter-layer reference
pictures RefPicSetInterLayer0O and RefPicSetInterLayerl and the variables NumAc-
tiveRefLayerPicsO and NumActiveRefLayerPics1. The variable currLayerld is set
equal to nuh_layer id of the current decoded picture. The lists RefPicSetInterLayer0
and RefPicSetInterLayer] are first emptied, NumActiveRefLayerPicsO and NumAc-
tiveRefLayerPics1 are set equal to O followed by steps as illustrated in FIG. 46. There
shall be no entry equal to "no reference picture" in RefPicSetInterLayerO or RefPicSet-

InterLayerl. The RefPicSetInterLayer] is always empty since the value of Viewld[ 1 ]
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is equal to zero for all layers. If the current picture is a RADL picture, there shall be no
entry in the RefPicSetInterLayerO or RefPicSetInterLayer!] that is a RASL picture. An
access unit may contain both RASL and RADL pictures.

In an alternative embodiment the syntax for signaling inter-layer prediction in-
formation in slice segment header may be modified as shown in Figure 47. In this case
the syntax elements inter_layer_pred_enabled_flag, num_inter_layer_ref_pics_minusl
and inter_layer pred layer idc[ i ] would be always signaled even when one or more
of the conditions as follows are true: when max_one_active_ref_layer_flag is equal to
1, and / or NumDirectRefLayers[ nuh_layer id ] is equal to 1, and/ or
all_ref_layers_active_flag is equal to 1

In this case the ambiguity about a lost reference layer picture versus non-existing
reference layer picture is removed. In this case the following may apply.

The inter_layer_pred_enabled_flag equal to 1 specifies that inter-layer prediction
may be used in decoding of the current picture. The inter_layer pred_enabled flag
equal to O specifies that inter-layer prediction is not used in decoding of the current
picture. The num_inter_layer ref pics_minusl plus 1 specifies the number of pictures
that may be used in decoding of the current picture for inter-layer prediction. The
length of the num_inter_layer_ref_pics_minus] syntax element is Ceil( Log2( NumDi-
rectRefLayers[ nuh_layer_id | ) ) bits. The value of num_inter_layer_ref_pics_minusl
shall be in the range of 0 to NumDirectRefLayers[ nuh_layer_id | - 1, inclusive. The

variable NumActiveRefLayerPics is derived as follows:
if( nuh_layer_id == 0 || NumDirectRefLayers]| nuh_layer_id ] == 0 )
NumActiveReflLayerPics =0 -

else

NumActiveRefLayerPics = num_inter_layer ref pics minus1 + 1

All slices of a coded picture shall have the same value of NumActiveRefLayerPics.
The inter_layer_pred_layer_idc| i ] specifies the variable, RefPicLayerld[ i ], rep-
resenting the nuh_layer_id of the i-th picture that may be used by the current picture
for inter-layer prediction. The length of the syntax element inter_layer pred_layer idc[
1] is Ceil( Log2( NumDirectRefLayers[ nuh_layer_id ] ) ) bits. The value of
inter_layer_pred_layer idc[ i ] shall be in the range of 0 to NumDirectRefLayers[
nuh_layer_id ] - 1, inclusive. When i is greater than 0, inter_layer_pred_layer_idc][ i |
shall be greater than inter_layer pred_layer idc[i- 1 ]. The variables RefPicLayerld[ i
] for all values of 1 in the range of O to NumActiveRefLayerPics - 1, inclusive, are

derived as follows:
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for(i= 0, j = 0; i < NumActiveRefLayerPics; i++)
RefPicLayerld[ i ] =
RefLayerld[ nuh_layer_id ][ inter_layer_pred_layer idc[i]]
All slices of a picture shall have the same value of inter_layer_pred_layer_idc[ i ] for
each value of i in the range of 0 to NumActiveRefLayerPics - 1, inclusive. It is a re-
quirement of bitstream conformance that for each value of 1 in the range of O to Nu-
mActiveRefLayerPics - 1, inclusive, either of the following two conditions shall be
true:
(1) The value of max_tid_il_ref_pics_plusl[ LayerldxInVps[ RefPicLayerld[ i] ] ] is
greater than Temporalld.
(2) The values of max_tid_il_ref_pics_plus1[ LayerldxInVps[ RefPicLayerld[i] ] ]
and Temporalld are both equal to 0 and the picture in the current access unit with
nuh_layer_id equal to RefPicLayerlId[ i ] is an IRAP picture.

[0166]  The NumDirectRefLayers for a layer may be derived based upon a
direct_dependency_flag[ 1 ][ j ] that when equal to O specifies that the layer with index
j 1s not a direct reference layer for the layer with index i. The direct_dependency_flag[
1][j ] equal to 1 specifies that the layer with index j may be a direct reference layer for
the layer with index i. When direct_dependency_flag[ i ][ ] is not present for i and j in
the range of 0 to vps_max_layers_minusl, it is inferred to be equal to O.

[0167] The variables NumDirectRefLayers[ i |, RefLayerld[ i ][ j ] SamplePredEnabledFlag|
1 ][j I, MotionPredEnabledFlag|[ i ][ j ] and DirectRefLayerldx[ i ][ j | may be derived
as follows:

for(i=0;i <= vps_max_layers_minus1; i++) {
iNuhLId = layer_id_in_nuh[i]
NumDirectRefLayers[ iNuhLId ] = 0
for(j=0;j<i; j++)
if( direct_dependency_flag[i][j]) {
Reflayerld[ iNuhLId ][ NumDirectRefLayers[ iNuhLId J++ ] =
layer_id_in_nuh[ j ]
SamplePredEnabledFlag[ iNuhLId ][ j] =
( (direct_dependency;type[ iTiT+1)&1)
MotionPredEnabledFlag[ iNuhLId [[j] =
( ( (direct_dependency_type[i][j]1+1)&2)>>1)

DirectRefLayerldx| iNuhLid ][ layer_id_in_nuh[j]] =
NumbDirectReflLayers[ iNuhLId ] -1 }

}
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[0168]

[0169]

[0170]

[0171]

[0172]

[0173]

The direct_dependency_type[ i ][ j ] indicates the type of dependency between the
layer with nuh_layer_id equal layer_id_in_nuh[ i ] and the layer with nuh_layer_id
equal to layer_id_in_nuh[ j ]. direct_dependency_type[ i ][ j ] equal to O indicates that
the layer with nuh_layer_id equal to layer id_in_nuh[ j ] is used for inter-layer sample
prediction but not for inter-layer motion prediction of the layer with nuh_layer id
equal layer id_in_nuh[ 1 ]. direct_dependency_type[ i ][] ] equal to 1 indicates that the
layer with nuh_layer id equal to layer_id_in_nuh[ j ] is used for inter-layer motion
prediction but not for inter-layer sample prediction of the layer with nuh_layer id
equal layer id_in_nuh[ 1 ]. direct_dependency_type[ i ][] ] equal to 2 indicates that the
layer with nuh_layer id equal to layer_id_in_nuh[ j ] is used for both inter-layer
sample motion prediction and inter-layer motion prediction of the layer with
nuh_layer_id equal layer_id_in_nuh[ i ]. Although the value of
direct_dependency_typel[ 1 ][ j ] shall be in the range of O to 2, inclusive, in this version
of this Specification, decoders shall allow values of direct_dependency_type[1][] ] in
the range of 3 to 2* - 2, inclusive, to appear in the syntax.

The direct_dependency_flag[ i ][ j ], direct_dep_type_len_minus2,
direct_dependency_type[ i ][ j | are included in the vps_extension syntax illustrated in
FIG. 48A and FIG. 48B, which is included by reference in the VPS syntax which
provides syntax for the coded video sequence.

It is typically desirable to reduce the number of referenced layers that need to be
signaled within the bitstream, and other syntax elements within the slice segment
header may be used to effectuate such a reduction. The other syntax elements may
include inter_layer_pred_enabled_flag, num_inter_layer_ref_pics_minus1, and/or
inter_layer_pred_layer _idc[ i ]. These syntax elements may be signaled in slice
segment header.

The inter_layer_pred_enabled_flag equal to 1 specifies that inter-layer prediction
may be used in decoding of the current picture. The inter_layer pred_enabled flag
equal to O specifies that inter-layer prediction is not used in decoding of the current
picture. When not present, the value of inter_layer pred_enabled flag is inferred to be
equal to 0.

The num_inter_layer_ref_pics_minus]1 plus 1 specifies the number of pictures that
may be used in decoding of the current picture for inter-layer prediction. The length of
the num_inter_layer_ref_pics_minus] syntax element is Ceil( Log2( NumDirec-
tRefLayers[ nuh_layer_id | ) ) bits. The value of num_inter_layer_ref_pics_minus]
shall be in the range of 0 to NumDirectRefLayers[ nuh_layer_id | - 1, inclusive.

The variable NumActiveRefLayerPics is derived as follows:
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[0174]

[0175]

[0176]

[0177]

[0178]

if( nuh_layer_id == 0 || NumDirectRefLayers[ nuh_layer id] == 0
|| linter_layer_pred_enabled_flag ) .
NumActiveRefLayerPics = 0
else if{ max_one_active_ref_layer_flag || NumDirectRefLayers[ nuh_layer id] = =1 )
NumActiveReflayerPics = 1
else

NumActiveRefLayerPics = num_inter_layer_ref_pics_minus1 + 1

All slices of a coded picture shall have the same value of NumActiveRefLayerPics.

The inter_layer_pred_layer_idc|[ i | specifies the variable, RefPicLayerld[ 1 ], rep-
resenting the nuh_layer_id of the i-th picture that may be used by the current picture
for inter-layer prediction. The length of the syntax element inter_layer pred_layer idc[
1] is Ceil( Log2( NumDirectRefLayers[ nuh_layer_id ] ) ) bits. The value of
inter_layer_pred_layer idc[ i ] may be in the range of 0 to NumDirectRefLayers[
nuh_layer_id ] - 1, inclusive. When not present, the value of
inter_layer_pred_layer_idc[ 1 ] is inferred to be equal to 0.

By way of example, the system may signal various syntax elements especially the
direct_dependency_flag[i][j] in VPS which results in the inter-layer reference picture
set for layer 3 to be [2, 0],. Then the system may refine further the inter-layer reference
picture set with the use of the additional syntax elements for example syntax elements
in slice segment header as [ 2 |, may refine further the inter-layer reference picture set
with the use of the additional syntax elements as [ O ], or may refine further the inter-
layer reference picture set with the use of the additional syntax elements as [ ] which is
the null set. However, depending on the design of the encoder, the reference picture set
of [2, 0] may be signaled as [2, O].

In FIG. 48B the vps_vui_present_flag equal to 1 specifies that the vps_vui( ) syntax
structure is present in the VPS. vps_vui_present_flag equal to O specifies that the
vps_vui( ) syntax structure is not present in the VPS.
vps_vui_alignment_bit_equal_to_one may be equal to 1.

VPS VUI includes syntax elements which indicate inter-layer prediction restrictions.
Essentially depending on spatial segmentation tools used a delay in units of slices,
tiles, wavefront coded tree block (CTB) rows with respect to the collocated spatial
segment in the reference layer may be signaled. Also based on flag a delay in units of
CTBs may be signaled. These inter-layer decoding delay signaling can help parallel
decoding of layers, where for a dependent layer instead of waiting for each reference
layer to be decoded completely in its entirety before starting its own decoding, the
decoding could be started after the indicated delay for each reference layer.

FIG. 49 shows part of an exemplary VPS Video Usability Information (VUI) syntax.

This may correspond to the vps_vui() structure in FIG. 48B and exemplary vps



48

WO 2015/052942 PCT/JP2014/005206

[0179]
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[0181]

[0182]

[0183]

[0184]

extension syntax.

FIG. 50 shows part of another exemplary VPS Video Usability Information (VUI)
syntax with some differences in syntax compared to FIG. 49. This may correspond to
the vps_vui() structure in FIG. 48B and exemplary vps extension syntax.

VPS VUI includes syntax elements related to bit rate and picture rate information for
the video.

In SHVC different layers may have different frame rates. As a result a layer with a
higher frame rate may have a higher value of maximum temporal sub-layers compared
to a layer with a lower frame-rate. The j-th subset of a layer set is the output of the sub-
bitstream extraction process when it is invoked with the layer set, j, and the layer
identifier list associated with the layer set as inputs. In mixed frame rate case for
certain layer sets the maximum number of temporal sub-layers in the layer set may be
less than vps_max_sub_layers_minusl. In this case some of the
(vps_max_sub_layers_minus] + 1) subsets of such a layer set will be identical. It is
wasteful to signal bitrate and picture information for these identical subsets. In-
formation regarding maximum number of temporal sub-layers for a layer
(sub_layers_vps_max_minusl) is already signalled in VPS.

Modification of signaling bit rate and picture rate information in VPS VUI as shown
in FIG. 50 has benefits in not wasting bits to send information for identical subsets. In
FIG. 50 the bit rate and picture rate information (including bit_rate present_flag[ i ][ j
], pic_rate_present_flag[ i ][ j ], avg_bit_rate[ i ][ j ], max_bit_Rate[ 1 ][ j ],
constant_pic_rate_idc[ 1 ][ j ], avg_pic_rate[ i ][ j ]) is signalled only up to the
maximum temporal sub-layers in the corresponding layer set. Thus it is preferable to
signal the bit rate and picture rate information for subsets only up to the maximum
temporal sub-layers in the corresponding layer set.

The variable MaxSlLayersetMinus1[ i ] is derived as follows :
for(i=0;i<=vps_number_layer_sets_minus1; i++ ) {

for(k =0, MaxSILayersetMinusj[ i 1=0; k < NumLayersinldList[ i J;
ke+) { |

MaxSILayersetMinus1] i ] =Max(MaxSILayersetMinus1[ i ],
sub_layers_vps_max_minus1[ LayerldxInVps[ LayerSetLayerldList[ i ][ k ]

}

In another embodiment the variable MaxSlLayersetMinus1[ i | is derived as follows :
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[0190]

[0191]

for(i=0; i <= vps_number_layer_sets_minus1; i++) {
mSIMinus1 =0 .
for( k = 0; k < NumLayersinldList[ i ]; k++) {
lild = LayerSetLayerldList[i ][ k ]
mSIMinus1 =Max(mSIMinus1,
sub_layers_vps_max_minus1[ LayerldxInVps] lild ] ]);

}
MaxSILayersetMinus1[ i ] = mSIMinus1

}

Then the derived MaxSlLayersetMinus1[ i ] is used such that the j the index for
subsets ranges from 0 to MaxSlLayersetMinus1[ i ], inclusive instead of from O to
vps_max_sub_layers_minus]l, inclusive.

bit_rate_present_vps_flag equal to 1 specifies that the syntax element
bit_rate_present_flag[ i ][ j ] is present. bit_rate_present_vps_flag equal to O specifies
that the syntax element bit_rate_present_flag[ 1 ][ j ] is not present.

pic_rate_present_vps_flag equal to 1 specifies that the syntax element
pic_rate present_flag[ i ][ j ] is present. pic_rate_present_vps_flag equal to O specifies
that the syntax element pic_rate present flag[ i ][ j ] is not present.

bit_rate_present_flag[ i ][ j ] equal to 1 specifies that the bit rate information for the
j-th subset of the i-th layer set is present. bit_rate_present_flag[ i ] equal to O specifies
that the bit rate information for the j-th subset of the i-th layer set is not present. The j-
th subset of a layer set is the output of the sub-bitstream extraction process when it is
invoked with the layer set, j, and the layer identifier list associated with the layer set as
inputs. When not present, the value of bit_rate_present_flag[ i ][ j ] is inferred to be
equal to 0.

pic_rate_present_flag[ i ][ j ] equal to 1 specifies that picture rate information for the
j-th subset of the i-th layer set is present. pic_rate_present_flag[ i ][ j ] equal to O
specifies that picture rate information for the j-th subset of the i-th layer set is not
present. When not present, the value of pic_rate_present flag[ i ][] ] is inferred to be
equal to 0.

avg_bit_rate[ i ][ j ] indicates the average bit rate of the j-th subset of the i-th layer
set, in bits per second. The value is given by BitRateBPS( avg_bit_rate[ 1 ][ ] ) with
the function BitRateBPS( ) being specified as follows:

BitRateBPS(x) = (x & (214 -1))* 1002+ (x > 14))

The average bit rate is derived according to the access unit removal time specified in
clause F.13. In the following, bTotal is the number of bits in all NAL units of the j-th
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subset of the i-th layer set, t; is the removal time (in seconds) of the first access unit to
which the VPS applies, and t, is the removal time (in seconds) of the last access unit
(in decoding order) to which the VPS applies. With x specifying the value of
avg bit rate[ 1 ][] ], the following applies:
If t; is not equal to t,, the following condition shall be true:
(x&(2"=1)) == Round(bTotal + ( (t, - t; ) * 10(2* (x> 141}y
Otherwise (t; is equal to t,), the following condition shall be true:
(x&(2%-1)) ==
max_bit_rate_layer[ i ][ j ] indicates an upper bound for the bit rate of the j-th subset
of the i-th layer set in any one-second time window of access unit removal time as
specified in clause F.13. The upper bound for the bit rate in bits per second is given by
BitRateBPS( max_bit_rate_layer[ i ][ j ] ). The bit rate values are derived according to
the access unit removal time specified in clause F.13. In the following, t, is any point
in time (in seconds), t, is set equal to
ty+1+100
, and bTotal is the number of bits in all NAL units of access units with a removal
time greater than or equal to t; and less than t,. With x specifying the value of
max_bit_rate_layer[ i ][ j ], the following condition shall be obeyed for all values of t;:
(x& (2" =1)) >= bTotal + ((t, — t, ) * 10(2* (x> 14))
constant_pic_rate_idc[ i ][ j ] indicates whether the picture rate of the j-th subset of
the i-th layer set is constant. In the following, a temporal segment tSeg is any set of
two or more consecutive access units, in decoding order, of the j-th subset of the i-th
layer set, auTotal( tSeg ) is the number of access units in the temporal segment tSeg, t;(
tSeg ) is the removal time (in seconds) of the first access unit (in decoding order) of the
temporal segment tSeg, t,( tSeg ) is the removal time (in seconds) of the last access
unit (in decoding order) of the temporal segment tSeg, and avgPicRate( tSeg ) is the

average picture rate in the temporal segment tSeg, and is specified as follows:

avgPicRate(1Seg ) == Round( auTotal( tSeg ) * 256 + (to( tSeg ) - t( tSeg ) ) )

If the j-th subset of the i-th layer set only contains one or two access units or the
value of avgPicRate( tSeg ) is constant over all the temporal segments, the picture rate
is constant; otherwise, the picture rate is not constant.

constant_pic_rate_idc[ i ][ j ] equal to O indicates that the picture rate of the j-th
subset of the i-th layer set is not constant. constant_pic_rate_idc[ 1 ][ ] equal to 1
indicates that the picture rate of the j-th subset of the i-th layer set is constant.
constant_pic_rate_idc[ i ][ j ] equal to 2 indicates that the picture rate of the j-th subset

of the i-th layer set may or may not be constant. The value of constant_pic_rate_idc[ i
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][ j ] shall be in the range of 0 to 2, inclusive.

[0196] avg pic_rate[ i ] indicates the average picture rate, in units of picture per 256
seconds, of the j-th subset of the layer set. With auTotal being the number of access
units in the j-th subset of the i-th layer set, t; being the removal time (in seconds) of the
first access unit to which the VPS applies, and t, being the removal time (in seconds)
of the last access unit (in decoding order) to which the VPS applies, the following
applies:

If t; is not equal to t,, the following condition shall be true:
avg_pic_rate[i] == Round( auTotal * 256 + ({, = t;) )

Otherwise (t; is equal to t,), the following condition shall be true:
avg_pic_rate[i] == 0

[0197] Currently in JCTVC-P1008 and JCT3V-G1004 in DPB Size Semantics the variable
MaxSubLayersInLayerSetMinusl[ i ] is derived as follows:

for(i=1;i < NumOutputLayerSets; i++ ) {
maxSLMinus1 =0
optLsldx = LayerSetldxForOutputLayerSet] i ]
for( k = 0; k < NumLayersinldList[ optLsldx I; k++) {
lid = LayerSetlLayerldList[ optLsldx ][ k ]
maxSLMinus1 =Max({ maxSLMinus1,

sub_layers_vps_max_minus1[ LayerldxInVps[Illd ]])

}
MaxSubLayersinLayerSetMinus1[ i ] = maxSLMinus1

}
[0198]  In some embodiment the above derivation and the proposed derivation of MaxSILay-
ersetMinus1[ i ] may be combined with derivation of MaxSubLayersInLayer-
SetMinus1[ i ] as follows.

The variable MaxSlLayersetMinus1[ i ] is derived as follows :
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for(i=0; i <= vps_number_layer_sets_minus1; i++ ) {
mSIMinus1 =0
for( k = 0; k < NumLayersinidList[ i ]; k++) {
lild = LayerSetLayerldList[ i ][ k ]
mSiMinus1 =Max(mSIMinus1,
sub_layers_vps_max_minus1[ LayerldxInVps] lild ] ]);
}
MaxSILayersetMinus1[ i ] = mSIMinus1
}
for(i=1; i < NumOutputLayerSets; i++ ) {
MaxSubl.ayersinLayerSetMinus1[i] =
MaxSILayersetMinus 1] LayerSetldxForOutputLayerSet] i ] ]
}

[0199]  In yet another embodiment the variable MaxSlLayersetMinus1[ LayerSetldxForOut-
putLayerSet[ 1 ] Jmay be directly used in place of variable MaxSubLayersInLayer-
SetMinusl1[ i ].

[0200]  Thus the dpb_size may be signaled as follows

dpb_size() {
for(i=1; i < NumOutputLayerSets; i++ ) {
sub_layer_flag_info_present_flag[ i ] u(1)
s )f?r(j =0;] <= MaxSlLayersetMinus1[ LayerSetldxForOutputLayerSet] i ] ]
if(j>0 && sub_layer_flag_info_present_flag[i] )
sub_layer_dpb_info_present_flag[i][j ] u(1)
if( sub_layer_dpb_info_present_flag[i][j]) {
for( k = 0; k < NumSubDpbs[ LayerSetldxForOutputLayerSet[ i 11 k++)
max_vps_dec_pic_buffering_minus1[i][k1[j] ue(v)
max_vps_num_reorder_pics[i][j] ue(v)
if( NumSubDpbs| LayerSetldxForOutputLayerSet[i]] |=

NumLayersinldList] LayerSetldxForOutputLayerSet[i]])
for( k = 0; k < NumLayersInldList] LayerSetldxForOutputLayerSet[ i ] ];

k++)

max_vps_layer_dec_pic_buff minus1[i][k][j] ue(v)
max_vps_latency_increase_plus1[i][j] ue(v)

}
}
}

}

[0201]  The semantics of various parameter using MaxSubLayersInLayerSetMinus1[ i | may
be changed to directly use MaxSlLayersetMinus1[ LayerSetldxForOutputLayerSet[ i ]

I
[0202]  sub_layer flag info_present flag[ i ] equal to 1 specifies that
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sub_layer dpb_info_present flag[i ][] ]is present for i in the range of 1 to MaxSILay-
ersetMinus1[ LayerSetldxForOutputLayerSet[ i ] |, inclusive.
sub_layer flag info_present_flag[ i ] equal to O specifies that, for each value of j
greater than O, sub_layer dpb_info_present_flag[ i ][ j ] is not present and the value is
inferred to be equal to 0.
sub_layer_dpb_info_present_flag[ i ][ j | equal to 1 specifies that
max_vps_dec_pic_buffering minusl[1i][ k ][ j ] is present for k in the range of O to
NumSubDpbs| LayerSetldxForOutputLayerSet[ 1 ] ] - 1, inclusive, for the j-th sub-
layer, and max_vps_num_reorder_pics[ i ][ j ] and max_vps_latency_increase_plusl[ i
1[j ] are present for the j-th sub-layer. sub_layer dpb_info_present flag[ 1 ][ j ] equal
to 0 specifies that the values of max_vps_dec_pic_buffering_minusI[i ][ k ][ ] are
equal to max_vps_dec_pic_buffering minusI[i ][k ][j- 1 ] for k in the range of O to
NumSubDpbs[ LayerSetldxForOutputLayerSet[ 1 ] ] - 1, inclusive, and that the values
max_vps_num_reorder_pics[ i ][ j ] and max_vps_latency_increase_plus1[ 1 ][] ] are
set equal to max_vps_num_reorder_pics[ i ][ j- 1] and
max_vps_latency_increase_plusI[i][j- 1 ], respectively. The value of
sub_layer dpb_info_present flag[ i ][ O ] for any possible value of i is inferred to be
equal to 1. When not present, the value of sub_layer dpb_info_present flag[ i ][ j ] for
j greater than 0 and any possible value of 1, is inferred to be equal to be equal to O.
max_vps_dec_pic_buffering_minus1[ i ][ k ][ j ] plus 1 specifies the maximum
required size of the k-th sub-DPB for the CVS in the i-th output layer set in units of
picture storage buffers when HighestTid is equal to j. When j is greater than O,
max_vps_dec_pic_buffering_minusI[ i ][ k ][ j ] shall be greater than or equal to
max_vps_dec_pic_buffering_minusI[1 ][k ][j-1]. When
max_vps_dec_pic_buffering_minusI[ i ][ k ][ j ] is not present for j in the range of 1 to
MaxSl1LayersetMinus1[ LayerSetldxForOutputLayerSet[ i ] ], inclusive, it is inferred
to be equal to max_vps_dec_pic_buffering_minusI[i ][ k ][ - 1].
max_vps_layer_dec_pic_buff_minusI[1i ][ k ][ j ] plus 1 specifies the maximum
number of decoded pictures, of the k-th layer for the CVS in the i-th output layer set,
that need to be stored in the DPB when HighestTid is equal to j. When j is greater than
0, max_vps_layer_dec_pic_buff_minus1[i ][ k ][ j ] shall be greater than or equal to
max_vps_layer_dec_pic_buff_minusI[i ][k ][j-1]. When
max_vps_layer _dec_pic_buff minusl[1i][ k ][j ] is not present for j in the range of 0
to MaxSlLayersetMinus1[ LayerSetldxForOutputLayerSet[ 1 ] ], inclusive, it is
inferred to be equal to max_vps_layer_dec_pic_buff_minus1[i ][k ][j- 1].
max_vps_num_reorder pics[ i ][ j ] specifies, when HighestTid is equal to j, the
maximum allowed number of access units containing a picture with PicOutputFlag

equal to 1 that can precede any access unit auA that contains a picture with Pi-
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cOutputFlag equal to 1 in the i-th output layer set in the CVS in decoding order and
follow the access unit auA that contains a picture with PicOutputFlag equal to 1 in
output order. When max_vps_num_reorder_pics[ i ][ j ] is not present for j in the range
of 1 to MaxSlLayersetMinus1[ LayerSetldxForOutputLayerSet[ i ] ], inclusive, due to
sub_layer dpb_info_present flag[i][j ] being equal to 0, it is inferred to be equal to
max_vps_num_reorder_pics[i ][ j - 1].

max_vps_latency_increase_plusl[ i ][ j ] not equal to O is used to compute the value
of VpsMaxLatencyPictures[ 1 ][ j ], which, when HighestTid is equal to j, specifies the
maximum number of access units containing a picture with PicOutputFlag equal to 1 in
the i-th output layer set that can precede any access unit auA that contains a picture
with PicOutputFlag equal to 1 in the CVS in output order and follow the access unit
auA that contains a picture with PicOutputFlag equal to 1 in decoding order. When
max_vps_latency_increase_plus1[i][j ] is not present for j in the range of 1 to MaxS-
1LayersetMinus1[ LayerSetIldxForOutputLayerSet[ i ] |, inclusive, due to
sub_layer dpb_info_present flag[i][j ] being equal to 0, it is inferred to be equal to
max_vps_latency_increase_plusl[i][j-1].

When max_vps_latency_increase plusl[i][j ] is not equal to O, the value of Vps-

MaxLatencyPictures[ i ][ j ] is specified as follows:

VpsMaxLatencyPictures[i][j] = max_vps_num_reorder_pics[i][j]+
max_vps_latency_increase_plus1[i][j]- 1

When max_vps_latency_increase plusl[ i ][] is equal to 0, no corresponding limit
is expressed. The value of max_vps_latency_increase plusl[ i ][ j ] shall be in the
range of 0 to 2% - 2, inclusive.

In another embodiment max_vps_layer_dec_pic_buff_minus1[i ][k ][j ] plus 1
specifies the maximum number of decoded pictures, of the k-th layer for the CVS in
the i-th output layer set, that need to be stored in the DPB when HighestTid is equal to
j- When j is greater than 0, max_vps_layer_dec_pic_buff minusI[i ][ k ][ j] shall be
greater than or equal to max_vps_layer_dec_pic_buff_minusl[i ][k ][j- 1 ]. When
max_vps_layer _dec_pic_buff minusl[1i][ k ][j ] is not present for j in the range of 0
to MaxSubLayersInLayerSetMinus]1[ i ], inclusive, it is inferred to be equal to
max_vps_layer_dec_pic_buff_minusI[ 1 ][k ]J[j- 1].

In HEVC (JCTVC-L1003), SHVC (JCTVC-N1008) and MV-HEVC (JCT3V-E1004)
it is required that the value of Temporalld shall be the same for all VCL NAL units of
an access unit. The value of Temporalld of an access unit is the value of the
Temporalld of the VCL NAL units of the access unit.

For HEVC an access unit is defined as a set of NAL units that are associated with
each other according to a specified classification rule, are consecutive in decoding

order, and contain exactly one coded picture.
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In SHVC and MV-HEVC an access unit is defined as a set of NAL units that are as-
sociated with each other according to a specified classification rule, are consecutive in
decoding order, and contain the VCL NAL units of all coded pictures associated with
the same output time and their associated non-VCL NAL units.

In SHVC and MV-HEVC IRAP pictures are allowed to be cross-layer non-aligned.
This is helpful in supporting different IRAP frequency for different layers. It also
allows flexible placement of IRAP pictures in any layer without requiring an IRAP
picture to be coded in the same access unit for other layers. However in HEVC, SHVC
and MV-HEVC if nal_unit_type is in the range of BLA_W_LP to
RSV_IRAP_VCL23, inclusive, i.e. the coded slice segment belongs to an IRAP
picture, Temporalld shall be equal to O.

Thus although in SHVC and MV-HEVC an IRAP picture could be flexibly coded in
any layer in an access unit without requiring an IRAP picture in other layers in the
same access unit, it is still currently required that when an IRAP picture is coded in
any layer in an access unit then all the other layers in the same access unit must have
coded pictures with Temporalld equal to O. It is asserted that this puts unnecessary re-
strictions on the flexibility of coding structures that can be supported. For example
following scenario is currently not supported in SHVC and MV-HEVC.

If a particular layer (e.g. base layer) is coded with an all intra configuration where
each coded picture is an IRAP picture then all the collocated pictures in those access
units for all the other layers must be coded with Temporalld equal to O (either as IRAP
pictures or as non-IRAP pictures with Temporalld equal to 0) which means that the
temporal sub-layering could not be used for those pictures. This limitation is shown in
FIG. 51. Thus with current SHVC and MV-HEVC specification the coding con-
figuration can only be similar to as shown in FIG. 51 where all the coded pictures of
base layer are IRAP pictures. In this case all the coded pictures in the same AU for en-
hancement layer 1 must be coded with Temporalld equal to O.

Changes in the TemporallD alignment to support more flexible coding structure are
described below. The described changes allow the a more flexible coding structure to
be supported in SHVC and MV-HEVC. Thus with the changes described below the
coding structure as shown in FIG. 52 is supported. In FIG. 52 coding structure the base
layer consists of coded pictures which are all IRAP pictures and thus have a
Temporalld equal to 0. But the enhancement layer 1 pictures in the same AU can be
coded with Temporalld different than Temporalld 0. Thus the Enhancement layer 1
picture can have a Temporalld 1 in the same AU where base layer picture is an IRAP
picture and has a Temporalld equal to O.

The changes to achieve this flexibility in SHVC and MV-HEVC are described next.

Non-intra random access point (Non-IRAP) access unit is defined as an ‘access unit'
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in which the ‘coded picture' is not an 'TRAP picture'.

Non-intra random access point (Non-IRAP) picture is defined as a coded 'picture’ for
which each '"VCL NAL unit' has nal_unit_type with a VCL NAL unit type value other
than any value in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive.

It can be noted that a non-IRAP picture is a picture which is not a BLA picture, a
CRA picture or an IDR picture.

The nuh_temporal_id_plus] minus 1 specifies a temporal identifier for the NAL unit.
The value of nuh_temporal_id_plus1 shall not be equal to O.

The variable Temporalld may be specified as Temporalld = nuh_temporal_id_plus] -
1.

If nal_unit_type is in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive, i.e.
the coded slice segment belongs to an IRAP picture, Temporalld shall be equal to O.
Otherwise, when nal_unit_type is equal to TSA_R, TSA_N, STSA_R, or STSA_N,
Temporalld shall not be equal to O.

The value of Temporalld shall be the same for all VCL NAL units of all non-IRAP
coded pictures in an access unit. If in an access unit all VCL NAL units have a
nal_unit_type in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive, i.e. the
coded slice segments belongs to an IRAP picture, the value of Temporal ID of the
access unit is 0. Otherwise the value of Temporalld of an access unit is the value of the
Temporalld of the VCL NAL units of non-IRAP coded pictures in the access unit.

The value of Temporalld for non-VCL NAL units is constrained as follows:

If nal_unit_type is equal to VPS_NUT or SPS_NUT, Temporalld shall be equal to O
and the Temporalld of the access unit containing the NAL unit shall be equal to 0.

Otherwise if nal_unit_type is equal to EOS_NUT or EOB_NUT, Temporalld shall be
equal to 0.

Otherwise, if nal_unit_type is equal to AUD_NUT or FD_NUT, Temporalld shall be
equal to the Temporalld of the access unit containing the NAL unit.

Otherwise, Temporalld shall be greater than or equal to the Temporalld of the access
unit containing the NAL unit.

It can be noted that When the NAL unit is a non-VCL NAL unit, the value of
Temporalld is equal to the minimum value of the Temporalld values of all access units
to which the non-VCL NAL unit applies. When nal_unit_type is equal to PPS_NUT,
Temporalld may be greater than or equal to the Temporalld of the containing access
unit, as all PPSs may be included in the beginning of a bitstream, wherein the first
coded picture has Temporalld equal to 0. When nal_unit_type is equal to
PREFIX_SEI_NUT or SUFFIX_SEI_NUT, Temporalld may be greater than or equal
to the Temporalld of the containing access unit, as an SEI NAL unit may contain in-

formation, e.g. in a buffering period SEI message or a picture timing SEI message, that
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applies to a bitstream subset that includes access units for which the Temporalld values
are greater than the Temporalld of the access unit containing the SEI NAL unit.

In a variant embodiment the value of Temporalld shall be the same for all VCL NAL
units with nal_unit_type equal to any value except values in the range of BLA_W_LP
to RSV_IRAP VCL23, inclusive in an access unit. If in an access unit all VCL NAL
units have a nal_unit_type in the range of BLA_W_LP to RSV_IRAP_VCL23,
inclusive, i.e. the coded slice segment belongs to an IRAP picture, the value of
Temporal ID of the access unit is 0. Otherwise the value of Temporalld of an access
unit is the value of the Temporalld of the VCL NAL units of non-IRAP coded pictures
in the access unit.

In another variant embodiment the value of Temporalld shall be the same for all
VCL NAL units with nal_unit_type equal to any value except values in the range of
BLA W _LPto RSV_IRAP VCL23, inclusive in an access unit. The value of
Temporalld of an access unit is the value of the highest Temporalld of the VCL NAL
units in the access unit.

In a further variant embodiment the value of Temporalld shall be the same for all
VCL NAL units of all non-IRAP coded pictures in an access unit. The value of
Temporalld of an access unit is the value of the highest Temporalld of the VCL NAL
units in the access unit.

As mentioned previously in HEVC (JCTVC-L1003), SHVC (JCTVC-N1008) and
MV-HEVC (JCT3V-E1004) it is required that the value of Temporalld shall be the
same for all VCL NAL units of an access unit.

Also in HEVC, SHVC, and MV-HEVC if nal_unit_type is in the range of
BLA_W_LP to RSV_IRAP_VCL23, inclusive, i.e. the coded slice segment belongs to
an IRAP picture, Temporalld shall be equal to 0.

It is also required that when nal_unit_type is equal to TSA_R, TSA_N, STSA_R, or
STSA_N, Temporalld shall not be equal to O.

Also in HEVC, SHVC, and MV-HEVC there are also further restrictions as follows:

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to TSA_N or TSA_R.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_N or STSA_R.

Thus with all the current restrictions in HEVC, SHVC, and MV-HEVC a layer could
not code a TSA or STSA picture when any other picture in the same access unit is an
IRAP picture. Also a TSA or STSA picture must be coded in this case in direct and

indirect reference layers of a layer. This current limitation is shown in FIG. 53 which
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results in a less flexibility in coding structure. In FIG. 53 enhancement layer 1 is using
base layer as its direct reference layer. When a TSA picture is coded in enhancement
layerl, a TSA picture must be coded in the same access unit in the base layer.
Similarly when a STSA picture is coded in enhancement layerl, a STSA picture must
be coded in the same access unit in the base layer. This limits flexibility.

In a more flexible scenario if an IDR picture could be coded in one of the direct or
indirect reference layers and TSA or STSA picture could be coded in other layer(s)
then temporal layer upswitching at that access unit would still be supported. FIG. 54
shows such a flexible coding structure. In coding structure in FIG. 54 when a TSA
picture is coded in enhancement layer 1, a TSA picture could be coded in the same
access unit in the base layer similar to FIG. 53. This scenario is not shown in FIG. 54
but is supported. Additionally as shown in FIG. 54 at output time t2 when a TSA
picture is coded in enhancement layerl, an IDR picture (or in a variant embodiment an
IRAP picture) could be coded in the same access unit in the base layer. Similarly as
shown in FIG. 54 at output time t3 when a STSA picture is coded in enhancement
layerl, an IDR picture (or in a variant embodiment an IRAP picture) could be coded in
the same access unit in the base layer. Additionally in coding structure in FIG. 54
when a STSA picture is coded in enhancement layer 1, a STSA picture could be coded
in the same access unit in the base layer similar to FIG. 53. This scenario is not shown
in FIG. 54 but is supported. The overall flexibility shown in FIG. 54 is currently
disallowed by SHVC and MV-HEVC.

Changes to the alignment of TSA and STSA pictures to support more flexible coding
structure are described next. These changes allow example coding structure shown in
FIG. 54 and other similar flexbile coding structure when using TSA and STSA
pictures.

nal_unit_type specifies the type of RBSP data structure contained in the NAL unit as
specified in Table (1).

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to TSA_N or TSA_R or IDR_W_RADL
or IDR_N_LP.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_Nor STSA_R or
IDR_W_RADL or IDR_N_LP.

In a variant embodiment: nal_unit_type specifies the type of RBSP data structure
contained in the NAL unit as specified in Table (1).

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
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TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to TSA_N or TSA_R or IDR_N_LP.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_N or STSA_R or IDR_N_LP.

In a variant embodiment: nal_unit_type specifies the type of RBSP data structure
contained in the NAL unit as specified in Table (1).

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to TSA_N or TSA_R or IDR_W_RADL
or IDR_ N LPor BLA W_LPor BLA W_RADL or BLA_N_LP.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_Nor STSA_R or
IDR_W_RADL or IDR_N_LPor BLA W_LPor BLA_W_RADL or BLA N_LP.

In a variant embodiment: nal_unit_type specifies the type of RBSP data structure
contained in the NAL unit as specified in Table (1).

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to TSA_N or TSA_R or IDR_W_RADL
or IDR_ N LPor BLA W_LPor BLA W_RADL or BLA_N_LP or CRA_NUT.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_Nor STSA_R or
IDR_W_RADL or IDR_N_LPor BLA W_LPor BLA_W_RADL or BLA N _LP or
CRA_NUT.

In a variant embodiment: nal_unit_type specifies the type of RBSP data structure
contained in the NAL unit as specified in Table (1).

When one picture picA of a layer layerA has nal_unit_type equal to TSA_N or
TSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal unit_type equal to TSA_N or TSA_R or or
nal_unit_type is in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive.

When one picture picA of a layer layerA has nal_unit_type equal to STSA_N or
STSA_R, each picture in the same access unit as picA in a direct or indirect reference
layer of layerA shall have nal_unit_type equal to STSA_Nor STSA_R or
nal_unit_type is in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive.

nuh_layer_id specifies the identifier of the layer.

When nal_unit_type is equal to AUD_NUT, the value of nuh_layer_id shall be equal
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to the minimum of the nuh_layer_id values of all VCL NAL units in the access unit.
When nal_unit_type is equal to VPS_NUT, the value of nuh_layer_id shall be equal
to 0. Decoder shall ignore NAL units with nal_unit_type equal to VPS_NUT and
nuh_layer_id greater than 0.
nuh_temporal_id_plusl minus 1 specifies a temporal identifier for the NAL unit. The
value of nuh_temporal_id_plus1 shall not be equal to 0.

The variable Temporalld is specified as follows:
Temporalld = nuh_temporal_id_plus1 — 1 (7-1)

If nal_unit_type is in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive, i.e.
the coded slice segment belongs to an IRAP picture, Temporalld shall be equal to O.
Otherwise, when nal_unit_type is equal to TSA_R, TSA_N, STSA_R, or STSA_N,
Temporalld shall not be equal to O.

The value of Temporalld shall be the same for all VCL NAL units of all non-IRAP
coded pictures in an access unit. If in an access unit all VCL NAL units have a
nal_unit_type in the range of BLA_W_LP to RSV_IRAP_VCL23, inclusive, i.e. the
coded slice segment belongs to an IRAP picture, the value of Temporal ID of the
access unit is 0. Otherwise the value of Temporalld of an access unit is the value of the
Temporalld of the VCL NAL units of non-IRAP coded pictures in the access unit.

The value of Temporalld for non-VCL NAL units is constrained as follows:

If nal_unit_type is equal to VPS_NUT or SPS_NUT, Temporalld shall be equal to O
and the Temporalld of the access unit containing the NAL unit shall be equal to 0.

Otherwise if nal_unit_type is equal to EOS_NUT or EOB_NUT, Temporalld shall be
equal to 0.

Otherwise, if nal_unit_type is equal to AUD_NUT or FD_NUT, Temporalld shall be
equal to the Temporalld of the access unit containing the NAL unit.

Otherwise, Temporalld shall be greater than or equal to the Temporalld of the access
unit containing the NAL unit.

When the NAL unit is a non-VCL NAL unit, the value of Temporalld is equal to the
minimum value of the Temporalld values of all access units to which the non-VCL
NAL unit applies. When nal_unit_type is equal to PPS_NUT, Temporalld may be
greater than or equal to the Temporalld of the containing access unit, as all PPSs may
be included in the beginning of a bitstream, wherein the first coded picture has
Temporalld equal to 0. When nal_unit_type is equal to PREFIX_SEI NUT or
SUFFIX_SEI NUT, Temporalld may be greater than or equal to the Temporalld of the
containing access unit, as an SEI NAL unit may contain information, e.g. in a buffering
period SEI message or a picture timing SEI message, that applies to a bitstream subset

that includes access units for which the Temporalld values are greater than the
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Temporalld of the access unit containing the SEI NAL unit.

It is to be understood that any of the features, whether indicated as shall or necessary,
may be omitted as desired. In addition, the features may be combined in different com-
binations, as desired.

The term "computer-readable medium" refers to any available medium that can be
accessed by a computer or a processor. The term "computer-readable medium," as used
herein, may denote a computer- and/or processor-readable medium that is non-
transitory and tangible. By way of example, and not limitation, a computer-readable or
processor-readable medium may comprise RAM, ROM, EEPROM, CD-ROM or other
optical disk storage, magnetic disk storage or other magnetic storage devices, or any
other medium that can be used to carry or store desired program code in the form of in-
structions or data structures and that can be accessed by a computer or processor. Disk
and disc, as used herein, includes compact disc (CD), laser disc, optical disc, digital
versatile disc (DVD), floppy disk and Blu-ray (registered trademark) disc where disks
usually reproduce data magnetically, while discs reproduce data optically with lasers.

It should be noted that one or more of the methods described herein may be im-
plemented in and/or performed using hardware. For example, one or more of the
methods or approaches described herein may be implemented in and/or realized using
a chipset, an ASIC, a large-scale integrated circuit (LSI) or integrated circuit, etc.

Each of the methods disclosed herein comprises one or more steps or actions for
achieving the described method. The method steps and/or actions may be interchanged
with one another and/or combined into a single step without departing from the scope
of the claims. In other words, unless a specific order of steps or actions is required for
proper operation of the method that is being described, the order and/or use of specific
steps and/or actions may be modified without departing from the scope of the claims.

It is to be understood that the claims are not limited to the precise configuration and
components illustrated above. Various modifications, changes and variations may be
made in the arrangement, operation and details of the systems, methods, and apparatus

described herein without departing from the scope of the claims.
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Claims

A method for decoding a video bitstream comprising the steps of:

(a) receiving said video bitstream that includes a layer set, where said
layer set identifies a plurality of different layers of said bitstream,
where at least one of said plurality of different layers includes a
plurality of temporal sub-layers;

(b) receiving a video parameter set that includes information related to
at least one layer of said video bitstream;

(c) receiving a video parameter set extension referenced by said video
parameter set that includes data regarding said plurality of different
layers and said plurality of temporal sub-layers;

(d) receiving a video parameter set temporal sub layers information
present flag in said video parameter set extension indicating whether
said information about plurality of temporal sub-layers are present.

The method of claim 1 wherein said information about plurality of
temporal sub-layers indicates a maximum value minus one of said
plurality of temporal sub-layers that may be present for said plurality of
different layers.

The method of claim 2 wherein said video parameter set sub layers
present flag equal to 1 indicates said presence of information about said
plurality of temporal sub-layers being present.

The method of claim 3 wherein said video parameter set sub layers
present flag equal to O indicates said presence of information about said
plurality of temporal sub-layers not being present.

The method of claim 4 wherein said syntax elements
sub_layers_vps_max_minus1[i] is present when said video parameter
set sub layers present flag is said equal to 1.

The method of claim 5 wherein said syntax elements
sub_layers_vps_max_minus1[i] is not present when said video
parameter set sub layers present flag is said equal to O.

The method of claim 2 wherein said information about plurality of
temporal sub-layers indicates a maximum value minus one of said
plurality of temporal sub-layers that may be present for said plurality of
different layers is indicated by the syntax element
sub_layers_vps_max_minus1[i] for layer with nuh_layer_id equal to
layer_id_in_nuh[ i ].

A method for decoding a video bitstream comprising the steps of:
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(a) receiving said video bitstream that includes a layer set, where said
layer set identifies a plurality of different layers of said bitstream,
where at least one of said plurality of different layers includes a
plurality of temporal sub-layers;

(b) receiving a video parameter set extension that includes data
regarding said plurality of different layers and said plurality of sub-
layers;

(d) receiving for O to a maximum number of temporal sub-layers for a
particular layer set (1) a bit rate present flag; (2) a picture rate present
flag; (3) bit rate information (4) picture rate information.

The method of claim 8 wherein said maximum number of temporal
sub-layers for said particular layer set is less than or equal to a number
of temporal sub-layers that are capable of being present in said video
for said layer set.

The method of claim 9 wherein said video said data regarding said
plurality of different layers and said plurality of temporal sub-layers is
included in a video parameter set extension.

The method of claim 10 wherein a first one of said layers of said layer
set has a first number of temporal sub-layers that may be present,
wherein a second one of said layers of said layer set has a second
number of temporal sub-layers that may be present, where said first
number of temporal sub-layers is different than said second number of
temporal sub-layers, and said maximum number of temporal sub-layers
for said layer set is the greater of said first number of temporal sub-
layers and said second number of temporal sub-layers.

The method of claim 11 wherein said maximum number is said
maximum number minus 1.

The method of claim 10 wherein said maximum number of temporal
sub-layers is said maximum number of temporal sub-layers minus 1.
The method of claim 8 said maximum number of temporal sub-layers is
said maximum number of temporal sub-layers minus 1.

The method of claim 8 where said receiving (1) a bit rate present flag;
(2) a picture rate present flag; (3) bit rate information (4) picture rate
information does not include receiving information for temporal sub-
layers from maximum number of temporal sub-layers for a particular
layer set+1 to maximum number of temporal sub layers that may be
present in the bitstream.

A method for decoding a video bitstream comprising the steps of:
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(a) receiving said video bitstream that includes a plurality of different
layers, where at least one of said plurality of different layers includes a
plurality of temporal sub-layers;

(b) receiving said video bitstream that includes a first slice as a portion
of a first frame of one of said plurality of temporal sub-layers;

(c) receiving said video bitstream that includes a second slice as a
portion of a second frame of a different one of said plurality of
temporal sub-layers;

(d) receiving a first slice segment header that includes information
related to said first slice of said video bitstream;

(e) comparing a temporal sub layers maximum value from video
parameter set with a temporal identifier of said second frame to
determine whether to include said second slice as an active reference
layer picture for said first slice that may be used for inter layer
prediction for said first slice.

The method of claim 16 wherein said comparing is based upon a
temporal sub layers maximum value from video parameter set.

The method of claim 17 wherein said comparing is based upon said sub
layer video parameter set maximum minus 1.

The method of claim 18 wherein a total number of said active reference
layer pictures for said first slice is determined.

The method of claim 19 wherein said total number of said active
reference layer pictures is NumActiveRefLayerPics.

The method of claim 16 wherein said second slice may be used as an
active reference layer picture for said first slice that may be used for
inter layer prediction for said first slice if a temporal sub layers
maximum value from video parameter set is greater than or equal to a
temporal identifier of said second frame.

The method of claim 16 wherein said second slice may not be used as
an active reference layer picture for said first slice if a temporal sub
layers maximum value from video parameter set is less than a temporal
identifier of said second frame.

A method for decoding a video bitstream comprising the steps of:

(a) receiving said video bitstream that includes a plurality of different
layers, where at least one of said plurality of different layers includes a
plurality of temporal sub-layers;

(b) receiving said video bitstream that includes a first slice as a portion

of a first frame of one of said plurality of temporal sub-layers;
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(c) receiving a first slice segment header that includes information
related to said first slice of said video bitstream;

(d) receiving a temporal identifier and nal unit type with said first slice
segment header;

(e) if said nal unit type is an IRAP picture then a Temporalld that is
derived based upon said temporal identifier is equal to O;

(f) if said nal unit type is at least one of TSA and TSA_N then said
Temporalld is not equal to O;

(g) if said nal unit type is at least one of STSA_R and STSA_N then

said Temporalld is not equal to O.
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[Fig. 18A]
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[Fig. 18B]
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[Fig. 18C]
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collocated_ref idx wely) -

}

}
H#( ( weiglited_pred flag && slice type == P ) il
(weighted bipred flax && slice type == B))

pred_weight table()
five mninus mex pum merge oand ua(v)
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slice qp delta se(v)
H( pps_slice_chroms’ qp offiels_present flag ) { .
slice_cb gp offset ) se(v)
sliea_er qp_offset NEEG)
}
if( deblocking_filter_overtlde enabled flag )
deblocking filter_ovetride flag ()
if( deblocking_filter_override flag) {
* slice_deblooking filter_disabled_flag (1)
if( Islice_deblocking filter disabled flag) |
slico_beta,_offyet div2 se(v)
shics te offset div2 se(v)
}
}

H(pps_loop filter across shices enabled flag &&
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Islice_deblocking filter disabled flag))

slice_loop_filter_acrosy_slices_enabled flag w(D)
}
if( tiles_enabled flag |} entropy_coding_sync_enabled flag ) {
num_endry point_offsets ' ue(v)
iff num_entry_point offiels>0) {
offset Jen_minusl ' | ue¥)
for(1=0;1<num_eniry point offsets; i+ )
. eniry_peint offset minusi[47] - uv)
}
FIG. 18C
[Fig. 18D]
}
i slics_segment header extension present flag) {
slice_segment header_extension_length uslv)
for(i=0;1<slice_segment header_extension_length; 1++)
slice_segment header_extension data byte[1] u(®)
}
byte_alignment()
}
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vps_extension() { Descriptor
while( thyte aligned() )
vp3_extension byte alignment reserved_one bit T (1)
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NumSealabilityTypes += sealability mask{1]
}
for(j = 0; j < ( NumScalahility Types — splitting flag ); j++)
dimension_id_len minus1fj | u(3)
vps muh layer id present flag u(l)
for(1=0;1<=vps_max layers minusl; i) {
if{ vps_nuh_Jayer_id_present flag £&1>0)
layer id in puh{i] u(f)
5i{ Isplitting_flag )
for(j=0; j <NumSoalabilityTypes; ji+)
dimension Id[i3[j ] ulv)
I 7
for(i=1;i<=vps max layers minysI; {++ 3
for(j=0;] <1 j+}
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for(i=1;1 <= vps_pum_profile_fier_level minusl;1-++) {
vps_profile present flagli] u(l)
if{ tvps_profile present flag[i])
profile ref minusi[i] u(6)
profile_tier_level(vps_profile » present fapli], vps__ma}é_sub_layers_miuusl )] ’
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[Fig. 20B]
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[Fig. 21] ‘
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i( nal unit fyps >= BLA_W LP && nal unit_typs <= R8V_IRAP VCI23)
na_output_of prior pies flag u(l)
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byte_atignment()

}
FIG. 2!
[Fig. 22]
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+ for( 1= MNumActiveRefLayerPlci=~NumDircotRefLayers] nah_Jayer id])?
NumActiveRefLayerPics : 0); i <NumActiveRefLayerPics; i+ )

inter layer pred layer ide[i] ulv)
}
}
H{ NumSamplePredRefLayers] nuh _layer jd]>0 & NumAstiveRefLayerPics>0)
imter_Jayer_sample pred only flag u(1)

byte_alignment()
}

FIG, 22
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[Fig. 23]
glice_sogment_header() { Deseriptor
firat glice segment in, pic flag u(l)
I nal wnit type >= BLA_W _LP && nal pnit type <= RSV_IRAP VCL23)
na_output_of priot pics flag u(l)
ab» -
if( sps_femporal mvp enabled flag)
sHes temporal mvp enabled flag u(h)
5 ’ :
if(tuh_layer id> 0 && NumDirectRefl.ayers] nub layer 3> 0){ |
inter layer pred enabled flag u(l)

T if( inter layer pred. enabled flag && NumDirectRefLayers] uuh layer id]> 1)'{
#( hmax. ons_active_tref layer flag)

num_jnter layer ref pics minusl _ u(¥)
for(i= 0; i < NumDirectRefLayers] nuh_layer_id J; )
inter layer prad layer mask[i] u(l)
3 > .
1 .
i NumSamplePredRefLayers] nvh layer id]>0 && NumActiveRefLayerPles> 0)
inter layer sample pred only flag u(1)

byte alighment()
¥

FIG. 23
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[Fig. 24]
max_one_active_ref_layer_flag=0

Enhancement Layer 3

Enhancemeant Layer 2

Enhancement Layer 1

Base Layer

max_one_active_ref_laver_flag=1

ABC
Enhancement Layer 3
Enhancement Layer2
Enhancement Layer 1 Only A or B
OrCis
Base Layer . permitted
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[Fig. 25]
slice_segrirent headex() { Deszeriptor
first slice gepment fn pic flag ' u(l)
T nal_unit_fype »— BLA_W_LP && nal it typs <= RSV_IRAP_VCL23 )
no_output_of prier pica flag u(l)

H( sps tempordl mvy enabled flag )
slice ternporal mvp_engbled flag u(l)

}
iffilp_slice signaling enabled flag) {
ook layer >0 && WomDirectRefLayersf nuh layet id1>0) {
nter layer pred enabled fag ) u(l)
if( inter_layer pred enabled flag &#& NumDireciReflayers] noh Jayer Wd]>1) {
if( Imax_cng_active ref layer flag)

num_jnter_layor_ref pics minnst (v}
for( i=0; { <NumActiveRefLayerPics; 1+ )
inter layer pred Iayer ide[i] . wv)
}
}
3 .
if{ NumSamplePredRefLaysrs[ nuh_layer id]>0 && NumAectiveRefLayerPics >0 )
infer Jayer sample pred only flag u(l)
byte_alignment()
}' .

FIG. 25
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[Fig. 26A]
vps_extension() { ) Descriptor
while( fbyto_aligned())
vps_';extenéion_byte_aﬁﬁnment_resewed_one__bit (1)
. ave_hate layer flag u(1)
splitting_flag : ' ) u(1)
“for( i =0, NumScalability Types = 0; i < 16; i++) {
sealdbility maskfi] ; u(l)
NumSealabilityTypes += scalability_mask{ i ]
}
for(§=0; j < (NumScaldbility Types — splitting, flag ); j+)
dimension,_id Jen minmisI[j] 7 u(3)
vps muh layer id present flag u(1)

for(1=1;1<= yps_max_layers minoals #++) {

if{ vps_nub_layer_id present flag)

Teyer id in_nub[1] ' w(6)

f{ Isplitiing, flag)

for(j = 0; j < NumSoalability Types; j++)

dimension d[17[j] ulv)

}

for(i=1;1<=vps max_layers_minusl; #++)

for(j=0;] <1;j++)

direct dependency fagli][j] u(l)

Tor(1=0; i<vpa max_layers minusl; i++)

may. fid il-ref pics plusifi}] u@®)

if(nub,_layer id>0)

Hp slice signaling enabled flag L w(l)

FIG.26A
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[Fig. 26B]
vps_extension() { Descriptor
while( ibyte_aligned() )
vps_extensinn_byte_alignment_resewed_one_bit u(h)
ave_base layer flag (D)
splitting flag - u(l)
for(i= 0, NumScalahilityTypes = 0; i < 16; i++ ) {
scalabifity_mask] 11 u(h)
NumScalahilityTypes += sealabllity_mask[ 1]
} :
for(j = 0; } < ( NumS8calabilityTypes - splitting_flag Y )
dimension_d_len_minus1[j ] Tu(®
vps_nuh_layer_id_present_flag u(1)
for( 1= 1; i <= vps_max_layers_minus?; i++) |
if( vps_nuh_layer_ld_present flag )
layer_id_in_nuh[i] u(B)
if( tsplitting_flag )
for(j = 0; j < NumScalabilityTypes; j#+)
dimension_{d[i][]] u(v)
}
for(i=1;i<=vps_max layers minusi; i++)
for(j=0;f<f J++)
direct_dependency_flag[ i 1[j] u(1)
for{ 1= 0; i< vps_max_|ayers_minusT; i++)
max_fid_JI_ref pics_plust[i] u(3)
ilp_slice_signaling_enabled_flag u() ]

FIG.26B




27/49

WO 2015/052942 PCT/JP2014/005206
[Fig. 27]
5eq_parameter. sef rhsp() { Descrigtor
sps_video_pavameter. set id u(d) I
sps max_gub_layers minugl u(3)
spy_temporal_id nesting flag u(ly
profile_tier Jevel( sps max_sub_layers_minus )
Sps_seq parameter set id )
chiroma_fornat idc e(v)
-sealpg list- enabled flag. (D)
if( scaling,_list enabléd flag ) {
spy_scaling st daty present flag u(D)
if{sps svaling_Hst deta present flag ) ]
scaling Hst data()
}
amp engbied flag D)
sample_adaptive_offset enabled_flag - u(l)
pem_enabled flag u(d)
if(awh Jayer id>0)
ﬂp__slice_aignaﬁqg_enabled_ﬂag ul)
8ps_extension_flag u(l)
1f( 5P _extension_flag)
. - while( more_rbsp_data())
sps._extension data flag u(l)
thsp_frailing_bits() .
}

FIG. 27
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[Fig. 28]
pic_parameter set rhap() { Deseriptor

pps pic_parameter set id re(v)
Pps_seq_parameter set id ua(v)
dapandant_sﬁce_segmants_enabled_ﬂag u(l)
ouiput_flag_present flag u(1)
num_extra slice header hits u@3)
gign_data_hiding_enabled _flag u(1)
cabac_init present flag ()
num_yof idx 10 defanlt active minusl us(v)
num,_ref_idx I1_defauli active minusl ue(v)
init_qp minue26 se(v)
pps leop filter across slices_enabled flap u(l)
il layer jd>0)

ilp_slice_signaling, enabled flag u(l)
ppa_extension flag u(l)
1 ppa_extension flag)

while( more sbsp data())

pps_extensior, data_flag wW)
tbap trailing hits()
3

FIG. 28
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[Fig. 29]
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[Fig. 30A]
slice_segment headet() { Descriptor
Tirst_slice segment in pic flag u(l)
if( nal_unit_type >= BLA_W_LP && nal unit type <= RSV_IRAP VCI23)
no_output_of prior pics flag u(l)
slice_pic_parameter_set_id ue(v)
if{ !irst slice segment in pic flag) {
if{ dependent slice_segments_enabled flag )
dependent slice_segment flag u(l)
slice segment address u(v)
}
if( Idependent slice segment flag) {
i=0
H(oum_extra slice header bits>1) {
i
poc_teset flag u(1)
}
H{ num_extra_slice_header bits>1) {
R
discardable_flag u(l)
}
for(+=2; { <num exira_slice header bits; )
slice reserved flagfi] u(1)
slice type uev)
i output flag present flag)
pic_output flag (1)
if( separate_colour plane flag == 1)
colowr_plane id u(2)
if( nuh_Jayer id>0 ||
(nal wnit type != IDR_W RADL && nal unit type I=TOR N LP)){
slice_pic_order cnt lsb ufy)
i nal_unit_type |= IDR_W_RADL && nal unit_type = IDB_N LP){
short, ferm tef plc set sps_flag u(l)
if( Ishort_term vef pic set sps flag)
short term ref pic set{num_short term ref pic _sets)
else if{ num_short_term ref pic gets>1)
short_term_ref_pic_set idx ' ufv)

FIG. 30A
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[Fig. 30B]

i long term ref pics present flag) {

if(num_Jong term ref pics gps>0)

nom long_ferm_sps ue(v)

num_Jong_term pics ue(v)

for(i=0; i<num_long term_sps+num long term pics; i++) {

if(i<num long term_sps) {

iff nom_Jong,_term ref pics sps>1)

It idx sps{i] u(v)
} else { |
pae Jsb 1t i] ] u{v)
used by_curr_pic 1t flagf[i] (1)
}
delia_poc._msb_present flag[{] : (1)
if{ delta_poc_msb_present flag[i])
delta poc_msb cycle 1i[i] ue(v)
}
1
if{ sps_temporal mvp_enabled_flag )
slice_femparal mvp_enabled flag u(l)

}

i nuh,_layer id >0 -&& all_ref Iayers_active flag &&
NumDirectReflayersf nuh _layer id]1>0) {

inter layer pred enabled flag u(l)

if{ inter layer pred_enabled flag && NumDirectRefLayers] nuh,_layer id}>1){

if{ Imax_one_active_ref layer flag)

mom_jnter_Jayer ref pics minusl ' u(v)

if{ NumActiveRefLayerPics 1= NumDirectRefLayers[ nuh_layer id])

for( 1= 0; { <NumActiveRefLayerPics; i++)

inter_layer_pred layer ide[1] u(v)
}
}
if( sample_adaptive_offset_enabled fiag ) {
slice_sao_luma flag ' | u(d)
slice sao_chroma flag u(l)
}

FIG. 30B
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[Fig. 30C]
if( slice type == P || slice_type == B) {
num ref jdx active_override flag a(l)
i num_ref idx_active override flag) {
num_vef idx 10 _active minusi us(v)
iff slice_type == B)
num,_ref idx 11_active minusl ue(v)
}
if( lists_modification present flag && NumPicTotalCurr> 1)
ref: pic lists_modification()
if( slice_type == B)
mvd 1_zero_fiag u(1)
if( oabac_init present flag)
cabac_init flag u(l)
if( slice_temporal mvp_enabled flag) {
if( slice type == B)
coltocated from 10 flag u(1)

if( (collocated from 10_flag && mum _ref_idx 10_active minusl>0) ||
_(lcollocated from 10 flag && num ref idx 11 active minus1>0))

collocated ref idx ue(v)
}
H( ( weighted_pred_flag && slice type == P) ||
(welghted bipred flag && slice typs == R))
pred_weight fable()
ﬁve_minus_max‘_‘_num_merge_cand ue(v)
slice gp delta se(v)
if( pps_slice_chroma_gp_offsets present flag) {
slice ¢b gp offset se(v)
slics_cr_gp offset se(v)
H{ deblocking_filter_override enabled flag )
deblocking filter override flag u(1)
if{ deblockingﬂﬁltar_m/én‘ide_ﬂag pRA
slice_deblocking_filter dissbled flag w(l)
if( Islice_deblocking filter_disabled_flag ) {
slice_beta offset div2 s6(v)
slice to offset div2 | se{v)

3

FIG. 30C
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[Fig. 30D]
if{ pps loop_filter_across_slices enabled flag &&
(slice_sao_tuma flag || slice_sao_chroma flag ||
Islice_deblocking filter dizabled flag))
slicg_loop_filter_across_slices_enabled flag u(1)
}
if( tilez_enabled flag || eniropy_coding sync_enabled_flag ) {
num_entry point_offsets ue(v)
if{ mum_entry point offsets > 0) {
offset len_minusl ue(v)
for(i=0; i <num_entry point offsets; #++ ) '
entry_point_offset minus1[i] v
}
}
if( slice_segment header_extension present flag ) {
slice_segment header extension length ue(v)
for(i=0; i <slice segment header_extension_length; i++)
slice_segment_header extension_data_byte[1 ] u(@)
3 :
byte_alignment( )
FIG. 30D
[Fig. 31]
vps_extension() { Descriptor
ave_base Jayer flag (1)
vps_vui_offset | u(16)
for(i=1;i <= vps max Jayers mimusl; i++)
for(j=0;j<i; j+)
direct_dependency flagli][j] u(l)
for(i=0;i <= vps_max_layers minusl; i++)
sub_layers vps max minusi[i] u(3)
max_tid yef present flag u(l)
H(max_tid ref present flag)
for(i=0;1 < vps_max_layers minnsl; i++)
max _tid_il ref pies plosifi] u3)
all_ref layers active flag u(l)

FIG. 31
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[Fig. 32]
direct_dependency flag[i1[]] u(1)
for(i=1;i <= vps_ﬁax_layers_mhusl; it++)
sub_layers vps max minusifi] uf3)
max tid ref present flag u(1)
FIG. 32
[Fig. 33]
vps_extension( ) { Descriptor
avc_base_layer._flag u{l)
vps_vui_offset u(16)
for(i=1;i <= vps_max layers minusl; i++)
for(j=0;j <i; j++)
direct_dependency flag[i1[j] u(i)
sub_layers vps max minusl_present flag u(l)
if(sub layers vps max -minusl -present flag)
for(i=0;i <= vps max layers minusl; i++)
sub_layers vps_max minusl[i] u(3)
max_tid vef present flag (1)
if{ max_tid ref present flag)
for(i=0;1<vps_max layers minusl; i++)
max_tid il yef pics plusi[i] u(3)
}

FIG. 33
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[Fig. 34]
diract dependenoy flagf 111 u(l)
sub_layers vps max_minusl_present flag u(1)
if(sub_layers vps max_minusl_present flag)
for(i=1;i <= vps_max layers minusl; i4-+)
sub_layers_vps max minusi[{] u(3)
max {id ref present flag u(l)
FIG. 34
[Fig. 35]
vps_extension() { Descriptor
ave _base layer flag u(1)
vps_vui_offset u(16)
for(i=1;i <= vps max layers minusl; i+ )
for(j=0;j<i; j++)
direct dependency flag[1][j] u(l)
for(i=0;1 <= vps max layers minusl; #+) §
sub_layers vps max minusl_predict flagi] u(l)
f{1sub_layers vps max minus]_predict flagfi])
sub_layers vps_max_minusi[i] u(3)
max_tid ref present flag u(l)
if( max tid rof present flag)
for(i=0;1<vps_mux Jayers minusl; i+t )
max_fd il ref pics plugi[i] u(3)
all ref layers aciive flag u(1)

" FIG. 35
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[Fig. 36]
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"t

direct_dependency_flagf11[ ]

u(1)

for(i=1;1 < vps_max layers minusl; i++) {

'sub_layers_vps max minus]_predict flag[i]

u(l)

if{lsub_layers vps_max_miaus]_predict flag[i])

sub _layers_vps may minasi]i]

u(3)

max_tid ref present flag

u(1)

vea

[Fig. 37]

FIG. 36

slice segment header{} {

Deseriptor

first slice segment in pic flag

u(l)

if( sps_temporal mvp_endbled flag)

slice_temporal mvp_enabled flag

u(l)

}

f{nub_layer id>0 && all ref layers active flag &&
NumbDireciRefLayers] nuh_layer 1d1>0) {

inter layer pred enabled flag

u(l)

if( inter_layer pred enabled flag && NumDirectRefLayers[ auh_layer id]1>1) {

if{ Imax_one active ref layer flag)

num _inter layer ref pies minusl uv)
. if( NumActiveRefLayerPics I~ NumDirectRefayers] nuh layer id])
for(i=0; i <NumAoctiveRefLayeiPios; i)
inter_layer__bred_layer_idc[i] ulv)
}
}
if(auh_layer id>0) {
for(i=0; 1 <NumActiveRefLayetPics; {++)
Iayer present in au flag[i] u(l)
}
if{ sample adaptive offset_enabled flag) {
slice_sao_luma_flag 1 u(1)
slics sac_chroma flag u(1)

}

F1G. 37
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[Fig. 38]
slice_gsegment header() { . Deseriptor
first_slice segment in pic flag u(1)

if( sps_temporal mavp ensbled flag)

slice_temporal mvp enahled flag ' u(l)

} v ]

if{ nuh _layer id>0 && all ref layers_active flag &&
NumDirectReflayers[ nuh layer id]1>0){

inter Jayer pred enabled flag u(l)

i inter_layer_pred_enabled flag && NumDirectRefl.ayers] nuh_fayer id]1>1) {

if( Imax_one active ref layer flag)

num_jnter layer ref pies_minusl uv)

i NumActiveRefLayerPics = NumDirectRefLayers[ nuh_layer id ] )

for(i=0; i <NumActiveRefLayerPics; i)

inter layer_pred layer idc[1] u(v)

}

}

if(nuh_layer id>0) {

for( i=0; i < NumDirectRefLayers] nuh_layer_id ]; i++)

layer_present in_an flagfi] u(l)
}
i sample_adaptive_offset_enabled flag) {
slice sao luma flag u(1)
slice_sao_chroma flag u(1)

}

FIG. 38
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[Fig. 39]
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slice_segment header() {

Descriptor

first_slies_sepment in_pic flag

D

if( sps_femporal mvp_enabled flag)

slice_temporal mvp_enabled flag

u(l)

}

1 nuh Jayer id>0 && all ref layers active flag &d&
NumDirectReflayers[ nuh _layer id7>0) {

inter layer_pred_enabled_flag

5)

I infer_layer_pred enabled flag && NumbDirectRefLayers| nuh_layer id > 1) {

i max_one_gctive ref layer flag)

2

num inter layer ref pics minusl

u(v)

if{ NumActiveRefLayerPics }= NumDirectRefLayers] nuh_layer id])

for(i=0; 1 <NumActiveRefLayerPics; i+ )

inter_layer_pred layer ide[i]

u(v)

}

}

ifthuh layer id>0) {

for(i=0; i <LayerldxInVps[ nuh_Jayer_id J; i++)

Iayer_present in au flag[i]

u(l)

}

if{ sample_adaptive offset enabled flag) {

slice sao_luma flag

u(l)

slice_sao_chroma_flag

w(i)

}

[Fig. 40]

FIG. 39

i nuh_Jayer id> 0 && (all_ref layers active flag] max,_one_active ref layer |
MNumDirectRefLayers[ nuh_layer id1==1)){

flag ||

for(i=0; i <NumActiveRefLayerPics; i+ )

u(l)

layer_present in_au flag[i]

}

[Fig. 41]

FIG, 40

H{nuh_layer id> 0 && (all_ref layers active flag ]
max_one_active ref layer flag [| NumDirectRefLayers nuh layer d1==1)){

for( i=0; i <NumDirectRefLayers[ nub,_layer_id J; #++)

layer present_in_au flagfi]

u(1)

}

[Fig. 42]

- FIG. 41

if( nuh_layer_id> 0 && (all ref layers active flag ||
max_one active ref layer flag || (NumDirectRefLayers[ nuh Jayer id]=1)){

for(i=0;1< LayerldxInVps[ nuh_layer id]; i++)

layer_present in au flagfi]

u(l)

}

FIG. 42




39/49

WO 2015/052942 PCT/JP2014/005206

[Fig. 43]

for( i=0; i <NumActiveRefLayerPics; i+ ) {
if(layer_present in_au flagi]) {
if{ there Is a picture picX in the DPB that is in the same access unit as the current picture and has
nuh_layer id equal to RefPicLayerfd[1]) {
an interlayer reference picture rsPic is derived by invoking the subclause H.8,1.4 with picX and
RefPicLayerTd] i ] given as inpirts
if( ( ViewId[ nuh_layer id] <= Viewld[0] &&
Viewld[ nuh _layer id] <= Viewld[ RefPicLayerld[i]] Y
( ViewId] nuh_layer_id ] >= Viewld[0] &&
Viewld[ nuh Jayer id] >= Viewld[ RefPicLayerId[ i1I1In¢
RefPicSetInterLayerO] NumA.ctiveRefLayerPics0 ]=1rsPic -

RefPicSetInterLayer0[ NumActiveRefLayerPics0++ ] is marked as "used for long-term reference"
} else { .

Reﬂ’icSetﬁiterLayerl['NumActiveReﬂ.ayetPics1 ]=1sPic
RefPicSetInterLayer1f NumA-ctiveRefLayerPics]+ ] is marked as "used for long-term reference"

}
} else
RefPicSetmterLayer0] NumA ctiveRefLayerPics0+ ] = "no reference plcture”
}
}
FIG. 43
[Fig. 44]

for( i=0; 1 < NumActiveRefLayerPics; i+) { '
if(layer_present in_au_flag] LayerTdxInVps[ RefPicLayerTd[1] D) {
if( there Is a picture picX in the DPB that is in the same access unit as the current picture and has
nuh layer id equal to RefPicLayetId[1]) {
an interlayer reference picture rsPic is derived by invoking the subclause ¥1.8.1.4 with picX and
RefPicLayerld] i] given as inputs
i ( ViewId[ nub layer id] <= ViewId[0] &&
ViewId[nuh_layer id] <= Viewld[ RefPicLayerId[117) ||
( ViewId] nuh_layer id] >= ViewId[0] &&
ViewId[ nuh layer id] >= Viewld] RefPicLayerTd[i]])) {
RefPicSetnterLayer0] NumActiveRefLayerPics0 ] = rsPic
RefPicSefinterLayer0] NumActiveRefLayerPics0-++ ] is marked as "used for long-term reference”
} else { :
RefPicSetinterLayer! [ NMumActiveRefLayerPics1 ] =rsPic
RefPicSetlnterLayer] [ NumActiveRefLayerPics1++ ] is marked as "used for long-term reference”

}
} else

RefPicSetInterLayer0] NumActiveRefLayerPics0++ ] = "no reference picture”

FIG. 44
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[Fig. 45]

for(i=0; i < NumActiveRefLayerPics; i++) {
if(layer_present in_au flag[ LayerTdxInVps[ RefL.ayetId] nuh layer id ][ inter_layer pre d layer ide[i]71D ¢
if there is a picture picX in the DPB that is in the same access unit as the current picture and has
nuh_layer_id equal to RefPicLayerdd[i]) {
an interlayer reference picture 1sPic is derived by invoking the subclause H.8.1.4 with picX and
RefPicLayer¥df 1] given as inpufs
i ( ViewId] nuh Jayer id] <= ViewId[0] &&%
: Viewld[ nuh, Jayer id] <=
Viewld[ RefPicLayerTd[i1]) ||
( ViewId] nuh_layer id] >= Viewld[0] &&
ViewId[ nuh Jayer id] >=
Viewld] RefPicLayarTd[i]])) {
RefPicSetinterL.ayer0] NumActiveRefLayerPies0 ] = rsPic
RefPicSetInterLayer0] NumActiveRefLayerPics0-+ ] is marked as "used for long-term

reference”
} else {
RefPicSetinterLayerl[ NumActiveRefLayetPics1 ] = rsPic
RefPic3etinterLayerl[ NumAetiveRefLayerPics1++ ] is marked as "used for long-term
reference”
}
} else
RefPicSetinterTayerO NumActiveRefLayerPics04-F ] = "no reforence picture”
}
}
FIG. 45
[Fig. 46]

for(i=0; 1 <NumActiveRefLayerPics; i++) {
if{layer_present in_au_flag] LayerTdxTnVps[ RefLayerTd[ nuh_layer idJ[i1]) {
if( there is a pictnre picX in the DPB that is in the same access unit as the current picture and has
nuh_layer id squal to RefPickayerTd[i]) { :
an interlayer reference picture réPic is derived by invoking the subclause H.8.1.4 with picX and
RefPicLayerTd[ 1 ] given as inputs
I ( Viewld[ nuh_layer_id] <= Viewld[0] &&
Viewld[ nub layer id] <= Viewld] RefPicLayerld[i]] Y
( ViewId[ nuh Jayer 1d] >= ViewId[0] &&
Viewld[ tuh_layer_id ] >= ViewlId[ RefPicLayerld[i] I3R!
RefPicSetinterLayer0] NumActiveRefLayerPics0 ] =rsPic

RefPicSetTnterLayer0f NumA ctiveRefLayerPics0-++ ] is marked as "used for long-term reference™
}else {

RefPicSetInterLayerl] NumActiveRefLayerPics] ] =rsPic

RefPicSetInterLayerl[ NumActiveRefLayerPics1++ ] is marked ag "used for long-term reference”

}
}else :

RefPicSetInterLayer0[ NumActiveRefLayerPics0++ ] = "no reference pictura”
b

}
FIG. 46
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[Fig. 47]
slice_segment header() { Deseriptor
first_slice segment_in pic_flag _ u(l)
if{ sps_temporal_siivp_enabled flag)
slice temporal_mvp_enabled flag u(l)
}
if{ nuh_layer id >0 && NumDirectReflayers[ nuh_layer id]>0) {
inter_layer_pred enabled flag u()
if{ inter_layer pred enabled flag) {
num_jnter layer ref pics minusl u(v)
for(i=0;1i<num_inter_layer ref pics_minusl; i++)
inter_layer pred layer idefi] u(v)
3 )
}
if{ sample_adaptive_offset enabled flag ) {
slice_sao luma flag u(l)
slice_sao_chroma flag u(l)
3 A
}

 FIG. 47
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[Fig. 48A]
wps_ extension( ) { . | Desoriptor
ave,_base layer flag _ u(l)
vps_vul_offsof ufl6)
splitting flag : u(1}
for( 1= 0, NumScalabilityTypes = 0; 1 < 16; i) {
sealability_mask_fiag[ 1] ufl)
NumScalabilityTypos --= sealability mask flag[i]
}
for( j = 0; j < { MumScalabilityLypes - splitiing_flag ); ++)
dimension_id_len_minusi[j} u(3)
vps_nub_layer_id_preseni_flag u(1)

for{i=1;1 <= vps_max layers mimsl; i+ ) {

H( vps_muh_layer_id_present flag)

Iayer id_fn_muh{i} u(6)
H{ lsplitting flag )
for(§ = 0; j < NumSocalabilityTypes; j++) _
dimension_id[i]{]] u(v)
}
H{ MumViews > 1)
view_id_len_minusi w4
for( i =0; { < NumViews; i+ )
view_id_val[ 1] u(v)

for(1=1;i <= vps_max layers minusl; i++)

for(j=0;j<i;J++)

direct_dependency_flagl {1[j ] u(1)

max_tid_ref present flag w1

I rnas_11d_yef present flag)

for{ 1= 0,1 < vps_max_Jeyers_yuinugl; H+)

max_tid_il_ref ples plusi[1] u(3)
all_vef Jayers getive flag u(1}
vps_pumber layer sets _minusl w(10)
yps_num_profile_tier_level minusi u(6)
for(i=1;1 <= vps_num profile_tier level minusl;i++) {

vps_profile_present_flagf 1] ol
if lvps_profile present flag[i])

profile_ref minusif{] w6)

profils_tier_level( vps_profile_present flagl i}, vps_max_sub_layers minusl )

)

FIG: Y8n
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[Fig. 48B]
nmunOutputLayerSets = vpa_nwmber_Jayer sets_minmel + 1
more_ouwtput layer sets_than_defaulf_fing ) u(l)
iff more_putpui_layer sets_than default flag) {
nam_add _output layer sets_minusl u(l®)
mumOwtputlayerSets += num_add_outpul layer sots_minusl + 1
3
H{ numOutpniLlayerSets > 1)
defanlt_one farget_ouiput_layer flag u(l)

for( 1= 1;{ <numOutputLayerSets; i+ {

H( i> vpa_mumber layer_sets minusl ) {

output_layes_set_ldx_minusi[ 1] niv)

I8Tdx = output_Jayer get ddx minusi{i}+1

for(§ = 0; j < NomLayersInldLigt] IsIdx ] — 1; H-D)

output layer fiag[i][j] : u(l)
}
profite_level_tier idxji}] uv)
}
rep_format_idx prvesent flag u(l)
i(rep format idx preseut flag) .
vps_num_rep formats_minug) u(4)

for(1=0;i <= vps num rep formats minnsl; H-+)

rep_format( )

{ vep_format jdx_present flag)

for(i=1;i <= yps_max layers minusl; i)

i vps_num_rep formats_minnsl >0)

vps_vop_format_idx[i] u{4)
max_one nefive ref layer flag u(l})
eross_layer_irap_sligned_flag ' u(l)
direet_dep_typs len_minus2 usly)

for( i=1;1 <= vps_max layers_minusi; i+ )

for(j=0;1 < j++)

IR direct_dependency_flag[i][j])

direct_dependency_type[11[j] u(v)

single_Iuyer for non_jrap_flag u(1)
vps_vui_present flag T u(1)

Y vps_vui_present flag) {

while( Ibyte_aligned())

vps_vui_alignment_bit_equal to_oue » u(1)

vps_vui( )]

}

FIG;, %8B,
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[Fig. 49]
vps_vuoi{ }{ _ Descriptor
bit_rate_present vps flag : u(l)
pic_rate_present vps_flag u(l)

if( bit_rate_present_vps_flag || pic_rate_present_vps flag)

for(i=0;1 <= vps_pumber_layer sets_minus!; i++)

for(j=0;j <= vps_max_sub layers minusl; j++) {

if( bit_rate present vps flag)

bit_rate_present flag[ i [ ] ju(l)
if( pic_rate_present_vps flag)

pic_rate_present flagf i][j] u(l)
if( bit_rate_present flagli][j1) { :

avg_bit_rate[1][]] u(16)

max_bit rate[1][j] u(16)
}
1f( pic_rate_present flagl i1[j]) {

constant_pic_rate ide[i1] 1 w(2)

avg pic rate[ i1[j ] u(16)
}

}

FIG. WY
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[Fig. 50]
vps_vui( Descriptor
bit_rate present vps_flag ' ' u(l)
pic_rate_present_vps flag : u(l)

if( bit_rate_present_vps_flag || pic_rate_present_vps_flag)

for(i=0;1 <= vps_number_layer_sets_minusl; i++)

for(j=0;j <= MaxS[LayerSetMinusl[i];j++) {

if( bit_rate_present vps flag)

bit_rate present flag[i][j] u(1)
if{ pic_rate_present_vps_{flag ) '

pic_rate_present flagl i][j] : u(l)
if{ bit_rate_present_flagfi1[j]) {

avg_bit ratel i ][ j] u(16)

max_bit_ratef i ][j] u(16)
}
i pic_rate_present flagl i1[j]1) {

constant_pic_rafe ide[1][j] u(2)

avg_pic rate[ 1 ][} ] u(16)
}

}

FIG. 50
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[Fig. 51]

Access Unit (AU} with base layer and

enhancement layer 1 coded plctures.

As all coded pictures tnh AU must have
same Temporalld, the enhancément fayer 1
coded pictures must be assigned
Temporalld 0
(as slther IRAP or Non-IRAF [pictures)

when base layer picture n the
same Al is an IRAP pleture.

Temporalld=0

Enhancement
Layer 1

Tempaoralld=0

Base
Layer

IRAP Picture

FIG. 51

non-IRAP Picture
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[Fig. 52]
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[Fig. 53]
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[Fig. 54]
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Claims 1-7, claims 8-15, claims 16-22 and claim 23 have a common
technical feature that the decoding method comprises the step of
receiving a video bitstream that includes a plurality of different
layers, where at least one of said plurality of different layers
includes a plurality of temporal sub-layers.

However, this technical feature is not a “special technical
feature” (STF) because it is not new and inventive and so makes no
contribution over the prior art such as SHVC.

And there is no other technical relationship among those inventions
involving one or more of the same or corresponding technical features
that make a contribution over the prior art.

Therefore, these groups of inventions are not so linked as to form
a single general inventive concept.

In all, there are 4 inventions listed below claimed in this
application.

(Invention 1) Claims 1-7

A decoding method comprising the step of receiving a video parameter
set temporal sub layers information present flag in said video
parameter set extension indicating whether said information about
plurality of temporal sub-layers are present.

(Invention 2) Claims 8-15

A decoding method comprising the step of receiving for 0 to a maximum
number of temporal sub-layers for a particular layer set (1) a bit
rate present flag; (2) a picture rate present flag; (3) bit rate
information (4) picture rate information.

(Invention 3) Claims 16-22

A decoding method comprising the step of determining whether to
include the second slice as an active reference layer picture for the
first slice that may be used for inter layer prediction for the first
slice.

(Invention 4) Claim 23
A decoding method comprising the step of receiving a temporal
identifier and nal unit type with the first slice segment header.
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