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Method and apparatus for encoding and/or decoding video
data using enhancement layer residual prediction for bit

depth scalability

Field of the invention

The invention relates to the technical field of digital
video coding. It presents a coding solution for a novel

type of scalability: bit depth scalability.

Background

In recent years, higher color depth rather than the
conventional eight bit color depth is more and more
desirable in many fields, such as scientific imaging,
digital cinema, high-quality-video-enabled computer games
and professional studio and home theatre related
applications. Accordingly, the state-of-the-art video
coding standard H.264/AVC has already included Fidelity
Range Extensions (FRExt), which support up to 14 bits per
sample and up to 4:4:4 chroma sampling. The current SVC

reference software JSVM does not support high bit dépth.

However, none of the existing advanced coding solutions
supports bit depth scalability. For a scenario with two

different decoders, or clients with different requests for

the bit depth, e.g. 8 bit and 12 bit for the same raw video,

the existing H.264/AVC solution is to encode the 12-bit raw
video to generate a first bitstream, and then convert the
12-bit raw video to an 8-bit raw video and encode it to
generate a second bitstream. If the video shall be
delivered to different clients who request different bit

depths, it has to be delivered twice, e.g. the two
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bitstreams are put in one disk together. This is of low
efficiency regarding both the compression ratio and the

operational complexity.

The European Patent application EP06291041 discloses a
scalable solution to encode the whole 12-bit raw video once
to generate one bitstream that contains an H.264/AVC
compatible base layer (BL) and a scalable enhancement layer
(EL) . The overhead of the whole scalable bitstream compared
to the above-mentioned first bitstream is small compared to
the additional second bitstream. If an H.264/AVC decoder is
available at the receiving end, only the BL sub-bitstream
is decoded, and the decoded 8-bit video can be viewed on a
conventional 8-bit display device; if a bit depth scalable
decoder is available at the receiving end, both the BL and
the EL sub-bitstreams may be decoded to obtain the 12-bit
video, and it can be viewed on a high quality display

device that supports color depths of more than eight bit.

Summary of the Invention

The H.264/AVC scalability extension SVC provides also other
types of scalability, e.g. spatial scalability. In spatial
scalability the number of pixels in BL and EL are different.
Thus, the problem arises how to combine bit depth
scalability with other scalability types, and in particular
spatial scalability. The present invention provides a

solution for this problem.

Claim 1 discloses a method for encoding that allows the
combination of bit depth scalability and other scalability

types. Claim 5 discloses a corresponding decoding method.
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An apparatus that utilizes the method for encoding is
disclosed in claim 10, and an apparatus that utilizes the

method for decoding is disclosed in claim 11.

According to the invention, BL information is upsampled in
two logical steps, one being texture upsampling and the
other being bit depth upsampling. Texture upsampling is a
process that increases the number of pixels, and bit depth
upsampling is a process that increases the number of values
that each pixel can have. The value corresponds to the
color intensity of the pixel. The upsampled BL unit is used
to predict the collocated EL unit. An encoder generates a
residual from the EL video data, and the residual may be
further encoded (usually entropy coded) and transmitted.
The BL information to be upsampled can be of any
granularity, e.g. units of single pixels, pixel blocks,
macroblocks (MBs) or whole images. Further, it is possible
to perform the two logical upsampling steps in a single
step. The base layer information is upsampled at the
encoder side and in the same manner at the decoder side,
wherein the upsampling refers to spatial and bit depth

characteristics.

Moreover, the combined spatial and bit depth upsampling can
be performed for intra coded as well as for inter coded

images.

In particular, a method for encoding video data having a
base layer and an enhancement layer, wherein pixels of the
base layer have less bit depth and lower spatial resolution
than pixels of the enhancement layer, comprises the steps

of
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upsampling base layer information, wherein a predicted
version of enhancement layer information is obtained that
has higher color resolution and higher spatial resolution
than the base layer, generating an enhancement layer
residual being the difference between the enhancement layer
information and said predicted version of enhancement layer
information, and encoding the base layer information and

the enhancement layer residual.

According to one aspect of the invention, a method for
decoding video data comprises the steps of

receiving quantized and (e.g. DCT-) transformed enhancement
layer information and base layer information,

performing inverse quantization and inverse transformation
on the received information,

upsampling inverse quantized and inverse transformed base
layer information, wherein the number of pixels and the
value depth per pixel are increased and wherein predicted
enhancement layer information is obtained, and
reconstructing from the predicted enhancement layer
information and the inverse gquantized and inverse
transformed enhancement layer information reconstructed

enhancement layer video information.

In one embodiment of the invention, the method for encoding
comprises steps of intra-encoding BL information,
reconstructing the intra-encoded BL information, performing
spatial upsampling and color bit depth upsampling on the
reconstructed BL information, and generating an EL residual
being the difference between current EL information (i.e.
image data) and said spatially and color bit depth

upsampled BL information (i.e. image data).
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In one embodiment of the invention, the method for encoding
comprises steps of generating a BL residual being the
difference between current BL image data and predicted BL
image data (as usual for inter-coded BL), wherein the
predicted BL image data can be predicted from data of the
current or a previous BL image, encoding (i.e. transforming
and gquantizing) said BL residual, reconstructing (inverse
transforming and inverse quantizing) the encoded BL
residual, performing residual (spatial) upsampling and
color bit depth upsampling on the reconstructed BL residual
and generating an EL inter-layer residual being the
difference between current EL residual data and said
spatially and color bit depth upsampled reconstructed BL

residual.

Advantageously, the two mentioned encoder embodiments can
be combined into a combined encoder that can adaptively

encode intra- and inter-encoded video data.

In one embodiment of the invention, the method for decoding
further comprises steps of (implicitly) detecting that the
received BL information is intra-coded, reconstructing BL
video from the received inverse quantized and inverse
transformed BL information, upsampling the reconstructed BL
video, wherein the upsampling comprises texture (spatial)
upsampling and bit depth upsampling and wherein predicted
EL information is obtained, and reconstructing from the
predicted EL information and the inverse quantized and
inverse transformed received EL information reconstructed

EL video information.

In one embodiment of the invention, the method for decoding

comprises steps of (implicitly) detecting that received BL
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data are inter-coded, extracting a BL residual from the
received BL data, performing residual (spatial) upsampling
and color bit depth upsampling on the extracted BL residual,
extracting an EL residual from the inverse quantized and
inverse transformed EL information, reconstructing from the
EL residual and the upsampled BL residual a reconstructed
EL residual and reconstructing from the reconstructed EL
residual and previously reconstructed EL information

reconstructed EL video information.

Advantageously, the two mentioned decoder embodiments can
be combined into a combined decoder that can adaptively

decode intra- and inter-encoded video data.

According to another aspect of the invention, an apparatus
for encoding video data having a base layer and an
enhancement layer, wherein the base layer has lower color
resolution and lower spatial resolution than the
enhancement layer, comprises means for upsampling base
layer information, wherein a predicted version of
enhancement layer information is obtained that has higher
color resolution and higher spatial resolution than the
base layer, means for generating an enhancement layer
residual being the difference between the enhancement layer
information and said predicted version of enhancement layer
information, and means for encoding the base layer

information and the enhancement layer residual.

In one embodiment of the invention, an apparatus for
encoding or decoding video data comprises means for
performing spatial (residual or texture) upsampling and
means for performing color bit depth upsampling, wherein

the means for spatial upsampling increases the number of
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values within the BL information and the means for color
bit depth upsampling increases the color range of the
values and wherein spatially and color bit depth upsampled

BL data are obtained.

According to another aspect of the invention, an encoded
scalable video signal comprises intra-coded BL data and
intra~coded EL data, wherein the intra-coded EL data
comprises a residual being the difference between an
upsampled BL image and an EL image, wherein the residual
comprises differential texture information and differential

bit depth information.

Various embodiments of the presented coding solution are
compatible to H.264/AVC and all kinds of scalability that
are currently defined in H.264/AVC scalable extension (SVC).

Advantageous embodiments of the invention are disclosed in

the dependent claims, the following description and the

figures.

Brief description of the drawings

Exemplary embodiments of the invention are described with

reference to the accompanying drawings, which show in

Fig.l a framework of color bit depth scalable coding;

Fig.2 an encoder for the extension of the intra texture

inter-layer prediction of spatial scalability to color bit

depth scalability;
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Fig.3 an encoder for the extension of residual inter-layer

prediction of spatial scalability to color bit depth
scalability:;

Fig.4 a decoder for the extension of the intra texture

inter-layer prediction of spatial scalability to color bit

depth scalability;

Fig.5 a decoder for the extension of residual inter-layer
prediction of spatial scalability to color bit depth
scalability; and

Fig.6 a logical equivalent of the framework of the

extension of residual inter-layer prediction of spatial

scalability to color bit deptﬁ scalability.

Detailed description of the invention

As shown in Fig.1l, two videos are used as input to the
video encoder: N-bit raw video and M-bit (M<N, usually M=8)
video. The M-bit video can be either decomposed from the
N-bit raw video or given by other ways. The scalable
solution can reduce the redundancy between two layers by
using pictures of the BL. The two video streams, one with
8-pbit color and the other with N-bit color (N>8), are input
to the encoder, and the output is a scalable bit-stream. It
is also possible that only one N-bit color data stream is
input, from which an M-bit (M<N) color data stream is
internally generated for the BL. The M-bit video is encoded
as the BL using the included H.264/AVC encoder. The
information of the BL can be used to improve the coding

efficiency of the EL. This is called inter-layer prediction
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herein. Each picture - a group of MBs - has two access

units, one for the BL and the other one for the EL. The

coded bitstreams are multiplexed to form a scalable

bitstream. The BL encoder comprises e.g. an H.264/AVC

encoder, and the reconstruction is used to predict the

N-bit color video, which will be used for the EL encoding.

As shown in Fig 1, the scalable bit-stream exemplarily
contains an AVC compliant BL bit-stream, which can be
decoded by a BL decoder (conventional AVC decoder) . Then
the same prediction as in the encoder will be done at the
decoder side (after evaluation of a respective indication)
to get the predicted N-bit video. With the N-bit predicted
video, the EL decoder will then use the N-bit prediction to
generate the final N-bit video for a High Quality display
HQ.

In the following, when the term color bit depth is used it
means bit depth, i.e. the number of bits per value. This is

usually corresponding to color intensity.

In one embodiment, the present invention is based on the
current structure of SVC spatial, temporal and quality
scalability, and is enhanced by bit depth scalability for
enhanced color bit depth. Hence, this embodiment is
completely compatible to current SVC standard. However, it
will be easy for the skilled person to adapt it to other
standards. The key of bit depth scalability is the bit
depth inter-layer prediction. By using the inter-layer
prediction, the difference between the N-bit and M-bit
video is encoded as the EL. For the convenience of
statements, the following denotations will be used in the
following:

BLorg: base layer original MB
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BLyes: base layer residual MB

Bl,ec: base layer reconstructed MB

ELorg: enhancement layer original MB

EL,ec: enhancement layer reconstructed MB

EL’es: enhancement layer residual MB

Pre.{}: color bit depth inter-layer prediction operator
Pres{}: texture (spatial) inter-layer prediction operator

Pre,{}: residual (spatial) inter-layer prediction operator

Exemplarily, the SVC compatible MB level bit depth scalable
coding solution is based on the current SVC spatial
scalability. The following provides a detailed description
of the extension of the spatial scalability to bit depth
scalability for both intra coding and inter coding. The
first step of SVC compatible bit depth scalable coding is
to support high bit coding as what the H.264/AVC FRExt
extension does (currently 10 to 14 bits per sample) in the

EL encoding and decoding.

Intra Coding

Fig.2 shows an encoder for the extension of intra texture
inter-layer prediction of spatial scalability, as used in
the current SVC standard, to bit depth scalability. The bit
depth upsampling block BDUp represents the extension to bit
depth scalability, while the other blocks represent the
spatial scalability in the current SVC standard. This block
BDUp is the difference between a conventional SVC intra
encoder and the intra encoder according to the invention.
In Fig.2, M-bit base layer MBs are input to the BL encoder,
and N-bit enhancement layer MBs are input to the EL encoder
(N>M) . In the current SVC standard, the texture upsampling
was designed for spatial intra texture inter-layer

prediction. In Fig.2 the input to texture upsampling TUp is
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the reconstructed BL macroblock Blye., and the output is the
spatially (texture) predicted version of the EL macroblock
Pre¢{BLyec} . The bit depth scalability is realized by the
step of bit depth upsampling BDUp that (in this example)
directly follows texture upsampling TUp. In practice, it is
often advantageous to apply the texture upsampling as a
spatial inter-layer prediction first, and then the bit
depth upsampling BDUp is done as a bit depth inter-layer
prediction. With both the texture upsampling TUp and the
bit depth upsampling BDUp, a predicted version
Prec.{Prey{BLyec}} of the N-bit EL macroblock is obtained. A
similar residual could be obtained by reverse order of the

prediction steps.

The residual EL’.,.s between the original N-bit EL macroblock
ElLorg and its predicted version Prec{Pre¢{BlLie}} is obtained
by a difference generator Dg,. The residual is in one
embodiment of the invention further transformed T,
quantized Q and entropy encoded ECg, to form the EL sub-
bitstream, like in SVC. In a mathematical expression, the

residual of color bit depth intra upsampling is

EL, = EL,, —Pre {Pre {BL . }}, (Eq.1)

res

where Pre.{} represents the texture upsampling operator.

Different variations of the encoding process are possible,
and can be controlled by control parameters. An exemplary
flag base mode flag is shown in Fig.2 that decides whether
EL residuals are predicted based on reconstructed EL

information or based on upsampled BL information.

Inter Coding

Bit depth scalability for inter-coding is implemented

different from that for intra-coding. In the current SVC
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standard, motion upsampling and residual upsampling were

designed for spatial inter texture inter-layer prediction.

Fig.3 shows an encoder for the extension of residual inter-
layer prediction for inter-coded (P and B) macroblocks. The
bit depth scalability is realized by the step of bit depth
upsampling BDUp that (in this example) directly follows
(spatial) residual upsampling RUp. The input to the
residual upsampling RUp is the reconstructed BL residual
Blyes,rec,x Which is a reconstructed versicon of the to-be-
transmitted BL residual BLyes,x (a@s expressed in Eqg. (3)
below). In practice, motion upsampling MUp is often done
first, and then the residual upsampling RUp is done as a
kind of spatial inter-layer prediction. Finally, the bit
depth upsampling BDUp is done as bit depth inter-layer
prediction. With the motion upsampling MUp, residual
upsampling RUp and the color bit depth upsampling BDUp, a
predicted version Prec{Pre;{Blies,rec,x}} Of the N-bit EL
macroblock is obtained. The resulting enhancement layer
residual EL'yes,x (@s defined in (Eq.3) below) 1s further
transformed T, quantized Q and entropy encoded to form the

EL sub-bitstream, like in SVC.

Different variations of the encoding process are possible,
and can be controlled by control parameters. Flags shown in
Fig.3 are base_mode_flag, which controls whether EL motion
compensation is based on motion vectors obtained from the
EL or upsampled from the BL, and residual pred flag, which
controls whether the BL residual is used to predict the EL
residual. As shown in Fig.2, the base mode_flag is also

used for controlling intra texture inter-layer prediction.
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Fig.4 shows an exemplary decoder for intra coded BL images
that utilizes inter-layer prediction. After receiving
encoded BL and EL information, e.g. in a multiplexed
packetized bitstream, and separating BL from EL information,
the BL information as well as EL information is entropy
decoded. Then inverse quantization 0! and inverse
transformation T™! are applied. For the BL, the processing
is the same as for conventional SVC: the images are
reconstructed using spatial intra prediction, i.e. based on
previously reconstructed information of the same image.
After deblocking, the resulting BL signal BlLrec can be
displayed on a standard SVC display with 8 bit color depth,
as described above. Alternatively however this signal can
also be used to generate a predicted version of the
collocated EL image Prec{Prei{Blyec}}: for this purpose it

is texture upsampled TUp, wherein a texture predicted
version of the EL image Pre¢{BLiec} is obtained, which is
then bit depth upsampled BDUp. The texture and bit depth
upsampled reconstructed BL image Prec{Pret{Bliec!!} is then
used to update A,g, the improved, inverse quantized and
inverse transformed EL residual EL'.es , thereby obtaining a
signal that after deblocking can be output as EL video Elrec
for HQ displays.

Of course a decoder that is operated in EL mode generates
internally also the BL video BlL;e:, since it is regquired for
EL prediction, but the BL video needs not necessarily be
available at the decoder output. In one embodiment the
decoder has two outputs, one for BL video Blrec and one for
EL video ELyec , while in another embodiment it has only an

output for EL video ELrec.
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As described above for the intra encoder of Fig.2, also the
decoder can work in different modes corresponding to the
encoding. Therefore respective flags are extracted from the
bitstream and evaluated, e.g. an indication Base mode_flag
that decides whether or not inter-layer prediction is used.
If not, EL images are conventionally reconstructed using
deblocking, spatial prediction and update Ajg, of the
spatially predicted image.

Fig.5 shows an exemplary decoder for inter-coded units, e.g.
inter-coded MBs. From a BL bitstream, which may have been
entropy coded and is correspondingly decoded, in one
embodiment motion data are detected and extracted and can
be upsampled for the EL if required. This can be indicated
by an indication that is included in the BL or BL bitstream.
Further, BL bitstream data are inverse quantized 0! and
inverse transformed T ! , whereby a reconstructed BL
residual Blyes,x is obtained. If a BL video signal BlLgec is
required, further BL processing includes conventional SVC
decoding including deblocking, storage in a frame memory,
motion compensation and updating the motion compensated
prediction image with the residual Blres,x - If only an EL

video signal is required, these steps can be omitted.

The residual Blyes,x is used for predicting EL data: it is
upsampled by residual upsampling RUp, which is a kind of
spatial upsampling i.e. the number of values is increased,
and bit depth upsampling i.e. the bit depth and thus the
possible range of each value is increased BDUp, to produce
a predicted signal Prec{Pre {BLyesx}}. If the collocated EL
unit has been encoded using residual inter-layer prediction,
as indicated by a flag residual pred_flag, the predicted

residual Pre.{Pre{{BlLyec}} is used to update A’; the received,



10

15

20

25

30

WO 2008/071037 PCT/CN2006/003415

15

inverse quantized and inverse transformed EL residual

EL’ res,x r Whereby the actual EL residual ElLyes,x is obtained.
The received, inverse quantized and inverse transformed EL
residual EL’jes,x 1S in principle equivalent to the
difference between the conventional spatial EL residual Roxg
and a residual Ryecx-1(0Ax, aAy) that was reconstructed in

the encoder from a previous unit k-1 and then upsampled.

The further EL processing is in principle like in SVC
(however using enhanced bit depth): the reconstructed
residual ElLyes,x 1s used to update a predicted EL image

S Elrec,x-1 = Elrec, k-1 (0Ax, aAy) with steps of deblocking
Deblkg,, storage in a frame memory FM and motion
compensation MC of the reconstructed image Elyec,x-1. LI the
received enhancement layer data Elenc contains motion
information ElLy;, the motion information is extracted and
can be provided to the motion compensation unit MC.
Alternatively the upsampled MUp motion information from the

BL can be used.

Apparently the improved EL residual according to the
invention is different from that defined in SVC spatial
scalability. However, its encoding is in principle
equivalent to inter encoding the difference between the
original EL macroblock Elgy,x and the texture (spatially)
and bit depth upsampled BL macroblock Prec{Prer{BLorg,x}} -

as shown in Fig.6 and proven below.

Assume that both the residual upsampling operator Pre.{}
and the color bit depth inter-layer prediction operator
Pre.{} have the attribute of additivity and stability. In
practice the residual upsampling operation that is employed

in current SVC spatial scalability is of additivity and
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stability*. In the following it is proved that encoding of
the redefined EL residual EL' .,k is equivalent to inter
encoding of the difference between the original EL MB and
the reconstructed EL macroblock (motion upsampled, residual
upsampled and then color bit depth upsampled version of the
collocated BL macroblock). The difference between the EL
macroblock and the residual upsampled and then bit depth
upsampled version of the collocated BL macroblock) is named

inter-layer residual and is defined as follows:
R, = EL, —Pre {Pre, {BL, }}, (Eq.2)

where k represents the POC (picture order count) of the

current frame.

Without loss of generality, we assume that the following
two conditions are satisfied: first, the current MB has
only one reference MB, with the POC of the current MB frame
equals k and the POC of the reference MB frame equals (k-1);
second, there are only two spatial layers. Based on the two
assumptions, the proof for Eqg.(2) is as follows.

ELjes
= EL,,; - Bl (aix, aly) — Pre, {Pre, {BL i (Eq. 3)
= EL,,, — EL,, (@AY, ahy) — Pre, Pre {BL g = BLooi (A%, M)l

where (Ax,Ay) represents the motion vector of the current
k-th BL macroblock, & represents the spatial resolution

scaling factor of the EL, BL,., (Ax,Ay) represents the

motion compensated version of the reconstructed (k-1)-th BL

! Tn the case of continuous functions, “stability” is equivalent to
derivativeness; in the case of discrete functions, “stability” means
that at any available values of the independent variable, the absolute
value of the change of the discrete function is no greater than the
absolute value of the change of the independent variable multiplied by
a constant.
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macroblock, and EL [(ax,aly) represents the motion

rec.k—
(upsampled motion) compensated version of the reconstructed
(k-1)-th EL macroblock.

According to the assumption that both Pre;{} and Prec{}

have the attribute of additivity, Eqg.(3) is equivalent to:

EL

resk

- EL,,, - EL,, ,(aAx, aty)— Pre,{Pre, {BL,q , f|+ Pre, {Pre,{BL, ., (Ax, An)}}

= (ELyy, —Pre, {Pre, {BL,, 4 }p) = (EL ;. (ccbx, aty) ~ Pre, {Pre, {BL,,. ., (Ax, )}

(Eq.4)
According to the assumption that both Pre,{} and Pre.{}
have the attribute of stability, substitute Eqg. (2) into
Eq. (4):

|l

EL,osi = Rorg o = Rrecj1 (oA, ahy) (Eg.5)
Eq. (5) shows that the redefined EL residual EL' es,x 18
equivalent to the difference between the inter-layer
residual Rorg,x Of the original BL macroblock BLerg,kx and the
original EL macroblock ELeg,kx and the inter-layer residual
Ryec, k-1 Of the motion compensated reconstructed reference BL
macroblock Blyee,k-1 and the motion (upsampled motion)
compensated reconstructed reference EL macroblock Elrec, k-1 -
This is shown in Fig.6. In other words, the inter-layer

residual is inter-coded. However, the encoding shown in

Fig.5 is advantageous since it is simpler.

One advantage of the presented extension of the spatial
scalability to bit depth scalability is that neither a new
syntax element nor a new prediction mode is needed to
realize the extension to color bit depth scalability.
Another advantage, particularly for inter coding, is that a
high coding efficiency is obtained because the finally
encoded EL residual is “the residual of the residual”, and

therefore equivalent to inter encoding of the inter-layer
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residual as defined in (Eqg.3). In practice, the final coded
EL residual in inter coding is equivalent to the original
EL macroblock minus the motion (upsampled motion)
compensated reconstructed reference EL macroblock and then
minus the motion compensated, residual upsampled and then
bit depth upsampled version of the collocated BL

reconstructed residual.

A further advantage is that for the case of inter coding
there is no need to reconstruct the BL macroblocks. Thus,
BL reconstruction can be skipped, which makes the decoder

simpler.

Advantageously, the intra coding of the color bit depth
scalability is realized by the presented intra color bit
depth inter-layer prediction that in one embodiment
directly follows the intra texture inter-layer prediction.
For this embodiment, there is in the case of SVC no new
syntax element or new prediction mode needed for the intra

color bit depth inter-layer prediction.

Thus, the invention can be used for scalable encoders,
scalable decoders and scalable signals, particularly for
video signals or other types of signals that have different

quality layers and high inter-layer redundancy.

It will be understood that the present invention has been
described purely by way of example, and modifications of
detail can be made without departing from the scope of the
invention. Each feature disclosed in the description and
(where appropriate) the claims and drawings may be provided
independently or in any appropriate combination. Features

may (where appropriate) be implemented in hardware,
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software, or a combination of the two. Reference numerals

appearing in the claims are by way of illustration only and

shall have no limiting effect on the scope of the claims.



10

15

20

25

30

WO 2008/071037 PCT/CN2006/003415

Claims

20

. Method for encoding video data having a base layer

and an enhancement layer, wherein the base layer has
lower color resolution and lower spatial resolution
than the enhancement layer, the method comprising

the steps of

upsampling (TUp,BDUp) base layer information

(BLyec), wherein a predicted version of enhancement

layer information (Prec{Pre¢{Blyec}}) is obtained

that has higher value bit depth resolution and
higher spatial resolution than the base layer;

- generating an enhancement layer residual (EL’ res)
being the difference between the enhancement layer
information (ELoyg) and said predicted version of
enhancement layer information; and

- encoding (T,Q,ECs, ECg) the base layer information

and the enhancement layer residual.

. Method according to claim 1, wherein the step of

upsampling comprises in the case of Intra coded base
layer information texture upsampling (TUp) of

reconstructed base layer image data (BLipec) -

. Method according to claim 1 or 2, wherein the step

of upsampling comprises in the case of Inter coded
base layer information upsampling (RUp) of

reconstructed base layer residual data (BLyes, rec, k) -

. Method according to one of the claims 1-3, wherein

the step of upsampling comprises in the case of

Inter coded base layer information the upsampling
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(MUp) of base layer motion information data.

. Method for decoding video data having a base layer

and an enhancement layer, the method comprising the

steps of

- receiving enhancement layer information (ELepe) and
base layer information (BlLenc)’

- performing inverse quantization (T™") and inverse
transformation (Q}) on the received information;

- upsampling (BDUp,TUp) inverse quantized and
inverse transformed base layer information,
wherein the number of pixels and the value depth
per pixel are increased and wherein predicted
enhancement layer information (Prec{Pre¢{BlLyiec}})
is obtained; and

- reconstructing from the predicted enhancement
layer information (Prec{Pre¢{Blrec}}) and the
inverse quantized and inverse transformed
enhancement layer information reconstructed

enhancement layer video information (ELyec) .

. Method according to claim 5, wherein the inverse

quantized and inverse transformed enhancement layer
information comprises residual information (BEL' ves) s
further comprising the steps of reconstructing base
layer video (BLyec) from the inverse quantized and
inverse transformed base layer information and
adding (A,g,) sald residual information (EL',es) to
said predicted version of enhancement layer

information (Prec{Pret{Blrec}!}) .

. Method according to claim 5, wherein the inverse

quantized and inverse transformed enhancement layer
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information comprises enhancement layer residual
information (EL’yes,x) and the inverse quantized and
inverse transformed base layer information comprises
base layer residual information (BLres,x), and wherein
said step of upsampling inverse gquantized and
inverse transformed base layer information comprises
upsampling (RUp,BDUp) said base layer residual
information (BLryes,x), further comprising the step of
adding (A’i,s) said enhancement layer residual
information (EL res,x) and said upsampled base layer
residual information (Prec{Prey{BlLres,x}1}): wherein a
reconstructed enhancement layer residual (ELyges, k) 1s

obtained.

. Method according to claim 5 or 7, wherein a

reconstructed enhancement layer residual (ELges,x) 18
obtained, further comprising the step of adding
(A';,g) the reconstructed enhancement layer residual
to reconstructed, motion compensated enhancement

layer information (S_ELgec,k-1) -

. Method according to claim 5, 7 or 8, further

comprising the steps of extracting from the received
enhancement layer information motion information
(ELyz) and reconstructing (Deblkg, FM, MC, A2, 51)
enhancement layer video (ELyec) . wherein said

enhancement layer motion information is used.

Apparatus for encoding video data having a base
layer and an enhancement layer, wherein the base
layer has lower color resolution and lower spatial

resolution than the enhancement layer, comprising
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means for upsampling (TUp,BDUp) base layer
information (BlLyec), wherein a predicted version of
enhancement layer information (Prec{Pre¢{BLrec}?)

is generated that has higher color bit depth and
higher spatial resolution than the base layer
information;

means (Dgn) for generating an enhancement layer
residual (EL’res) being the difference between the
enhancement layer information (ELoxg) and said
predicted version of enhancement layer information;
and

means (T,Q,ECs,) for encoding the base layer
information and means (T,Q,ELg,) for encoding the

enhancement layer residual.

Apparatus for decoding video data having a base

layer and an enhancement layer, comprising

means for receiving enhancement layer information
(ELenc) and means for receiving base layer
information (Blenc) 7

means for performing inverse guantization (T™)
and inverse transformation (Qﬂ) on the received
information;

means for upsampling (BDUp,TUp) inverse guantized
and inverse transformed base layer information,
wherein the number of pixels and the value depth
per pixel are increased and wherein predicted
enhancement layer information (Prec{Pre¢{BLyrec}})
is generated; and

means (RAsgn, Deblky) for reconstructing from the
predicted enhancement layer information
(Prec{Pre¢{Blrec}}) and the inverse quantized and

inverse transformed enhancement layer information
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reconstructed enhancement layer video information

(ELrec) -

12. Apparatus according to claim 10 or 11, wherein
the means for upsampling comprises means (TUp,RUp)
for increasing the number of pixels and means (BDUp)
for increasing the ‘number of values that each pixel

can have.
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