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(57) Abstract: The present disclosure relates to a method and au-
dio processing system for performing dynamic range adjustment
of spatial audio objects. The method comprises obtaining (step S1)
a plurality of spatial audio objects (10), obtaining (step S2) at least
one rendered audio presentation of the spatial audio objects (10)
and determining (step S3) signal level data associated with each
presentation audio channel in said set of presentation audio chan-
nels. The method further comprises obtaining (step S31) a thresh-
old value and, for each time segment, selecting (step S4) a selected
presentation audio channel which is associated with a highest or
a lowest signal level, determining (step S5) a gain based on the
threshold value and the representation of the signal level of the
selected audio channel, and applying (step S6) the gain of each
time segment to corresponding time segments of the spatial audio
objects.
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DYNAMIC RANGE ADJUSTMENT OF SPATIAL AUDIO OBJECTS

CROSS REFERENCE TO RELATED APPLICATIONS

[001] The present application claims priority to United States Provisional Application
No. 63/194,359, filed on May 28, 2021, which is incorporated by reference in its entirety.

TECHNICAL FIELD OF THE INVENTION

[002] The present invention relates to a method for performing dynamic range
adjustment of spatial audio objects and an audio processing system employing the

aforementioned method.

BACKGROUND OF THE INVENTION

[003] In the field of audio mastering, a mastering engineer typically receives a
rendered audio presentation and performs e.g. equalization or other forms of audio processing
to make it suitable for playback on a target playback system, such as a set of headphones or a
home theatre audio system. For instance, if the audio presentation is a high quality stereo
signal recorded in a professional recording studio, the mastering engineer may need to
modify the dynamic range or equalization of the high quality stereo signal to obtain a
mastered stereo signal that is better suited for low bitrate digitalization and/or playback via
simple stereo devices such as a headset.

[004] Different forms of peak limiters are used in the mastering process and
especially in the mastering of music to ensure that the audio signals of the rendered
presentation do not exceed a peak threshold. Also, the use of a peak limiter is an effective
tool to change the dynamic range or other properties of the audio signals of the rendered
presentation that will influence how the mastered presentation is perceived by the end user.
[005] In a similar fashion, audio compressors are used in the mastering process to
implement either upward and/or downward compression of the rendered presentation audio
signals. For instance, a downward audio compressor will apply an attenuation to an audio
signal with a signal level above a predetermined threshold wherein the applied attenuation
increases e.g. linearly with the signal level exceeding the threshold value. Accordingly,
compressors will typically ensure that a higher signal level leads to an introduction of more
aggressive attenuation and vice versa for expanders.

[006] With the introduction of object-based audio content, which is represented with a

plurality of audio objects, the same object-based audio content can be rendered to a large
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number of different presentations such as a stereo presentation or multichannel
representations such as a 5.1 or 7.1 presentation. While this enables a flexibility in terms of
rendering the same audio content to different presentations while simultaneously offering an
enhanced spatial audio experience, this flexibility introduces problems for audio mastering.
As the presentation to which the object-based audio is to be rendered is not predetermined,
there exists no single presentation on which a peak limiter or compressor of the mastering

process can be applied.

GENERAL DISCLOSURE OF THE INVENTION

[007] A drawback of the proposed methods for mastering object-based audio content

is that the process is in general not lossless and may introduce undesirable audio artifacts at
other presentations than the single presentation which has been mastered. Additionally, prior
proposed methods for mastering object-based audio content do not allow the mastering
engineer to audition the result of the mastering process in substantially real time, and
furthermore, the mastering engineer is only able work on one predetermined presentation of
the object-based audio at a time. If, for example, the mastering engineer were to create a
mastered stereo presentation and a mastered 5.1 presentation of the same spatial audio
content, the mastering engineer would need to perform two separate mastering processes one
after another for each of the two different presentations.

[008] These drawbacks of existing techniques for performing audio mastering brings
a cumbersome and repetitive workflow when mastering object-based audio content while, at
the same time, the resulting mastered object-based audio content may still feature undesirable
audio artifacts in presentation formats other than the select few presentation formats analyzed
by the mastering engineer.

[009] It is therefore a purpose of the present disclosure to provide an enhanced
method and audio processing system for performing dynamic range adjustment of spatial
audio objects.

[010] According to a first aspect of the invention there is provided method for
performing dynamic range adjustment of spatial audio objects. The method comprises
obtaining a plurality of spatial audio objects, obtaining a threshold value and obtaining at
least one rendered audio presentation of the spatial audio objects wherein the at least one
rendered audio presentation comprises at least one presentation audio channel forming a set
of presentation audio channels. The method further comprises determining signal level data

associated with each presentation audio channel in the set of presentation audio channels
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wherein the signal level data represents the signal level for a plurality of time segments of the
presentation audio channel and, for each time segment, selecting a selected presentation audio
channel being a presentation audio channel of the set of presentation audio channels which is
associated with a highest/lowest signal level for the time segment compared to the other
presentation audio channels of the set of presentation audio channels. With the selected
presentation channel the method further comprises determining again, the gain being based
on the threshold value and the representation of the signal level of the selected audio channel
and applying the gain of each time segment to corresponding time segments of each spatial
audio object to form dynamic range adjusted spatial audio objects.

[011] With a gain it is meant at modification of the signal amplitude and/or power
level. It is understood that the modification may relate to either an increase or decrease in
signal amplitude and/or power level. That is, the term ‘gain’ covers both an amplification
gain, meaning increase an in amplitude and/or power, and an attenuation, meaning decrease
in amplitude and/or power. To highlight this the broad term ‘gain’ will in some instances be
referred to as an ‘attenuation and/or gain’ or an ‘attenuation/gain’.

[012] That is, the method involves pinpointing the highest/lowest signal level for each
time segment across all presentation channels in the set of presentation channels and
determining an attenuation/gain based on the highest/lowest signal level of each time segment
and the threshold value. The determined attenuation/gain is applied to corresponding time
segments of each of the plurality of spatial audio objects to from dynamic range adjusted
spatial audio objects which in turn may be rendered to an arbitrary presentation format.

[013] Determining an attenuation/gain may comprise determining an attenuation/gain
to realize at least one of: a peak limiter, a bottom limiter (the opposite of a peak limiter), an
upward compressor, a downward compressor, an upward expander, a downward expander
and smoothed versions thereof. In some implementations, the threshold value is obtained
together with a ratio indicating the amount of attenuation/gain to be applied for signal levels
being above/below the threshold value. Moreover, the attenuation/gain may be based on
additional signal levels in addition to the highest/lowest signal level.

[014] For instance, the attenuation/gain may be based on a combination, such as a
weighted average, of the signal levels of each time segment of all presentation channels or the
two, three, four or more highest/lowest presentation audio channels in each time segment. In
such implementations, the step of selecting a presentation channel is replaced with a step of

calculating for each time segment the average signal level for all presentation channels in the
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set of presentation channels whereby the attenuation gain is based on the average signal level
and the obtained threshold value.

[015] The invention is at least partially based on the understanding that by selecting a
highest/lowest presentation channel and determining an attenuation/gain based on the signal
level of the selected presentation channel dynamic range adjusted spatial audio objects may
be created which will include the dynamic range adjustments for any presentation format to
which they are rendered. In addition, the method described in the above facilitates an efficient
workflow for mastering engineers working with spatial audio objects as the adjusted spatial
audio objects may be rendered to any number of presentation formats at the same time as the
dynamic range adjustments are performed allowing the mastering engineer to audition the
adjustments and easily switch between presentation formats during the mastering process.
[016] In some implementations, at least two rendered presentations are obtained
wherein each rendered audio presentation comprises at least one presentation audio channel.
Accordingly, the step of selecting a presentation channel may occur across presentation audio
channels of two or more different presentations. For instance, the attenuation/gain may be
further based on a representation of the signal level of a second selected presentation channel
wherein the second selected presentation channel is of a different rendered presentation than
the selected audio channel. As explained in the above, more than one signal level may be
combined wherein the combination of two or more signal levels is used to determine the
attenuation gain.

[017] A distinctly different method enabling mastering of object-based audio content
is disclosed in W02021007246 which relates to rendering the audio content to a single
presentation and allowing a mastering engineer or mastering process to perform audio
processing on the single presentation to form a mastered presentation. By comparing the
mastered presentation with the original presentation the differences between the mastered
presentation and the original presentation may be extracted, wherein object-based audio

content is subject to a mastering process based on the determined differences.

BRIEF DESCRIPTION OF THE DRAWINGS

[018] The present invention will be described in more detail with reference to the

appended drawings, showing currently preferred embodiments of the invention.
[019] Fig. 1 is a block diagram illustrating an audio processing system for performing

dynamic range adjustment of spatial audio objects, according to some implementations.
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[020] Fig. 2 is flowchart illustrating a method for performing dynamic range
adjustment of spatial audio objects, according to some implementations.

[021] Fig. 3 is a block diagram illustrating an audio processing system for performing
dynamic range adjustment of spatial audio objects with three renderers, each renderer
rendering the spatial audio objects to a different rendered presentation, according to some
implementations.

[022] Fig. 4 is a block diagram illustrating an audio processing system for performing
dynamic range adjustment of spatial audio objects in different subband representations
extracted by an analysis filterbank, according to some implementations.

[023] Fig. 5 is a block diagram illustrating an audio processing system for performing
dynamic range adjustment of spatial audio objects with a fast gain and a slow gain computed
in the side-chain, according to some implementations.

[024] Fig. 6 is a block diagram illustrating a user manipulating output renderer
parameters and/or side-chain parameters to modify the dynamic range adjustments imposed

by the audio processing system, according to some implementations.

DETAILED DESCRIPTION OF CURRENTLY PREFERRED EMBODIMENTS

[025] Systems and methods disclosed in the present application may be implemented
as software, firmware, hardware or a combination thereof. In a hardware implementation, the
division of tasks does not necessarily correspond to the division into physical units; to the
contrary, one physical component may have multiple functionalities, and one task may be
carried out by several physical components in cooperation.

[026] The computer hardware may for example be a server computer, a client
computer, a personal computer (PC), a tablet PC, a set-top box (STB), a personal digital
assistant (PDA), a cellular telephone, a smartphone, a web appliance, a network router,
switch or bridge, or any machine capable of executing instructions (sequential or otherwise)
that specify actions to be taken by that computer hardware. Further, the present disclosure
shall relate to any collection of computer hardware that individually or jointly execute
instructions to perform any one or more of the concepts discussed herein.

[027] Certain or all components may be implemented by one or more processors that
accept computer-readable (also called machine-readable) code containing a set of instructions
that when executed by one or more of the processors carry out at least one of the methods
described herein. Any processor capable of executing a set of instructions (sequential or

otherwise) that specify actions to be taken are included. Thus, one example is a typical
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processing system (i.e. a computer hardware) that includes one or more processors. Each
processor may include one or more of a CPU, a graphics processing unit, and a
programmable DSP unit. The processing system further may include a memory subsystem
including a hard drive, SSD, RAM and/or ROM. A bus subsystem may be included for
communicating between the components. The software may reside in the memory subsystem
and/or within the processor during execution thereof by the computer system.

[028] The one or more processors may operate as a standalone device or may be
connected, e.g., networked to other processor(s). Such a network may be built on various
different network protocols, and may be the Internet, a Wide Area Network (WAN), a Local
Area Network (LAN), or any combination thereof.

[029] The software may be distributed on computer readable media, which may
comprise computer storage media (or non-transitory media) and communication media (or
transitory media). As is well known to a person skilled in the art, the term computer storage
media includes both volatile and non-volatile, removable and non-removable media
implemented in any method or technology for storage of information such as computer
readable instructions, data structures, program modules or other data. Computer storage
media includes, but is not limited to, physical (non-transitory) storage media in various
forms, such as EEPROM, flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or any other medium which can be
used to store the desired information and which can be accessed by a computer. Further, it is
well known to the skilled person that communication media (transitory) typically embodies
computer readable instructions, data structures, program modules or other data in a
modulated data signal such as a carrier wave or other transport mechanism and includes any
information delivery media.

[030] An audio processing system for dynamic range adjustment according to some
implementations will be discussed with reference to fig. 1 and fig. 2.

[031] The plurality of spatial audio objects 10 comprises a plurality of audio signals
associated with a (dynamic) spatial location. The spatial location may be represented using
metadata which is associated with the plurality of audio signals, wherein the metadata e.g.
indicates how an audio object (audio signal) moves in a three-dimensional space. A collection
of spatial audio objects 10 is referred to as an object-based audio asset. The object-based
audio asset comprises e.g. 2, 10, 20 or more spatial audio objects such as 50 or 100 spatial

audio objects with time varying positions indicated by the associated spatial metadata.
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[032] At step S1 the spatial audio objects 10 are obtained and provided to a side-chain
30 of the audio processing system comprising at least one renderer 31, a signal level analyzer
32 and a gain calculator 33. At step S2 the renderer 31 renders the audio objects 10 to a
predetermined audio presentation comprising at least one presentation audio channel forming
a set of presentation audio channels. The predetermined audio presentation may e.g. be set by
the mastering engineer or set by a preset audio presentation of the renderer 31. In another
example, the predetermined audio presentation may be set by the type of audio content
represented by the spatial audio objects 10 (such as music, speech or movie audio track).
[033] For instance, the renderer 31 renders the spatial audio objects to at least one
presentation chosen from a group consisting of: a mono presentation (one channel), a stereo
presentation (two channels), a binaural presentation (two channels), a 5.1 presentation (six
channels), a 7.1 presentation (eight channels), a 5.1.2 presentation (eight channels), a 5.1.4
presentation (ten channels), a 7.1.2 presentation (ten channels), a 7.1.4 presentation (twelve
channels), a 9.1.2 presentation (twelve channels), a 9.1.4 presentation (fourteen channels), a
9.1.6 presentation (sixteen channels) and a multichannel presentation with at least three
height levels (such as a 22.2 presentation with 24 channels and three height levels located
above, at and below ear level). It is noted that these presentations are merely exemplary and
that the renderer 31 may render the spatial audio objects to one or more arbitrary presentation
with an arbitrary number of presentation channels.

[034] In some implementations, each presentation comprises at least two presentation
audio channels meaning that the renderer 31 is be configured to render the spatial audio
objects to a presentation selected from the group mentioned in the above excluding the mono
presentation alternative (one channel).

[035] The presentation audio channel(s) and the audio signals of each of the spatial
audio objects 10 is represented with a sequence of time segments. The time segments may be
individual samples, frames, groups of two or more frames or a predetermined time portion of
the audio channels. Moreover, the time segments could be partially overlapping such that the
time segments e.g. are 10 ms frames with a 30% overlap.

[036] The renderer 31 receives the spatial audio objects x;[n], with audio object index
i and time segment index n, and computes presentation channels s; ,[n], with presentation
index j and speaker feed index k based on metadata M;[n] for object index i. Each
presentation comprises at least one presentation audio channel which is intended for playback

using a speaker with an associated speaker feed index k. For example, for a stereo
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presentation k = 1, 2 and a first presentation audio channel (the left stereo channel) is
associated with the speaker feed signal with index k = 1 and a second presentation audio
channel (the right stereo channel) is associated with the speaker feed signal with index k = 2.
In some implementations, only one presentation is used and thus index j can be omitted as
there is only one presentation with k speaker feeds (presentation channels). The renderer 31
converts (potentially time-varying) metadata M;[n] into a potentially time-varying rendering
gain vector g; [n] for each object index i and speaker feed index k to compute the
presentation channels s; ,[n] in accordance with

sixln] = Xixi[nlgik(n] (Eq. 1)
wherein the conversion from metadata M;[n] to rendering gain vector g; ,[n] in general
depends on the desired output presentation format. In general, renderer 31 performs the
rendering of the spatial audio objects 10 (i.e., x;[n]) to presentation channels s; ,[n] in a
frequency variant manner. For example, when rendering the spatial audio objects 10 to a
binaural presentation format with two presentation channels, the mapping of the spatial audio
objects 10 to each respective binaural channel will be frequency dependent, taking e.g. a
frequency dependent head-related transfer function (HRTF) into consideration. In another
example, the audio presentation is intended for playback using speakers with different
properties meaning that the renderer 31 may emphasize some frequencies for certain speaker
feeds (presentation channels). It is investigated that for presentations intended for playback
on e.g. low performance audio equipment the high and/or low frequency content of the spatial
audio objects 10 may be suppressed. Also, it is investigated that for e.g. a 5.1 presentation
low frequency content of the spatial audio objects 10 may be rendered to the LFE channel
whereas high frequency is emphasized for the center, left and/or right channel. However, in
some simple cases, the renderer 31 performs the rendering in a frequency invariant manner.
[037] In many cases, although not all cases, the number of spatial audio objects 10 is
greater than the number of speaker feeds k.
[038] At step S3 the presentation audio channels of the rendered presentation are
provided to a signal level analyzer 32 which first determines signal level data associated with
each presentation audio channel in the set of presentation audio channels. The signal level
data indicates at least one representation or measure of the signal level of each time segment
of each presentation channel wherein the signal level data e.g. is at least one of: an RMS
representation of the signal level/power of the time segment, an amplitude/power of the time

segment, a maximum amplitude/power of the time segment, and an average amplitude/power
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of the time segment. The signal level data may be determined using any appropriate method
and in a simple case where each presentation audio signal is represented as time domain
waveform samples the signal level data is merely the amplitude (signal) level of each sample.
In another example, where the presentation audio channels are represented with a series of
(potentially overlapping) frequency domain frames the signal level may be determined as a
function of the spectral energy of each frame.

[039] Furthermore, the signal level analyzer 32 determines, using the signal level
data, the maximum or minimum signal level, max[n] or min[n] for each time segment which
occurs among the set of presentation audio signals. Alternatively, the signal level analyzer 32
determines an average signal level avg[n] for at least two presentation channels, (e.g., such as
all presentation channels) wherein the average signal level avg[n] may be a weighted
average. It is understood that while first determining the signal level data and subsequently
determining the maximum, minimum, or average signal level, max[n], min[n], avg[n] using
the signal level data is described as two sub-steps the maximum, minimum, or average signal
level, max[n], min[n], avg[n] may be determined directly from the presentation audio
channels as a single step.

[040] At step S4 a presentation audio channel is selected for each time segment
among the set of presentation audio channels. For instance, the presentation channel
associated with the maximum max[n] or minimum min[n] signal level is selected by the
signal level analyzer 32. Alternatively, step S4 may comprise determining, with the signal
level analyzer 32, the average signal level avg[n] for at least two presentation audio channels.
For instance, using the average signal level avg[n] may lead to dynamic range adjusted
spatial audio objects which are less aggressively compressed or expanded (while potentially
allowing some presentations channels to be above or below a target upper signal level or
target lower signal level). Using the maximum max[n] or minimum min[n] signal level is
effective for ensuring that no presentation channel is above or below a target upper signal
level or target lower signal level (while the compression or expansion is aggressive and may
lead to artifacts not present when using the average signal level avg[n]).

[041] At step S5 the attenuation/gain calculator 33 determines the attenuation or gain
based on the signal level of the selected presentation signal (or the average signal level of two
or more presentation signals) and outputs information indicative of the determined

attenuation or gain to an attenuation/gain applicator unit 22.
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[042] In some implementations, step S5 involves the gain calculator 33 comparing the
signal level obtained from the signal level analyzer 32 (e.g. max[n], min[n] or avg[n]) with
the obtained threshold value and calculates an attenuation which reduces the peak value
max[n] to the threshold value or a gain which increases the minimum signal value min[n] to
the threshold value. That is, the attenuation/gain calculator 33 may be configured to calculate
a gain or attenuation for performing at least one of upwards peak limiting and downward
peak limiting to adjust the dynamic range of the spatial audio objects 10.

[043] In another implementation, step S5 involves the gain calculator 33 comparing
the min[n] or avg[n] signal level obtained at step S4 with the obtained threshold value and if
the min[n] or avg[n] signal level is below the threshold value the gain calculator the gain
calculator 33 indicates that the time segment should be attenuated (e.g. completely silenced).
For instance, such a gain calculator may be used to implement downward expansion such as
completely silencing any time segment having an associated signal level below the threshold
value.

[044] At step S6 the attenuation/gain applicator unit 22 applies the attenuation/gain to
corresponding time segments of each spatial audio object 10 to form dynamic range adjusted
spatial audio objects x’i[n]. The attenuation/gain applicator unit 22, together with the optional
delay unit 21, forms a main processing chain 20 which processes the spatial audio objects
(e.g. applies a gain or attenuation) in a manner which is controlled by the side-chain 30.

[045] In some implementations, the threshold value obtained at S31 is accompanied
by an adjustment ratio coefficient indicating the attenuation/gain to be applied for signal
levels being above/below the threshold value. Accordingly, the attenuation/gain calculated by
the gain calculator 33 may act as a compressor or expander wherein the adjustment ratio is a
ratio such as 1:2, 1:3, 1:4 or in general 1:x wherein x € (1, ). It is understood that an
adjustment ratio of 1:00 would correspond to a peak or bottom limiter. For instance, step S31
comprises obtaining an adjustment ratio coefficient and step S5 comprises determining, with
the attenuation/gain calculator 33, a threshold difference, the threshold difference being the
difference between the peak threshold value and the signal level representation of the selected
audio channel and determining the limiting the attenuation/gain based on the threshold
difference weighted with the adjustment ratio coefficient. The threshold value and/or
adjustment ratio may be based on a desired input/output curve which e.g. is created by the

user.
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[046] The dynamic range adjusted spatial audio objects x’i[n] created by application
of the attenuation/gain by the attenuation/gain applicator 22 may be archived, encoded,
distributed or rendered for direct audition. For instance, the dynamic range adjusted spatial
audio objects x’i[n] may be provided to a storage unit 50a or transmitted to at least one
presentation renderer 50b, such as, for example, a headphones speaker renderer (a stereo
renderer) or a 7.1.4 speaker renderer. Any other type of presentation render may also be used
and are within the scope of this disclosure.

[047] It is noted that while the spatial audio objects have been rendered to a
predetermined nominal presentation by the renderer 31, the spatial audio objects 10 may be
rendered to a large number of different presentations suitable for different speaker or
headphones setups. Even though the dynamic range adjusted spatial audio objects x’i[n] were
obtained by analysis of a select few rendered presentations (such as one rendered
presentation), the dynamic range adjustments of the dynamic range adjusted spatial audio
objects x’i[n] will accomplish dynamic range adjustment even when the dynamic range
adjusted spatial objects x’j[n] are rendered to presentations other than the select few
presentations used in the analysis.

[048] For instance, the side-chain 30 renders the spatial audio objects to a 5.1.2
presentation comprising five ear-height speaker feeds, one Low-Frequency Effects (LFE)
signal, and two overhead speaker feeds on which the signal level analyzer 32 and gain
calculator 33 operates. The resulting time-varying attenuation/gain is applied to
corresponding time segments of the spatial audio objects 10 in the attenuation/gain applicator
22 to obtain dynamic range adjusted spatial audio objects x’i[n]. The dynamic range adjusted
spatial audio objects x’i[n] could in turn be stored in storage 50a or rendered by presentation
renderer 50b to any presentation (including the 5.1.2 presentation) such as a 2.0 presentation
or a 7.1.4 presentation which will feature the dynamic range adjustments.

[049] In some implementations, the audio processing system further comprises a
delay unit 21 configured to form a delayed version of the spatial audio objects 10. The delay
introduced by the delay unit 21 may be a delay corresponding to the delay introduced by the
renderer 31, signal level analyzer 32 and/or gain calculator 33 of the side-chain 30. The delay
introduced by the renderer 31 may vary greatly depending on the presentation format output
by the renderer. For time-domain renderers the delay may be very short such as zero or tens
of samples while transform-based renderers (which e.g. are used to render binaural audio
signals for headphones) may have a longer delay ranging from hundreds to thousands of

samples, such as ranging from 500 to 2000 samples.
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[050] Fig. 3 illustrates an audio processing system for performing dynamic range
adjustment of spatial audio objects 10 according to some implementations. As seen, the side-
chain 30 of the audio processing system comprises at least two renderers, such as three
renderers 31a, 31b, 31c, wherein each renderer 31a, 31b, 31c is configured to obtain the
plurality of spatial audio objects 10 and render the spatial audio objects to a respective
rendered presentation, each rendered presentation comprising at least one presentation audio
channel forming the set of presentation audio channels. Accordingly, the signal level analyzer
32 performs the signal level analysis across more than one presentation. For example, when
determining the max[n], min[n] or avg[n] signal level, the signal level analyzer 32
determines max[n], min[n] or avg[n] across all presentation channels in the set of
presentation channels which comprises channels from two or more rendered presentations.
[051] In some implementations, the signal level analyzer 32 determines max|[n],
min[n] or avg[n] across all presentation channels in a subset of comprising at least two of
the presentation channels in the set of presentation channels. For instance, the signal level
analyzer 32 may select the maximum or minimum signal level mix[n], min[x] in each
presentation and determine the average of the selected the maximum or minimum signal
levels mix[n], min[x].

[052] For example, renderer A 31a renders the spatial audio objects 10 to a stereo
presentation (sax with k = 1, 2), renderer B 31b renders the spatial audio objects 10 to a 5.1
(spxwith k=1, 2 ... 6) presentation and renderer C 31c renders the spatial audio objects 10
to a 7.1.4 presentation (scx with k=1, 2 ... 12). In this example, the signal level analyzer 32
performs the analysis (e.g. determination of max[n], min[n] or avg[n]) over 2 + 6 + 12 =20
channels from three different rendered presentations.

[053] While the embodiment depicted in fig. 3 has three renderers 31a, 31b, 31c any
number of renderers may be used as an alternative to the three renderers 31a, 31b, 31c, such
as two renders or at least four renderers. Moreover, while the renderers 31a, 31b, 31c are
depicted as separate renderers the two or more rendered audio presentation may be obtained
by a single renderer configured to renderer the spatial audio objects 10 to two or more
presentations.

[054] The attenuation/gain calculator 33 determines an attenuation/gain for each time
segment and provides the determined attenuation/gain to the main-chain 20 for application to

corresponding time segments of the spatial audio objects 10.
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[055] In some implementations, the same threshold value is used for each of the at
least two presentations sa x, SBx, Scx. In other implementations, an individual threshold value
is obtained for each of the at least two presentations wherein the attenuation/gain is based on
a selected presentation audio channel and threshold value of each presentation. The threshold
value may thus be set globally, for all presentations, individually, for each presentation, or
per subset of presentations. For instance, one subset may include presentations intended for
playback using headphones or earphones whereas another subset includes presentations
intended for playback using loudspeakers in a surround system.

[056] For example, the gain calculator 33 calculates an attenuation/gain based on the
selected presentation audio channel and threshold level of a first presentation combined with
the selected presentation audio channel and threshold level of a second presentation.
Combining the selected presentation audio channel and threshold level of the at least two
presentation audio channels may e.g. comprise calculating the average (or a weighted
average) of an attenuation/gain calculated for each of the presentation. For instance, when
calculating an attenuation for enabling downward compression the gain calculator 33
compares the signal level of the selected audio channel with the first threshold value and
determines that a first attenuation A is required for compression of the first presentation.
Similarly, the gain calculator 33 determines that a second attenuation A is required for
compression of the second presentation whereby the signal calculator 33 calculates a
combination (such as e.g. the average or a weighted average) of the first and second
attenuation A1, A» which is applied by the attenuation/gain applicator 22.

[057] The threshold value of each presentation may be determined from a single
obtained threshold value by e.g. taking the downmixing of the spatial audio objects in each
presentation into account.

[058] In some implementations (not shown), each renderer 31a, 31b, 31c is associated
with an individual signal level analyzer 32 and/or individual gain calculator 33. For instance,
each renderer 31a, 31b, 31c is associated with an individual signal level analyzer 32 which
outputs the signal level min[n], max[n], avg[n] to a common gain calculator 33. Furthermore
it is envisaged that each renderer 31a, 31b, 31c is associated with an individual signal level
analyzer 32 and individual gain calculator 33 whereby the gains of the individual gain
calculators 33 are combined (e.g. by means of an average, weighted average, minimum
selection, maximum selection) such that the combined gain is provided to the

attenuation/gain applicator 22.
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[059] Fig. 4 illustrates an audio processing system for performing dynamic range
adjustment of spatial audio objects 10 according to some implementations. In the side-chain
30, the spatial audio objects 10 are provided to at least one renderer 31 to form one or several
rendered audio presentations. Each rendered audio presentation is provided to an analysis
filterbank 41b in the side-chain 30 which extracts at least two subband representations of
each rendered audio presentation. In the depicted embodiment, the analysis filterbank 41b
extracts three subband representations of each rendered presentation outputted by the at least
one renderer 31, but two or at least four subband representations may be used in an analogous
manner. For each subband representation, an individual signal level analyzer 32a, 32b, 32¢
and gain calculator 33a, 33b, 33c is provided to determine a respective attenuation/gain to be
applied to corresponding time segments and subband representations of the spatial audio
objects 10. To this end, an analysis filterbank 41a is used to extract corresponding subband
representations of the spatial audio objects 10.

[060] In the main-chain 20, an individual attenuation/gain applicator 22a, 22b, 22¢
(one for each subband representation) obtains the subband representation of the spatial audio
objects and the calculated gain by the gain calculators 33a, 33b, 33c to form dynamic range
adjusted subband representations of the spatial audio objects. Lastly, a synthesis filterbank 42
is used to combine the dynamic range adjusted subband representations of the spatial audio
objects to a single set of dynamic range adjusted spatial audio objects which are stored or
provided to an arbitrary presentation renderer.

[061] The signal level analyzer 32a, 32b, 32c¢ and gain calculator 33a, 33b, 33c of
each subband representation may be equivalent to the signal level analyzer 32 and gain
calculator 33 described in other parts of this application. That is, the step of selecting a
highest/lowest presentation channel or determining an average signal for each time segment
is performed in parallel for each subband representation. Similarly, an attenuation/gain is
determined for each subband representation and applied by the respective attenuation/gain
applicator 22a, 22b, 22c.

[062] Furthermore, the same threshold value is used for each subband representation
or, alternatively, different threshold values are obtained for each subband representation.
Additionally, the side-chain parameters and output renderer parameters described in
connection to fig. 6 in the below may be the same across all subband representations or
defined individually for each subband representation.

[063] It is understood that while the multiple renderers of fig. 3 and multiple

frequency bands of fig. 4 are respectively depicted as separate audio processing systems they
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may form part of the same system. For example, an audio processing system comprising two
or more renderers 31 wherein at least two signal level analyzers 32a, 32b, 32¢ are operating
on different subband representations of each presentation is considered one implementation.
Additionally, it is understood that the main-chain 20 may comprise one or more delay units to
introduce a delay for compensating for any delay introduced by the side-chain 30.

[064] Fig. 5 depicts a variation of the audio processing system in fig. 1. The side-
chain 130 in fig. 5 comprises the calculation and application of a slow gain and/or a fast gain.
The slow gain is changing relatively slowly over time whereas the fast gain is changing more
rapidly over time. Calculating and applying both fast and slow gains has proven to be an
effective method for eliminating digital “overs” wherein digital “overs” mean e.g. signal
levels above the maximum digital audio sample that can be represented by a digital system.
[065] For both the slow gain and the fast gain, the renderer(s) 131 receives the spatial
audio objects 10 and renders the spatial audio objects 10 to at least one audio presentation.
The at least one rendered audio presentation is provided to the signal level analyzer which
e.g. is a min/max analyzer 132 which extracts the minimum or maximum signal level for
each time segment across all presentation audio channels. Alternatively, the min/max
analyzer 132 is replaced with an average signal analyzer which extracts the average signal
level across all presentation channels or e.g. the average signal level of the highest/lowest
presentation channel in each rendered presentation.

[066] In the foregoing example, the min/max analyzer 132 will be assumed to be a
peak analyzer configured to determine the peak signal value p[n] across the presentation
audio channels which enables the audio processing system to perform peak limiting and/or
downward compression of the spatial audio objects. However, the examples apply
analogously for a min/max analyzer 132 configured to determine an average signal level
across two or more presentation channels. Additionally or alternatively, the min/max analyzer
132 may be configured to determine presentation channel being associated with a lowest
signal level min[n] which enables the audio processing system to perform e.g. upwards
compression (such as bottom limiting) or downward expansion, such as silencing of time
segments with a minimum or average signal level below the threshold level.

[067] The peak analyzer determines the peak signal value p[n] as
pln] = max|s;[n]] (Eq. 2)

for each time segment.
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[068] For calculation of the slow gain gg[n], the peak signal value p[n] of each time
segment is provided to a control signal extractor 133 which is configured to extract a control
signal c[n] for each time segment given the peak signal value p[n] and the threshold value T.
In one implementation, the control signal extractor 133 calculates the control signal as

plnl .
c[n] = {T —1 ifp[n]>T (Eq. 3)
0 otherwise

meaning that the control signal c[n] will be zero if none of the presentation channels exceeds
the threshold value T. The control signal c[n] is used by the slow gain calculator 135 to
calculate the slow gain g¢[n] to be applied to the spatial audio objects 10 by the slow gain
applicator 122a.

[069] Optionally, the control signal extractor 133 is followed by an attack/release
processor 134 tasked with modifying the control signal c[n] to maintain a predetermined
attenuation/gain adjustment rate. The attack/release processor 134 obtains an adjustment rate
parameter, indicating a maximum rate of change (i.e. the derivative) for the applied
attenuation/gain between two adjacent time segments and creates a modified control signal
¢’[n] configured such that the resulting attenuation/gain changes with a maximum rate of
change indicated by the adjustment rate parameter.

[070] In some implementations, the adjustment rate parameter is at least a first and
second adjustment rate parameter wherein the first adjustment rate parameter indicates an
attack time constant t, and wherein the second adjustment rate parameter indicates a release
time constant ;. With the attack and release time constants t,, t; an attack coefficient, «, and a

release coefficient, 8, can be obtained as
1
a = e tafs (Eq. 4)

1

ﬁ = e trfs (Eq 5)

where {; is the sampling rate of the rendered audio presentation and/or spatial audio objects
10. Subsequently, a modified control signal ¢’[n] is calculated by the attack/release processor
134 as

ac'[n— 1]+ (1 — a)c[n] ifc[n] > '[n]

c'Inl = {ﬁc’[n — 1]+ (1 = B)c[n] otherwise (Eq. 6)
[071] The slow gain g;[n] is now calculated by the slow gain calculator 135 using
¢’[n] from the attack/release processor 134 as
1
gslnl = o (Eq.7)
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or alternatively, ¢’[n] is replaced with c[n] if the optional attack/release processing at 134 is
omitted. Moreover, it is noted that while the extraction of the control signal c[n] is
convenient for the description of the extraction of the slow gain, it is not necessary to extract
the control signal explicitly. As seen in equation 3, there is a direct link between the peak
levels p[n] and the control signal c[n] meaning that c[n] may always be replaced with a
function depending on p[n].

[072] The slow gain g4[n] is provided to the slow gain applicator 122a which applies
the slow gain to corresponding time segments of the spatial audio objects 10. In some
implementations, the slow gain calculator 122a obtains an adjustment control parameter p
which indicates to which extent the slow gain g¢[n] is to be applied. For instance, the
adjustment control parameter p lies in the interval 0 < p < 1 and may be fixed or set by the
user (e.g. a mastering engineer). The slow gain calculator 122a calculates a partial slow gain
g’ s[n] based on the control signal ¢[n] or ¢’[n] and the adjustment control parameter p and
provides partial slow gains g’;[n] to the to the slow gain applicator 122a of the main-chain
120 which applies the partial slow gain g’;[n] to the spatial audio objects 10. For instance,

the partial slow gain g’¢[n] is calculated as

1

g,S [n] = 1+pC/[TL] (Eq' 8)
or alternatively the partial slow gain g’¢[n] is calculated as
/ 1
gs[n] = 1+C,[n]p+(1_p) (Eq' 9)

wherein ¢’[n] may be replaced with c[n] if the attack/release processing at 134 is omitted.
[073] In another not shown implementation, the attack/release processor 134 operates
on the slow gain g¢[n] or g’s[n] which have been extracted without attack/release processing
wherein the attack release processor 134 is configured to perform attack/release processing
on the gains g¢[n] or g’4[n] directly as opposed to performing attack/release processing on
the control signal c[n].

[074] The slow gain gs[n] or partial slow gain g’s[n] is provided to the slow gain
applicator 122a which applies the slow gain g¢[n] or partial slow gain g’s[n] to each
corresponding time segment (and subband representation) of the spatial audio objects to form
dynamic range adjusted spatial audio objects x’i[n].

[075] In some implementations, the calculation and application of a slow gain gs[n]

is accompanied by the subsequent calculation and application of a fast gain g [n].

Alternatively, only one of the fast gain g¢[n] and slow gain gs[n] is calculated and applied to
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each time segment of the spatial audio objects. In the below, the fast gain g¢[n] is described
in further detail.
[076] With the slow gain g[n] (or modified slow gain g’;[n]) calculated by the slow
gain calculator 135, the slow gain g[n] is provided to the modified min/max calculator 136
alongside the threshold value T and the peak signal levels p[n]. The modified min/max
calculator 136 calculates the modified peak levels p’[n], e.g. by setting

p’[n] = max (O,M - 1) (Eq. 10)
or by replacing g¢[n] with g’;[n].
[077] The modified peak levels p’[n] are further processed by a lookahead smoother
137 which calculates smoothed modified peak levels p”[n], e.g. by convolving the modified
peak levels p’[n] with a smoothing kernel w[m] with m elements. Ideally, the elements of the
smoothing kernel w[m] satisfies the unity sum constraint:

1=3,w[m] (Eq. 11)
such as w[m] = [0.25, 0.25, 0.25, 0.25]. The fast gain, g, [n], is then calculated from the

smoothed modified peak values as

1
1+prr[n]

grln] = (Eq. 12)

whereby the fast gain g[n] is provided to the fast gain applicator 122b which applies the fast
gains g¢[n] on the spatial audio objects that have already been processed with the slow gains
gs[n] applied by the slow gain applicator 122a.
[078] In some implementations, the modified peak levels p’[n] are stored in a first
cyclic peak buffer b, of length M

bi[m % M] = p'[n] (Eq. 13)
wherein % indicates the integer modulo operator. A second cyclic buffer b, of length M
stores the maximum peak level observed in the first cyclic peak buffer. Accordingly, the

second cyclic peak buffer b, is obtained as

b,[m % M] = maxb,[m]. (Eq. 14)
m

The lookahead smoother 137 may be configured to obtain smoothed modified peak levels
p"'[n] by convolving the smoothing kernel with the second cyclic buffer. That is, the
smoothed modified peak levels p’’[n] are obtained as

p"[n] = Xmwlm]b,[(n —m)%M] (Eq. 15)
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which are provided to the fast gain calculator 138 which calculates the fast gain g¢[n] in
accordance with equation 12 in the above and provides the fast gain g ¥ [n] to the fast gain
applicator 122b.

[079] The amount of lookahead and/or the length of the cyclic buffers b;, b, can be
set by the user as side-chain parameters. Similarly, the length, lookahead and/or individual
element values of the smoothing kernel w[m] may be determined by the user as a side-chain
parameter to establish the desired dynamic range adjusted spatial audio objects x’;[n].

[080] Two delay units 121a, 121b of the main-chain 120 are also depicted in fig. 5,
the delay units 121a, 121b are configured to introduce a respective delay to the spatial audio
objects 10 such that the fast gain g;[n] and slow gain g¢[n] are applied for the corresponding
time segments. An initial delay of K time segments (e.g. K samples) is applied to the spatial
audio objects 10 by the first delay unit 121a to compensate for any rendering delay or
lookahead introduced by the renderer(s) 131, min/max analyzer 132, control signal extractor
133, attack/release processor 134, and slow gain calculator 135. Similarly, a second delay
unit 121b applies a second delay of M time segments (e.g. M samples) to compensate for any
lookahead or delay introduced by the modified min/max calculator 136, lookahead smoother
137 and fast gain calculator 138. The delays K and M introduced by the delay units 121a,
122b is typically in the range of tens to thousands of time segments (samples). For instance,
the delay K introduced by the first delay unit 121a is between tens and thousands of time
segments (samples) depending on the type of presentation(s) output by the renderer(s) 131 as
described in the above. The delay M introduced by the second delay unit 121b is typically in
the order of 1 millisecond to 5 milliseconds due mainly to the amount of lookahead in the
lookahead smoother 137. For example, for 1 millisecond lookahead at 32 kHz sampled audio
channels the delay M is 32 time segments (samples) and for 5 millisecond lookahead at 192
kHz sampled audio channels the delay M is around one thousand time segments (samples).
[081] In one particular implementation, the renderer(s) 131 is an Object Audio
Renderer (OAR) employing lightweight pre-processing and a delay of K = 512 time segments
(samples) is used with a fast gain delay of M = 64 for lookahead. If the lightweight
preprocessing is replaced with Spatial Coding the delay K could be increased to e.g. 1536,
however it is envisaged that with different and/or future pre-processing schemes and OAR
rendering techniques the delay K could be reduced below 1536 and even approach or reach a
delay of zero time segments (samples). Accordingly, the dynamic range adjusted spatial

audio objects x’j[n] may be obtained as
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x'i[n] =xi[n =M —K]g¢[n—Klgs[n — M - K] (Eq. 16)
or optionally with g’s[n — M — K] replacing g;[n — M — K].
[082] Fig. 6 illustrates a user 70, such as a mastering or mixing engineering,
mastering the spatial audio objects 10 using an audio processing system described in the
above. The delay unit(s) 21 and the attenuation/gain applicator 22 form a main-chain 20 and
involves applying one or more of the fast gain g¢[n] and slow gain gg[n] in one or more
subband representations as described in the above. Similarly, the side-chain 30 is any of the
different side-chain implementations described in the above.
[083] When mastering spatial audio objects 10, the user 70 may set or adjust side-
chain parameters 72 comprising one or more of the threshold value T (which may be a single
value or set per subband representation or per rendered presentation in the side-chain), the
adjustment rate (the maximum rate of change or the attack/release times t,, t;), the adjustment
control parameter p, the number of renderers in the side-chain 30, the type of renderers in the
side-chain 30, the number and/or frequency (cutoff, bandwidth) of the subband
representations in the side-chain 30, and the amount of lookahead e.g. in the lookahead
smoother 137. Albeit the main-chain 20 operates with some delay introduced by the delay
unit(s) 21, any changes made to the side-chain parameters 72 by the user 70 will introduce a
corresponding change in the dynamic range adjusted spatial audio objects x’;[n] output by the
main-chain 20. The dynamic range adjusted spatial audio objects x’i[n] are rendered to one or
more audio presentation(s) of choice (such as a stereo presentation and/or a 5.1 presentation)
by the output renderer 60 which is auditioned by the user 70. Accordingly, the user 70 can
adjust the side-chain parameters 72 and rapidly hear the results of the tuning to facilitate
obtaining the desired result (i.e. mastered spatial audio objects). In some implementations, the
output renderer 60 renders dynamic range adjusted spatial audio objects x’i[n] to two or more
presentations in parallel, allowing the user 70 to rapidly switch between different rendered
presentation while tuning the side-chain parameters 72. To this end, the user may adjust
output renderer parameters 60 which affects the number and type of output renderers (and
which presentation that is currently provided to audio system used by the user 70).
[084] The renderer(s) in the side-chain 30 and their respective output presentations
may be set based on different criteria highlighted in the below.
[085] The renderer(s) in the side-chain 30 and their output presentation format(s) may

be set by input by the user 70.
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[086] The renderer(s) in the side-chain 30 and their output presentation format(s) may
be selected so as to cover one or more presentations that are expected to be the most common
presentations for consumption of the content of the spatial audio objects 10. For instance, if
the content is music, the renderer(s) in the side-chain 30 are configured to render a stereo
presentation, and if the content is the audio track of a movie, the renderer(s) in the side-chain
30 are configured to render a stereo presentation and a 5.1 presentation.

[087] The renderer(s) in the side-chain 30 and their output presentation format(s) may
be selected to represent the worst case situation in terms of risk of digital overs. For instance,
the presentation format(s) with the highest peak levels are selected among two or more
alternative presentation formats.

[088] The renderer(s) in the side-chain 30 and their output presentation format(s) may
be selected to represent all or substantially all of a number of possible renderer(s) and
presentation format(s) that will be used in content consumption. Accordingly, the dynamic
range adjusted spatial audio objects x’i[n] ensures that no presentation of the spatial audio
objects will have any overs.

[089] The renderer(s) in the side-chain 30 and their output presentation format(s) may
be selected based on the sonic characteristics that a presentation introduces into the dynamic
range adjusted spatial audio objects x’i[n] outputted by the main-chain 20 (and which is
apparent from the presentation outputted by the output renderer 60). The sonic characteristics
comprises at least one of: an amount of perceived punch, clarity, loudness, harmonic
distortion or saturation, intermodulation distortion, transient squashing or enhancement or
dynamics enhancement. For instance, the user 70 cycles through various presentation
format(s) in the side-chain 30 to determine which presentation formats provides the best basis
for analyzing the modification of the sonic characteristics introduced by the application of the
attenuation/gain introduced by the side-chain 30.

[090] Unless specifically stated otherwise, as apparent from the following
discussions, it is appreciated that throughout the disclosure discussions utilizing terms such as
“processing”, “computing”, “calculating”, “determining”, “analyzing” or the like, refer to the
action and/or processes of a computer hardware or computing system, or similar electronic
computing devices, that manipulate and/or transform data represented as physical, such as
electronic, quantities into other data similarly represented as physical quantities.

[091] It should be appreciated that in the above description of exemplary
embodiments of the invention, various features of the invention are sometimes grouped

together in a single embodiment, figure, or description thereof for the purpose of streamlining
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the disclosure and aiding in the understanding of one or more of the various inventive
aspects. This method of disclosure, however, is not to be interpreted as reflecting an intention
that the claimed invention requires more features than are expressly recited in each claim.
Rather, as the following claims reflect, inventive aspects lie in less than all features of a
single foregoing disclosed embodiment. Thus, the claims following the Detailed Description
are hereby expressly incorporated into this Detailed Description, with each claim standing on
its own as a separate embodiment of this invention. Furthermore, while some embodiments
described herein include some but not other features included in other embodiments,
combinations of features of different embodiments are meant to be within the scope of the
invention, and form different embodiments, as would be understood by those skilled in the
art. For example, in the following claims, any of the claimed embodiments can be used in any
combination.

[092] Furthermore, some of the embodiments are described herein as a method or
combination of elements of a method that can be implemented by a processor of a computer
system or by other means of carrying out the function. Thus, a processor with the necessary
instructions for carrying out such a method or element of a method forms a means for
carrying out the method or element of a method. Note that when the method includes several
elements, e.g., several steps, no ordering of such elements is implied, unless specifically
stated. Furthermore, an element described herein of an apparatus embodiment is an example
of a means for carrying out the function performed by the element for the purpose of carrying
out the invention. In the description provided herein, numerous specific details are set forth.
However, it is understood that embodiments of the invention may be practiced without these
specific details. In other instances, well-known methods, structures and techniques have not
been shown in detail in order not to obscure an understanding of this description.

[093] Thus, while there has been described specific embodiments of the invention,
those skilled in the art will recognize that other and further modifications may be made
thereto without departing from the spirit of the invention, and it is intended to claim all such
changes and modifications as falling within the scope of the invention. For example, the
different alternatives for determination and application of the fast gain g¢[n] and slow gain
gs[n] described in combination with fig. 5 could be performed in parallel for two or more
subband representations (as described in connection with fig. 4 above) and/or across
presentation audio channels from two or more rendered presentations (as described in

connection with fig. 3 in the above). Additionally, the min/max analyzer 132 in fig. 5 may be
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comprised in the signal level analyzer 32, 32a, 32b, 32¢ of fig. 1, fig. 3 and fig. 4. Similarly,
the control signal extractor 331, attack/release processor 333, and slow gain calculator 334 of
fig. 5 may be comprised in the attenuation/gain calculator 33, 33a, 33b, 33c of fig. 1, fig. 3
and fig. 4.

[094] Various features and aspects will be appreciated from the following enumerated
exemplary embodiments (“EEEs”):

[095] EEE 1. A method for dynamically changing levels of one or more object-based
audio signals of an object-based input audio asset, wherein the method comprises: receiving
the object-based input audio asset; rendering the object-based input audio asset to one or
more presentations using one or more audio renderers; determining one or more measures of
signal level of the one or more presentations; computing a gain or an attenuation in response
to the one or more signal level measures; and applying the computed gain or attenuation to at
least one of the one or more object-based audio signals to produce an object-based output
audio asset.

[096] EEE 2. The method of EEE 1, wherein rendering the object-based input audio
asset to the one or more presentations comprises generating one or more loudspeaker or
headphones presentations.

[097] EEE 3. The method of EEE 1 or 2, wherein determining the one or more
measures of signal level comprises detecting a peak signal level or an average signal level.
[098] EEE 4. The method of any of EEEs 1-3, wherein the attenuation is based on a
control signal determined from the one or more measured signal levels.

[099] EEE 5. The method of any of EEEs 1-4, wherein the computed gain or
attenuation is configured to reduce peak levels in one or more rendered presentations.

[100] EEE 6. The method of any of EEEs 1-5, wherein the computed gain or
attenuation is based on a desired input-output curve.

[101] EEE 7. The method of any of EEEs 1-6, further comprising modifying one or
more parameters for rendering the object-based input audio asset, for determining one or
more measures of signal level, for computing the gain or the attenuation, and/or for
auditioning the object-based output audio asset in real-time.

[102] EEE 8. The method of EEE 7 when dependent on EEE 4, further comprising
modifying one or more parameters for computing the control signal.

[103] EEE 9. The method of any of EEEs 1-7, wherein rendering the object-based

input audio asset to the one or more presentations using the one or more audio renderers
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comprises: converting the object-based input audio asset into one or more presentations in a
frequency invariant manner.

[104] EEE 10. The method of EEE 9, wherein the converting is applied in two or
more frequency bands of the object-based input audio asset.

[105] EEE 11. The method of any of EEEs 1-10, wherein computing the gain or the
attenuation in response to the one or more signal level measures is based on at least one
control parameter, the one control parameter comprising at least one of an attack time
constant, a release time constant, a maximum amplitude, a threshold, or a proportion of gain
or attenuation to be applied.

[106] EEE 12. The method of any of EEEs 1-11, wherein computing the gain or the
attenuation in response to the one or more signal level measures comprises computing a fast
gain and a slow gain.

[107] EEE 13. The method of EEE 12, wherein computing the fast gain and/or the
slow gain is based on at least one control parameter, the one control parameter comprising at
least one of an attack time constant, a release time constant, a maximum amplitude, a
threshold, or a proportion of gain or attenuation to be applied.

[108] EEE 14. The method of any of EEEs 1-13, wherein the one or more audio
renderers and one or more respective output presentation formats of the one or more audio
renderers are configured to be selected based a criteria, the criteria comprising at least one of:
(a) an end-user input, (b) an end-user preference, (c) a likelihood of one or more
presentations being consumed by a listener, (d) a worst-case scenario of expected peak levels
across two or more alternatives, (€) running a plurality of the one or more audio renderers
and/or the one or more respective output presentation formats in parallel to ensure that the
one or more respective output presentations has peak levels above a threshold value, or (f) an
end-user selection from a plurality of options to obtain a specific sonic character.

[109] EEE 15. The method of EEE 14, wherein the plurality of options includes at
least one of: a specific amount of perceived punch, clarity, loudness, harmonic distortion or
saturation, intermodulation distortion, transient squashing or dynamics enhancement.

[110] EEE 16. A system for dynamically changing signal levels of one or more
object-based audio signals of an object-based input audio asset, wherein the system
comprises: one or more renderers, the one or more renderers configured to: receive the
object-based input audio asset; render the object-based input audio asset to one or more
presentations; and a peak analyzer configured to: determine one or more measures of signal

level of the one or more presentations; a gain analyzer configured to: compute a gain or an
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attenuation in response to the one or more signal level measures; and wherein the computed
gain or attenuation is applied to at least one of the one or more object based audio signals to
produce an object-based output audio asset.

[111] EEE 17. The system of EEE 16, further comprising a delay unit configured to
compensate for one or more latencies introduced by the one or more renderers.

[112] EEE 18. The system of EEE 17, wherein the one or more renderers comprise at

least two renderers operating in parallel.

[113] EEE 19. The system of EEE 18, wherein the peak analyzer is further configured
to compute a control signal derived from the output of the at least two renderers operating in
parallel.

[114] EEE 20. The system of EEE 19, wherein the gain analyzer is configured to

compute the gain or the attenuation in response to the one or more signal level measures

based on the computed control signal.
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CLAIMS
1. A method for performing dynamic range adjustment of spatial audio objects (10), the
method comprising:
obtaining (step S1) a plurality of spatial audio objects (10);

obtaining (step S2) at least one rendered audio presentation of the spatial audio objects
(10), the at least one rendered audio presentation comprising at least one presentation audio
channel forming a set of presentation audio channels;

determining (step S3) signal level data associated with each presentation audio channel
in said set of presentation audio channels, wherein the signal level data represents a signal
level for a plurality of time segments of the presentation audio channel;

obtaining (step S31) a threshold value;

for each time segment:

selecting (step S4) a selected presentation audio channel, wherein the selected
presentation audio channel is a presentation audio channel of the set of presentation audio
channels that is associated with a highest signal level or a lowest signal level for the time
segment compared to other presentation audio channels of said set of presentation audio
channels, and

determining (step S5) a gain, the gain being based on the threshold value and the
representation of the signal level of the selected audio channel; and

applying (step S6) the gain of each time segment to corresponding time segments of

each spatial audio object to form dynamic range adjusted spatial audio objects.

2. The method according to claim 1, further comprising:

obtaining an adjustment ratio coefficient; and wherein determining for each time
segment a gain comprises:

determining a threshold difference, the threshold difference being a difference between
the threshold value and the signal level representation of the selected audio channel; and

determining the gain based on the threshold difference and the adjustment ratio

coefficient.
3. The method according to claim 1, wherein the gain attenuates the signal level of the

selected presentation channel to said threshold value or wherein the gain amplifies the signal

level of the selected presentation channel to said threshold value.
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4. The method according to claim 3, further comprising
obtaining an adjustment control parameter, wherein the adjustment control parameter
indicates a scaling factor of the gain; and

applying the scaling factor to the gain.

5. The method according to any of the preceding claims, wherein the signal level data
for each time segment comprises a signal level representation for a plurality of frequency
bands of the presentation audio channel, the method further comprising:

selecting, for each time segment and frequency band, a presentation audio channel of
said set of presentation audio channels;

determining a gain for each time segment and frequency band, the gain for each
frequency band being based on the threshold value and the representation of the time segment
and frequency band of the signal level of the selected presentation audio channel; and

applying the gain of each frequency band and time segment to corresponding time
segments and frequency bands of each spatial audio object to form dynamic range adjusted

spatial audio objects.

6. The method according to any of the preceding claims, wherein each rendered audio

presentation comprises at least two presentation audio channels.

7. The method according to any of the preceding claims, wherein at least two rendered
presentations are obtained, wherein each rendered audio presentation comprises at least one

presentation audio channel.

8. The method according to claim 7, wherein the gain is further based on a
representation of the signal level of a second selected audio channel, wherein the a second
selected presentation audio signal is of a second rendered presentation different from the

rendered presentation of the selected audio channel.
9. The method according to claim 8, further comprising

obtaining a second threshold value for each of said at least two rendered presentations;

wherein the gain is further based on a combination of:
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the representation of the signal level of the selected audio signal and the threshold
value, and
the representation of the signal level of the second selected audio channel and the

second threshold value.

10. The method according to any of the preceding claims, further comprising:

obtaining an adjustment rate parameter, indicating a maximum rate of change for the
gain between two adjacent time segments, and

wherein the gain is further based on the adjustment rate parameter such that the gain

changes with a maximum rate of change indicated by the adjustment rate parameter.

11. The method according to claim 10, wherein the adjustment rate parameter is at least
a first and a second adjustment rate parameter,

wherein the first adjustment rate parameter indicates an attack time constant,

wherein the second adjustment rate parameter indicates a release time constant, and

wherein the gain is further based on the attack time constant and the release time
constants such that the gain changes with a maximum rate of change indicated by the attack

time constant and the release time constants respectively.

12. The method according to any of the preceding claims, further comprising:

determining, for each time segment, a modified signal level representation, wherein the
modified signal level representation is based on the signal level representation of the selected
presentation audio channel with the gain applied;

determining a smoothed modified signal level representation for each time segment by
convolving the modified signal level representation of each time segment with a smoothing
kernel;

calculating a smoothing gain based on the smoothed modified signal level
representation for each time segment; and

applying the smoothing gain of each time segment to a corresponding time segment of
each dynamic range adjusted spatial audio object to form enhanced dynamic range adjusted

spatial audio objects.
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13. The method according to claim 12, further comprising:
storing the modified signal level representation of consecutive time segments in a first
cyclic buffer of length M; and
storing a maximum or a minimum modified signal level representation of the first
cyclic buffer in a second cyclic buffer of length M;
wherein determining a smoothed modified signal level representation for each

time segment comprises convolving the second cyclic buffer with the smoothing kernel.

14. The method according to any of the preceding claims, wherein said representation
of signal level of each time segment of each presentation audio channel is chosen from a
group comprising:

an RMS representation of the signal level of the time segment,

an amplitude of the time segment,

a maximum amplitude of the time segment,

an average amplitude of the time segment, and

a minimum amplitude of the time segment.

15. The method according to any of the preceding claims, wherein said at least one
rendered presentation is a rendered presentation chosen from a group comprising:

a mono presentation,

a stereo presentation,

a binaural presentation,

a 5.1 presentation,

a 7.1 presentation,

a 5.1.2 presentation,

a 5.1.4 presentation,

a 7.1.2 presentation,

a 7.1.4 presentation,

a9.1.2 presentation,

a9.1.4 presentation,

a 9.1.6 presentation, and

a multichannel presentation with at least three height levels, such as 22.2.
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16. An audio processing system for dynamic range adjustment, comprising:

at least one renderer (31, 31a, 31b, 31c¢), configured to obtain a plurality of spatial
audio objects (10) and render the spatial audio objects to a rendered presentation, the
rendered presentation comprising at least one presentation audio channel forming a set of
rendered presentation audio channels;

a signal level analysis unit (32, 32a, 32b, 32c), configured to determine signal level
data associated with each presentation audio channel in said set of presentation audio
channels, wherein the signal level data represents the signal level for a plurality of time
segments of the presentation audio channel, and

a gain calculator (33, 33a, 33b, 33c), configured to:

obtain a threshold value,

select a presentation audio channel, wherein the selected presentation audio
channel is a presentation audio channel of the set of presentation audio channels which is
associated with a highest or a lowest signal level representation for the time segment
compared to the other presentation audio channels of said set of presentation audio channels,

determine for each time segment a gain, the gain being based on the threshold
value and the signal level representation of the selected presentation audio channel, and

a gain applicator (22, 22a, 22b, 22c) configured to apply the gain of each time
segment to corresponding time segments of each spatial audio object to form dynamic range

adjusted spatial audio objects.

17. The audio processing system according to claim 16, further comprising:

a delay unit (21) configured to obtain the plurality of spatial audio objects (10) and
generate delayed spatial audio objects corresponding to the spatial audio objects, wherein the
delay introduced by the delay unit corresponds to the delay introduced by the at least one
renderer (31, 31a, 31b, 31c¢), and

wherein the gain applicator (22, 22a, 22b, 22c¢) is configured to apply the gain of each
time segment to corresponding time segments of each delayed spatial audio object to form

dynamic range adjusted spatial audio objects.

18. The audio processing system according to claim 16 or 17, wherein each rendered

presentation comprises at least two presentation audio channels.
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19. The audio processing system according to any of the preceding claims, comprising
at least two renderers (31, 31a, 31b, 31c), wherein each renderer 31, 31a, 31b, 31c) is
configured to obtain the plurality of spatial audio objects (10) and render the spatial audio
objects to a respective rendered presentation, each rendered presentation comprising at least

one presentation audio channel forming the set of presentation audio channels.
20. A computer program product comprising instructions which, when the program is

executed by a computer, cause the computer to carry out the steps of the method of any of

claims 1 to 15.
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