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(57) Abstract:  This invention relates to a method,
a computer program, a computer program product, a
device and a system for providing image data related to a
three-dimensional image for a multiview display. The image
data comprises sets of image data. The multiview display
comprises a plurality of sets of one or more viewing sectors.
The multiview display is configured to display each set of
image data of the sets of image data in a different set of
viewing sectors of the plurality of sets of viewing sectors to
create a stereoscopic effect. Therein, in at least two sets of
image data of the sets of image data, image data stemming
from the same view of at least a part of the three-dimensional
image is included, so that the number of views displayed for
the at least a part of the three-dimensional image is smaller
than the number of sets of viewing sectors of the multiview
display.
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Improved Image Quality in Stereoscopic Multiview Displays

FIELD OF THE INVENTION

This invention relates to a method, a computer program, a
computer program product, a device and a system for providing
sets of image data of a three-dimensional image for a

multiview display.

BACKGROUND OF THE INVENTION

In autostereoscopic direct-view displays (i.e.

three-dimensional (3D) displays), the image is seen in 3D.

The 3D display panel typically includes a spatially

interlaced structure that blocks or bends the light from only
certain pixels to each eye. So the left and the right eyes
of the user see different pixels of the display, and if the
display content is generated accordingly, different left- and

right-eye images also.

The horizontal distance or disparity in an object between the
left- and right-eye images defines the amount of stereo effect
in the image. The most common 3D displays have two views (a
left-eye view and a right-eye view), and the user must be
located exactly in front of the display to see a comfortable
3D image. That is, the moving freedom in front of the display

is very limited.

One solution for the limited viewing freedom is to have more
than two views in the display. In these multiview 3D displays,
the views are spread more widely and the transition from one

view to another is typically smooth. In addition to the larger
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viewing freedom, the resulting motion parallax (i.e. the
possibility to peak behind objects) makes the 3D experience

more natural.

In these spatially interlaced 3D displays, generally the
resolution for each view is reduced compared to the resolution
of a 2D display that uses a base panel (pixel matrix) of the
same size. In a 2-view 3D display, the resoclution for each
view is still half of the base panel resolution, which is not
critical yet especially with high-resolution displays.
However, inamultiview 3D display incorporating N views (e.qg.
9), each view has only 1/N (e.g. 1/9) of the base panel
resolution. The perceived resolution might be slightly higher
than this because typically the adjacent views are partly
overlapping. Still, the resolution is clearly lower than in

2-view displays.

Also, the perceived blurriness of objects increases when the
stereo effect increases, which is not the case in 2-view

displays.

This results in blurry images and e.g. in poor text

readability in multiview 3D displays.

SUMMARY

The quality of a 3D image or of certain parts of it may be
improved by minimizing the stereo effect of those parts.
Keeping the disparity of these objects close to zero makes
them look sharp. This approach may be used by 3D content
creators both with 2-view and multiview stereo content. The
downside is that the capabilities of the 3D display may be
partly wasted.
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According to a first aspect of the present invention, a method
for providing image data related to a three-dimensional image
for a multiview display is disclosed, wherein the image data
comprises sets of image data, wherein the multiview display
comprises a plurality of sets of one or more viewing sectors,
and wherein the multiview display is configured to display
each set of image data of the sets of image data in a different
set of viewing sectors of the plurality of sets of viewing
sectors to create a stereoscopic effect. The method comprises
including, in at least two sets of image data of the sets of
image data, image data stemming from the same view of at least
a part of the three-dimensional image, so that the number of
views displayed for the at least a part of the

three-dimensional image is smaller than the number of sets

of viewing sectors of the multiview display.

According to a second aspect of the present invention, a
computer program for providing image data related to a
three-dimensional image for amultiview display is disclosed,
wherein the image data comprises sets of image data, wherein
the multiview display comprises a plurality of sets of one
or more viewing sectors, and wherein the multiview display
is configured to display each set of image data of the sets
of image data in a different set of wviewing sectors of the
plurality of sets of viewing sectors to create a stereoscopic
effect. The computer program comprises instructions operable
to cause a processor to include, in at least two sets of image
data of the sets of image data, image data stemming from the
same view of at least a part of the three-dimensional image,
so that the number of views displayed for the at least a part

of the three-dimensional image is smaller than the number of
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sets of viewing sectors of themultiview display. The computer
program may for instance be stored on a computer-readable
medium. The computer-readable medium may for instance be

embodied as an electric, magnetic, electro-magnetic or optic
storage medium, and may either be a removable medium or a

medium that is fixedly installed in a device.

According to a third aspect of the present invention, a device
for providing image data related to a three-dimensional image
for a multiview display is disclosed, wherein the image data
comprises sets of image data, wherein the multiview display
comprises a plurality of sets of one or more viewing sectors,
and wherein the multiview display is configured to display
each set of image data of the sets of image data in a different
set of viewing sectors of the plurality of sets of viewing
sectors to create a stereoscopic effect. The device comprises
a processing unit configured to include, in at least two sets
of image data of the sets of image data, image data stemming
from the same view of at least a part of the three-dimensional
image, so that the number of views displayed for the at least
a part of the three-dimensional image is smaller than the
number of sets of viewing sectors of the multiview display.
The device may for instance be embodied as a module. The device
may also comprise the multiview display. The device may for
instance be a mobile communication device or a part thereof,
such as for instance a mobile phone, a personal digital

assistant or a portable computer. Equally well, the device
may be a computer. The device may for instance be a server
in a communication network that produces image data to be
transmitted to clients (e.g. terminals) of the network via

wired and/or wireless connections.
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According to a fourth aspect of the present invention, a
system is disclosed, comprising a first device and a second
device, wherein the first device is configured to provide
image data related to a three-dimensional image for a
multiview display, wherein the image data comprises sets of
image data, wherein the multiview display comprises a
plurality of sets of one or more viewing sectors, and wherein
the multiview display is configured to display each set of
image data of the sets of image data in a different set of
viewing sectors of the plurality of sets of viewing sectors
to create a stereoscopic effect. The first device comprises
a processing unit configured to include, in at least two sets
of image data of the sets of image data, image data stemming
from the same view of at least a part of the three-dimensional
image, so that the number of views displayed for the at least
a part of the three-dimensional image is smaller than the
number of sets of viewing sectors of the multiview display,
and an interface configured to transmit the sets of image
data. The second device comprises an interface configured to
receive the sets of image data, and the multiview display for
displaying the sets of image data. The first and second
devices may for instance be components of a wired and/or
wireless network, e.g. a server, or a part thereof, and a

client or a part thereof.

According to the present invention, image data related to a
3D image is provided for a multiview display. The providing
of said image data may for instance comprise producing said
image data and/or processing of raw image data. Said producing
of said image data may for instance be performed by a 3D engine
that uses virtual cameras looking at a virtual scene or object

from different viewpoints. Said processing of raw image data
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may for instance comprise combining raw image data obtained
from one or more cameras picturing an object from one or more
different viewpoints. The image data may be in any format that
allows the image data to be displayed on a multiview display.
The image data comprises sets of image data, and the multiview
display, which comprises a plurality of sets of one or more
viewing sectors, is configured to display each of the sets
of image data in a different set of viewing sectors of the
plurality of sets of viewing sectors to create a stereoscopic
effect. The viewing sectors of the multiview display may for
instance be sectors lying in a horizontal plane and/or in a
vertical plane. Both of the planes may for instance be
perpendicular to a plane defined by the screen of a display.
A set of viewing sectors may for instance comprise only one
viewing sector, or several viewing sectors which may for
instance be periodically arranged, for instance with
equidistant viewing sector center angles, in a plane.
Therein, different sets of viewing sectors may be understood
as sets of viewing sectors that do not have viewing sectors
in common. Nevertheless, viewing sectors of different sets

of viewing sectors may at least partially overlap.

The multiview display is configured to display each set of
image data in a different set of viewing sectors to create
a stereoscopic effect. Therein, the sets of image data may
be displayed in the different sets of viewing sectors
completely or partially concurrently, or in a temporally

interlaced manner.

For instance, in the multiview display, each of the sets of
image data may for instance be rendered spatially interlaced,

i.e. by a specific plurality of pixels of a base panel (e.qg.
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a Liquid Crystal Display (LCD) matrix) of the multiview
display, and the specific plurality of pixels may be
associated with optical means that accordingly block or bend
the light from the specific plurality of pixels so that the
image data rendered by the specific plurality of pixels is
only displayed in a specific set of one or more viewing sectors

of the multiview display.

In case that the sets of image data stem from different views
of the 3D image (for instance a left-eye view and a right-eye
view), providing the image data comprising the sets of image
data to the multiview display causes the different views of
the 3D image to be respectively displayed in different sets
of viewing sectors of the multiview display, and thus creates

a stereoscopic effect.

Equally well, in the multiview display, each of the sets of
image data may for instance be rendered by all pixels of the
base panel (i.e. with full resolution), and the multiview
display may be configured in a way to display the sets of image
data in a temporally interlaced manner, wherein each set of
image data is displayed in a different set of viewing sectors.
As a simple example, if only two sets of viewing sectors are
present, the multiview display may for instance first display
a first set of image data in a first set of viewing sectors,
and then may display the second set of image data in a second
set of viewing sectors. If the alternation between the

displaying of both sets of image data is fast enough, the
perception inertia of a viewer's eye will cause the sets of
image data to be perceived in a stereoscopic way. Changing
the set of viewing sectors in which the respective set of image

data is displayed may for instance be achieved by a
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bi-directional backlight structure, which is configured to
direct light into two or more distinct directions
(corresponding to viewing sectors) and is synchronized with
the frequency of the change of the sets of image data displayed
by the base panel. Equally well, other optical and/or
mechanical means that allow to display the sets of image data
in different sets of viewing sectors in temporally interlaced

manner may be applied.

The multiview display may also be configured display the sets
of image data in the sets of viewing sectors in both a
temporally and spatially interlaced way. For instance, in a
first time slot, two sets of image data may be displayed
spatially interlaced, i.e. by two different sets of pixels
of the base panel that cooperate with one or more lenticular
lenses to display the two sets of image data in two different
sets of viewing sectors, and in a second time slot, two further
sets of image data may be displayed spatially interlaced, so
that, when integrating both time slots, four sets of image
data are displayed in four different sets of viewing sectors

(e.g. four different viewing sectors).

According to the present invention, in at least two sets of
image data of the sets of image data, image data stemming from
the same view of at least a part of the 3D image is included.
This including may for instance be performed during or after
a producing of said image data. Equally well, this including
may for instance be performed during or after processing of
raw image data. This including has the effect that the number
of views displayed by the multiview display for the at least
a part of the three-dimensional image is smaller than the

number of sets of viewing sectors of the multiview display.
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This causes the at least a part of the 3D image to appear less
blurred when the sets of image data are displayed by the

multiview display. Furthermore, the complexity of providing
the image data for the multiview display may be significantly

reduced.

According to the present invention, it is thus possible to
treat a multiview display that is actually capable of
displaying N sets of image data in respective N different sets
of viewing sectors partly or completely as if it was a

multiview display with less than N sets of viewing sectors.

For instance, if a 3D image that is to be displayed by the
multiview display with N sets of viewing sectors is composed
of a foreground object, which is desired to be sharp (e.qg.
a text object), and a background, for which a large motion
parallax and/or viewing freedom is desired, the sets of image
data may be provided in a way that in the N sets of image data
that are to be displayed by the multiview display, image data
stemming from respective N different views of the background
of the 3D image is included, i.e. image data stemming from
a first view is included in a first set of image data, image
data stemming from a second view is included in a second set
of image data, and so forth. This ensures a strong motion
parallax and/or a large viewing freedom for the background.
However, to increase sharpness of the foreground object,

instead of including image data stemming from respective N
different views of the foreground object of the 3D image in
the N sets of image data, image data stemming from the same
view of the foreground object is included into at least two
of the sets of image data. For instance, only image data

stemming from a left-eye view of the foreground object may
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be included into the first half of the sets of image data,
and image data stemming from a right-eye view of the
foreground object may be included into the second half of the
sets of image data. This may slightly reduce the motion
parallax (depending on the content) and/or the viewing
freedom (depending on the 3D structure of the display) , but
increases its sharpness. Furthermore, all sets of viewing

sectors of the multiview display are still used.

Instead of including image data stemming from the same view
of only a part of the 3D image into at least two sets of image
data, equally well image data stemming from the same view of
the entire 3D image may be included into at least two sets
of image data. Then, in at least two sets of viewing sectors
of the multiview display, the same view of the 3D image is

displayed.

The present invention may for instance be applied to create
3D content for a User Interface (UI), for 3D games, for movie
subtitles, but may equally well be applied in the context of

natural images (for instance with post processing).

According to an exemplary embodiment of the present

invention, the sets of image data form groups, and in all sets
of image data forming a group, the image data stemming from
the same view of the at least a part of the three-dimensional
image is included. The image data stemming from the same view
of the at least a part of the 3D image may for instance be
image data stemming from a left-eye or right-eye view of the

entire 3D image or a part of the 3D image.
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According to an exemplary embodiment of the present
invention, the sets of image data forming a group are
displayed in adjacent viewing sectors, when the sets of image
data are displayed by the multiview display. For instance,
in case of two groups, the sets of image data forming a first
group may for instance be displayed by the first viewing
sectors in each set of viewing sectors of the multiview
display, and the sets of image data forming a second group
may for instance be displayed by the last viewing sectors in

each set of viewing sectors of the multiview display.

According to an exemplary embodiment of the present invention
the sets of image data only form two groups. The two groups
may for instance be related to a left-eye view and a right-eye

view of the 3D image or of a part of the 3D image, resgspectively.

According to an exemplary embodiment of the present invention
the image data stemming from the same view of the at least
a part of the three-dimensional image is included in at least

three sets of image data of the sets of image data.

According to an exemplary embodiment of the present
invention, the sets of image data form a first group and a
second group, wherein, when the sets of image data are
displayed by the multiview display, the sets of image data
forming the first group are displayed in adjacent viewing
sectors, and the sets of image data forming the second group
are displayed in adjacent viewing vectors, wherein in all sets
of image data forming the first group, image data stemming
from a left-eye view of the at least a part of the
three-dimensional image is included, and wherein in all sets

of image data forming the second group, image data stemming
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from a right-eye view of the at least a part of the

three-dimensional image is included.

According to an exemplary embodiment of the present

invention, the image data included in the at least two sets
of image data and stemming from the same view of the at least
a part of the three-dimensional image is the same for each
of the at least two sets of image data. This may contribute

to a reduced computational complexity.

According to an exemplary embodiment of the present

invention, the image data included in the at least two sets
of image data and stemming from the same view of the at least
a part of the three-dimensional image is different for each
of the at least two sets of image data. This may contribute
to an improved perceived resolution of the 3D image or of parts
thereof. This may for instance be of advantage when the sets
of image data are displayed in the different sets of viewing
sectors at least partially by spatial interlacing, because
each spatially interlaced set of image data may then only use

a portion of the resolution of the base panel.

According to an exemplary embodiment of the present

invention, the image data included in the at least two sets
of image data and stemming from the same view of the at least
a part of the three-dimensional image differs for each of the
at least two sets of image data by the spatial sampling grid
applied when sampling the same view of the at least a part
of the three-dimensional image. For instance, the view of the
at least a part of the 3D image may be sampled by a rectangular
sampling grid with M pixels, and for each of the at least two

sets of image data stemming from this view of the 3D image,
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only a subset of pixels from the M pixels (corresponding to
a thinned-out sampling grid) is used as the image data to be
included. For instance, in case of three sets of image data,
for each of the three sets of image data, M/3 pixels may be
used as image data to be included. This may for instance be
achieved by using, as image data for a first of the three sets
of image data that are to be displayed in spatially interlaced
manner by the same base panel, a sampling grid which samples
the first, the fourth, seventh and so forth pixels, by using,
for a second of the three sets of image data, a sampling grid
which samples the second, the fifth, eighth and so forth

pixels, and by using for a third of the three sets of image
data, a sampling grid which samples the third, the sixth,

ninth and so forth pixels.

Since viewing sectors (of different sets of viewing sectors)
in which the sets of image data are displayed may overlap,
a viewer may see with one eye more than only one set of image
data at a time, so that the image data of the at least two
sets of image data may at least partially be merged in the
viewer's eye. Compared to the case when the same image data
is included into each of the at least two sets of image data,
thus an increased resolution may be achieved by including
different image data into each of the at least two sets of

image data.

According to an exemplary embodiment of the present
invention, it is determined if at least a part of the
three-dimensional image requires increased sharpness,
wherein the including of the image data is only performed if
it has been determined that at least a part of the

three-dimensional image requires increased sharpness. The
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determining if at least a part of the 3D image requires

increased sharpness may for instance be based on information
on the composition of the 3D image, for instance if there is
text comprised in the 3D image. Furthermore, the determining

may be based on an analysis of the 3D image.

According to an exemplary embodiment of the present

invention, the three-dimensional image comprises at least one
of a natural image and an artificial element. The natural
image may for instance be used as a background. The artificial
element may for instance be text or icons, to name but a few

possibilities.

These and other aspects of the invention will be apparent from
and elucidated with reference to the detailed description
presented hereinafter. The features of the present invention
and of its exemplary embodiments as presented above are

understood to be disclosed also in all possible combinations

with each other.

BRIEF DESCRIPTION OF THE FIGURES

In the figures show:

Fig. la: a schematic block diagram of a device according to

an exemplary embodiment of the present invention;

Fig. 1lb: a schematic block diagram of a system according to

an exemplary embodiment of the present invention;

Fig. 2: a schematic illustration of a generation of viewing

sectors in a multiview display;
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Fig. 3: a diagram illustrating the viewing sectors

generated by a multiview display;

Fig. 4: a flowchart of an exemplary method according to the

present invention; and

Fig. b5: an exemplary illustration of five views of a 3D

image.

DETAILED DESCRIPTION OF THE INVENTION

In the following detailed description of the present
invention, the present invention will be described by means

of exemplary embodiments.

Fig. la is a schematic block diagram of a device 1 according
to an exemplary embodiment of the present invention. Device
1 comprises a processor 10, a processor memory 11 and a

multiview display 12.

Multiview display 12 is an autostereoscopic direct-view
display that is configured to display image data relating to
a 3D image in 3D. To this end, the display panel of the
multiview display 12 includes a spatially interlaced
structure that blocks or bends the light from only certain
pixels to each eye, as will be explained in more detail with

reference to Fig. 2 below.

Processor 10 is configured to provide image data for

displaying by multiview display 12. The providing of this
image data may for instance comprise producing the image data
and/or processing of raw image data to obtain the image data

for the multiview display. To provide the image data,
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processor 10 may perform the steps of flowchart 400 of Fig.
4, which will be discussed below. These steps of flowchart
400 may for instance be implemented in software code, which
is stored in processor memory 11 and can be accessed by

processor 10. Therein, processor memory 11 may be fixedly
installed in device 1, or may be a removable memory, such as
a memory stick or card. The image data provided by processor
10 may for instance also be at least partially produced by
processor 10, or may be at least partially received by

processor 10 and then be processed accordingly.

Device 1 may for instance be an electronic device such as for
instance a computer, a mobile phone or a personal digital
assistant. On this electronic device, 3D content may be

provided and displayed, for instance in the context of a 3D

User Interface (UI).

Fig. 1b is a schematic block diagram of a system 2 according
to an exemplary embodiment of the present invention. System

2 comprises a first device 3 and a second device 4.

Device 3 comprises a processor 30, a processor memory 31 and
an interface 32. Processor 30 is configured to provide image
data for displaying on a multiview display. The providing of
this image data may for instance comprise producing the image
data and/or processing of raw image data to obtain the image
data for the multiview display. To provide the image data,
the steps of flowchart 400 of Fig. 4 may be executed by

processor 30, which steps may for instance be implemented in
software code that is stored in processor memory 31 and can
be accessed by processor 30. The image data provided by

processor 30 is transmitted via an interface 32 to device 4.
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Therein, the image data provided by processor 30 may for
instance also be at least partially produced by processor 30,
or may at least partially be received by processor 30 and then

be processed accordingly.

Device 4 comprises an interface 42 for receiving image data
from device 3, a processor 40 for controlling an overall

operation of device 4, a processor memory for storing software
code that is executed by processor 40, and a multiview display
43. Image data received from device 3 may then, under the
control of processor 40, be forwarded to multiview display

43 for displaying.

System 2 may for instance represent a (mobile) communication
system, where device 3 represents a server of the
communication system, and wherein device 4 represents a
client of the communication system. The client then may
display image data provided by the server, for instance image
data related to a 3D UI, or to 3D games, movie subtitles, or

natural images (where applicable, after post processing).

The image data provided by processor 10 of Fig. la and/or the
processor 30 of Fig. 1b may be created or produced in many

ways for a display with N views.

For instance, N cameras with fixed camera separations (1
camera per 1 view) could be used to take images of a scene
or object. Equally well, one camera that is moved between
shots for each view could be used, or two cameras with a large
camera separation could be used, wherein views between the
two views taken by the two cameras could for instance be

interpolated and/or extrapolated or generated by similar
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techniques. As a further alternative, one camera could be used
together with a measurement unit (like a depth sensor) or
algorithm for detecting the depths (the z-direction) in the
3D image, resulting in a 2D image plus a depth map. The
aforementioned production techniques may for instance be
applied for natural images and video capturing, to name but

a few examples.

Such image data may for instance at least partially be
obtained by processor 10 or processor 30 as raw image data
and may be further processed according to the present

invention.

Image data could also be created by a 3D engine that includes
many virtual cameras looking at a scene or object from
different viewpoints (for instance with fixed or adaptive
camera separation). Alternatively, the 3D engine could create
a 2D image plus a depth map. These production techniques may
for instance be applied for gaming and other 3D computer

graphics, to name but a few examples.

Image data could also be created as layered data, which is
a combination of the previous cases and flat objects located
in the image with certain disparity (separation) between

different views. Layered data may for instance be used for

UI applications.

Image data created by a 3D engine or layered data may for
instance be at least partially obtained by processor 10 or
processor 30 and then be further processed, or may at least

partially be created by processor 10 or processor 30 itself.
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Fig. 2 is a schematic illustration of a generation of viewing
sectors 7 and 8 in a multiview display 5, such as for instance
the multiview displays 12 and 43 of Figs. la and 1b,

respectively.

Multiview display 5 of Fig. 2 comprises a backlight panel 50,
a Liquid Crystal Display (LCD) pixel matrix 51, of which, due
to the sectional presentation, only one row of pixels is

visible, and a lenticular lens 52.

LCD pixel matrix 51 renders image data that is fed to device
5. Lenticular lens 52 bends the light emitted by the pixels
of the LCD pixel matrix 51 and thus allows to display specific
sets of image data mainly in specific sets of viewing sectors.
For instance, consider the pixels 510 and 511 in LCD pixel
matrix 51. When rendering image data by LCD pixel matrix 51,
pixels 510 and 511 can be understood to render a set of image
data comprised in the overall image data rendered by LCD pixel
matrix 51. Due to the presence of the lenticular lens 52, this
set of image data is displayed in a specific set of one or
more viewing sectors. In Fig. 2, only one viewing sector is
represented by arrow 7. Depending on the structure of display
5, it is also possible that the set of image data rendered
by pixels 510 and 511 is not only directed to one viewing
sector 7, but to a set of viewing sectors, wherein the center
angles of these viewing vectors may for instance be

equidistant. An example of such a set of viewing sectors will

be discussed with reference to Fig. 3 below.

Similarly, pixels 512 and 513 of the LDC pixel matrix can be
understood to render a different set of image data, and this

different set of image data, due to the spatial displacement
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of the pixels 512 and 513 with respect to the pixels 510 and
511, is displayed in a different set of one or more viewing
sectors, one of which viewing sectors is illustrated in Fig.

2 and bears reference numeral 8.

In Fig. 2, furthermore a viewer 6 with left eye 61 and right
eye 62 is shown. Since the left eye 61 of viewer 6 is positioned
in viewing sector 7, left eye 61 perceives the set of image
data that is rendered by pixels 510 and 511 of LDC pixel matrix
51, whereas right eye 62 perceives the set of image data that
is rendered by pixels 512 and 513. Now, if the two sets of
image data displayed towards the left eye 61 and right eye
62, respectively, stem fromdifferent views of a 3D image (for
instance have been produced with different viewing angles
with respect to a 3D image target), e.g. a left-eye view and
a right-eye view, a stereoscopic effect is created for viewer

6.

Fig. 2 also illustrates the displaying of three further sets
of image data in three different sets of viewing sectors.
Multiview display 5 of Fig. 2 thus is capable of displaying
five sets of image data in five different set of viewing
sectors, so that actually five different views of a 3D image

can be displavyed.

Fig. 5 exemplarily illustrates five different views 103-1,
103-2, 103-3, 103-4 and 103-5 of a 3D image 100 that is

composed of a 3D object 101 and a text block 102. Such a 3D
image 100 may for instance be used in a UI. Therein, each view
can be understood as a 2D representation of the 3D image with
respect to a specific viewing angle. The five views 103-1,

103-2, 103-3, 103-4 and 103-5 of Fig. 5 may for instance be
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described by five resgspective sets of image data, and these
five sets of image data may then be displayed by the five
viewing sectors of multiview display 5 of Fig. 2 to generate

a 3D impression.

In Fig. 2, a multiview display 5 that applies spatial
interlacing to display the sets of image data in the different
sets of viewing sectors was exemplarily considered.
Alternatively, a multiview display that at least partially
performs temporal interlacing to display the sets of image
data in the different sets of viewing sectors could be
deployed. For instance, instead of using only a subset of the
pixels of the display panel 51 for the different sets of image
data, all pixels of the display panel 51 could be used for
each set of image data, and a bi-directional backlight
structure could be used that allows to direct the light
generated by the backlight into two or more distinct
directions. In fast succession, then the sets of image data
are displayed by the display panel, and the backlight is
accordingly switched to direct the currently displayed set
of image data towards a different viewing sectors. Such a
temporally interlaced multiview display allows displaying
the sets of image data with full resolution. Of course,
temporal interlacing and spatial interlacing of sets of image

data may be combined.

Fig. 3 is a diagram illustrating in more detail the viewing
sectors generated by amultiview display, such as for instance
the multiview display 5 of Fig. 2. The diagram depicts the
luminance distribution of five different sets of image data
(e.g. the five sets of image data corresponding to the five

views 103-1, 103-2, 103-3, 103-4 and 103-5 of 3D image 100
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of Fig. b) displayed by a multiview display (in candela per
square meter, or "nits") as a function of the viewing angle
with respect to the display (measured in the horizontal plane,
with an angle of 0° defining a position straight in front of

the display).

The peaks 91-1 and 91-2 illustrate two viewing sectors of a
set of viewing vectors in which a first set of image data is
displayed. Similarly, peaks 92-1 and 92-2 illustrate two

viewing sectors of a set of viewing sectors in which a second
set of image data is displayed, peak 93-1 illustrates one
viewing sector of a set of viewing sectors in which a third
set of image data is displayed, peaks 94-1 and 94-2 illustrate
two viewing sectors of a set of viewing sectors in which a
fourth set of image data is displayed, and peaks 95-1 and 95-2
illustrate two viewing sectors of a set of viewing sectors
in which a fifth set of image data is displayed. Therein, a
viewing sector may for instance be defined based on the

intersections between the curves of different sets of image
data. This yields a sector width of approximately 3°. Equally
well, other definitions of viewing sectors are possible. In
Fig. 3, the viewing sectors at least partially overlap, which
may be advantageous with respect to a smooth transition

between the sets of image data displayed in the different

viewing sectors.

In Fig. 3, when the five sets of image data displayed by the
five sets of viewing sectors stem from five different views
of a 3D image, for instance the outer left view 103-1 (see
Fig. 5), the inner left view 103-2, the central view 103-3,
the inner right view 103-4 and the outer right view 103-5,

it is readily clear that a viewer gets a 3D impression of the
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3D image when looking at the multiview display. Furthermore,
by changing his angular position with respect to the display
by a few degrees, he gets the possibility to peek behind
objects in said 3D image. As can be further seen from Fig.
3, the multiview display does not only allow to display the
3D image in an angular range of approximately 15°,
corresponding to the peaks 91-1, 92-1, 93-1, 94-1 and 95-1,
but also in a much broader angular range, due to the presence
of further peaks 91-2, 92-2, 94-2 and 95-2, i.e. due to the
fact that sets of image data are not displayed in single

viewing sectors only, but in sets of viewing sectors.

Fig. 4 is a flowchart 400 of an exemplary method according
to the present invention. The steps of this method may for
instance be performed by processor 10 of device 1 (see Fig.
la) or by processor 30 of device 3 of system 2 (see Fig. 1b).
This method is directed to increasing a sharpness and/or a

resolution of at least a part of a 3D image.

In a first step 401, a counter variable 1 is initialized to
1. Counter variable 1 identifies the set of image data that

is currently processed.

In a step 402, image data of the 1-th view of a 3D image is
included in the 1-th set of image data. For example, if sets
of image data shall be provided for 3D image 100 of Fig. 5,
for instance in case of 1=1, image data of the first view 103-1
of the 3D image 100 is included in the first set of image data.
This image data may be understood as a 2D image of 3D image
100 with respect to a specific viewing angle, which is

illustrated by the arrow 103-1 in Fig. 5.
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In a step 403, it is checked if the counter variable 1 has
reached the number of sets of image data L, which is presently
assumed to be 5. If the counter variable 1 has not reached
L yet, the counter variable is incremented by 1 in a step 404,
and the flowchart jumps back to step 402. Otherwise, the
flowchart proceeds to step 405.

The loop defined by steps 401-404 causes image data of the
five views 103-1, 103-2, 103-3, 103-4 and 103-5 of 3D image
100 of Fig. 5 to be included in five respective sets of image
data. If these sets of image data were provided to a multiview
display with five sets of viewing sectors (as described with
reference to Figs. 2 and 3 above), a strong motion parallax
and/or a large viewing freedom would be caused for 3D image
100 of Fig. 5. However, the text block 102 would be likely
to be blurred to such a degree that it may no longer be properly

readable.

To combat this, according to the present invention, in a step
405, it is determined if an increased sharpness is required
for a part of the 3D image 100. As discussed above, this may
for instance be the case for text block 102 of 3D image 100,
which text block 102 is understood as a part of the 3D image
100.

If it is determined in step 405 that an increased sharpness
is required for text block 102, the flowchart proceeds to step
406 and includes image data of a left-eye view of the text
block 102 in a first half of sets of image data, and includes
image data of a right-eye view of text block 102 in a second

half of sets of image data.
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For instance, the left-eye view of text block 102 may be view
103-2 of Fig. 5, and the right-eye view of text block 102 may
be view 103-4 of Fig. 5. Since the views of Fig. 5 can be
understood as 2D representations of the 3D image with respect
to different viewing angles, the image data of left-eye view
103-2 of text block 102 then may be considered to pertain to
a 2D image of text block 102 with respect to a viewing angle
that is indicated by arrow 103-2 in Fig. 5. Similarly, the
image data of right-eye view 103-4 of text block 102 may be
considered to pertain to a 2D image of text block 102 with
respect to a viewing angle that is indicated by arrow 103-4

in Fig. 5.

Including image data of the left-eye view 103-2 of text block
102 into the first half of sets of image data, respectively,
may for instance be understood in a way that the image data
of the left-eye view 103-2 of text block 102 is copied into
the three sets of image data that respectively correspond to
views 103-1, 103-2 and 103-3 of 3D image 100. Correspondingly,
the image data of the right-eye view 103-4 of text block 102
may then be understood to be copied into the two sets of image
data that respectively correspond to views 103-4 and 103-5
of 3D image 100. Therein, image data related to text block
102 that has been included into these sets of image data in
step 402 may be overwritten. Including image data in the sets
of image data may furthermore comprise image processing, for
instance to smooth the transitions between image data of the
3D image (as included in step 402) and the image data related
to the text block 102 (included in step 406).

This including of image data of the same view of a part of

a 3D image into several sets of image data has the effect that
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the motion parallax and/or the viewing freedom for this part
of the 3D image (e.g. the text block 102) is traded against
an increased sharpness. It is readily clear that, instead of
only using two views of the part of the 3D image, equally well
only one view could be used (i.e. image data of a single view,
such as for instance the center view 103-3 of text block 102,
may be included in all sets of image data), and equally well
more than two views could be used (e.g. only views 103-2, 103-3
and 103-4 of text block 102 could be included in the five sets

of image data).

Finally, in a step 407, all five sets of image data are
provided to a multiview display for displaying, as already
described in the context of Figs. 2 and 3 above, i.e. by
spatially and/or temporally interlacing the sets of image
data to achieve their displaying in the different sets of

viewing sectors of the multiview display.

The steps 401-406 of the flowchart 400 of Fig. 5 may for
instance be performed during the production of the image data
of the different views of the 3D image. Equally well, the steps
401-406 may be performed as a pre-processing on already

existing sets of image data.

It should be noted that, instead of increasing the sharpness
of parts of a 3D image only, equally well the sharpness of
the entire 3D image may be increased. The steps 401 to 404
then may become obsolete, and the steps 405 to 407 could be
performed for the entire 3D image instead of a part of the
3D image only. This may for instance result in five sets of
image data, wherein the first three sets of image data only

contain image data of a left-eye view 103-2 of 3D image 100
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of Fig. 5, and the last two sets of image data only contain
image data of a right-eye view 103-4 of 3D image 100 of Fig.
5.

Furthermore, it should be noted that the sequence of the steps
of flowchart 400 is not binding. For instance, equally well,
steps 405-407 may be performed before steps 401-404, wherein
in step 402, then only image data of the 1-th view of the rest
of the 3D image would be included in the 1-th set of image
data, so that the image data included in step 406 would not

be overwritten.

As described with reference to flowchart 400 of Fig. 4 above,
a multiview 3D display thus can be treated partly or
completely as if it was a 2-view 3D display. This may
egspecially be true if the viewing freedom of the multiview
3D display is close to that of a common 2-view 3D display.
The multiview display may for instance work as a 2-view 3D
display, if the first half of the views is treated as the
left-eye view and the second half of the views as the right-eye
view. The display hardware of the multiview display then may
not need any changes, only content creation has to be adapted.
Those parts of the 3D image that need to have more sharpness
may then be sampled with only 2 views and the rest treated
as a multiview image. E.g. a background image in a 3D display
may be a multiview image and a text in front of it (popping

out) of the screen may only have two views.

Including image data of the same view of a 3D image (or a part
thereof) into several sets of image data allows not only
trading the motion parallax and/or the viewing freedom

against sharpness, but also allows increasing the perceived
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resolution of the 3D image (or the part thereof). This can
be achieved by obtaining different image data from the same
view of the 3D image (or the part thereof), and including this

different image data into several sets of image data.

For instance, to stay in the above example, where it was

assumed that image data of a left-eye view 103-2 of text block
102 of 3D image 100 of Fig. 5 is included in the first three
sets of image data, and that image data of a right-eye view
103-4 of text block 102 of 3D image 100 is included in the
last two sets of image data, instead of including the same
image data in the first three sets of image data on the one
hand and including the same image data in the last two sets
of image data on the other hand, the following approach may

be applied:

The left-eye view 103-2 of text block 102 is sampled with
three-fold resolution as compared to the resolution of a
single set of image data to obtain a first 2D image, and the
right-eye view 103-4 of text block 102 is sampled with
two-fold resolution as compared to the resolution of a single
set of image data to obtain a second 2D image. For the image
data of the left-eye view of text block 102 to be included
into the first set of image data, only one third of the pixels
of the first 2D image is used, for the image data of the
left-eye view of text block 102 to be included into the second
set of image data, also only a third of the pixels of the first
2D image is used, wherein these pixels are different from the
pixels used for the first set of image data, and for the image
data of the left-eye view of the text block 102 to be included
into the third set of image data, also only a third of the

pixels of the first 2D image is used, these pixels being
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different from both the pixels used for the first and second
set of image data. A similar processing is performed for the
fourth and fifth set of image data, for which different pixels

from the second 2D image are used.

The different pixels of the first/second 2D image used for
the respective sets of image data may for instance be obtained
by sub-sampling the first/second 2D image with a (regular)
sampling grid that samples only every third value, wherein
the sampling grids for different sets of image data are

shifted by one or two pixels with respect to each other.

Including different image data stemming from the same view
of the 3D image (or a part thereof) increases the perceived
resolution of the 3D image (or the part thereof), because the
viewing sectors in which these sets of image data are
displayed may at least partially overlap (see Fig. 3). This
causes the image data displayed in adjacent viewing sectors
to be merged in a viewer's eye, resulting in increased

perceived resolution.

The invention has been described above by means of exemplary
embodiments. It should be noted that there are alternative
ways and variations which are obvious to a skilled person in
the art and can be implemented without deviating from the

scope and spirit of the appended claims.

It is readily clear for a skilled person that the logical
blocks in the schematic block diagrams as well as the
flowchart and algorithm steps presented in the above
description may at least partially be implemented in

electronic hardware and/or computer software, wherein it
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depends on the functionality of the logical block, flowchart
step and algorithm step and on design constraints imposed on
the respective devices to which degree a logical block, a
flowchart step or algorithm step is implemented in hardware
or software. The presented logical blocks, flowchart steps
and algorithm steps may for instance be implemented in one
or more digital signal processors, application specific
integrated circuits, field programmable gate arrays or other
programmable devices. The computer software may be stored in
a variety of storage media of electric, magnetic,
electro-magnetic or optic type and may be read and executed
by a processor, such as for instance a microprocessor. To this
end, the processor and the storage medium may be coupled to
interchange information, or the storage medium may be

included in the processor.
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CLAIMS

1. A method for providing image data related to a
three-dimensional image for a multiview display,
wherein said image data comprises sets of image data,
wherein said multiview display comprises a plurality of
sets of one or more viewing sectors, and wherein said
multiview display is configured to display each set of
image data of said sets of image data in a different set
of viewing sectors of said plurality of sets of viewing
sectors to create a stereoscopic effect, said method
comprising:

- including, in at least two sets of image data of said
sets of image data, image data stemming from the same
view of at least a part of said three-dimensional image,
so that the number of views displayed for said at least
a part of said three-dimensional image is smaller than
the number of sets of viewing sectors of said multiview

display.

2. The method according to claim 1, wherein said sets of
image data form groups, and wherein in all sets of image
data forming a group, said image data stemming from said
same view of said at least a part of said

three-dimensional image is included.

3. The method according to claim 2, wherein said sets of
image data forming a group are displayed in adjacent
viewing sectors, when said sets of image data are

displayed by said multiview display.
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4. The method according to any of the claims 2-3, wherein

said sets of image data only form two groups.

5. The method according to any of the claims 1-4, wherein
said image data stemming from said same view of said at
least a part of said three-dimensional image is included
in at least three sets of image data of said sets of image

data.

6. The method according to claim 1, wherein said sets of
image data form a first group and a second group,
wherein, when said sets of image data are displayed by
said multiview display, said sets of image data forming
said first group are displayed in adjacent viewing
sectors, and said sets of image data forming said second
group are displayed in adjacent viewing vectors, wherein
in all sets of image data forming said first group, image
data stemming from a left-eye view of said at least a
part of said three-dimensional image is included, and
wherein in all sets of image data forming said second
group, image data stemming from a right-eye view of said
at least a part of said three-dimensional image is

included.

7. The method according to any of the claims 1-6, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image is the same

for each of said at least two sets of image data.
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The method according to any of the claims 1-6, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image is

different for each of said at least two sets of image

data.

The method according to any of the claims 1-6, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image differs for
each of said at least two sets of image data by the

spatial sampling grid applied when sampling said same
view of said at least a part of said three-dimensional

image.

The method according to any of the claims 1-9, further
comprising:

determining if at least a part of said three-dimensional
image requires increased sharpness, wherein said
including of said image data is only performed if it has
been determined that at least a part of said

three-dimensional image requires increased sharpness.

The method according to any of the claims 1-10, wherein
said three-dimensional image comprises at least one of

a natural image and an artificial element.

A computer program for providing image data related to
a three-dimensional image for a multiview display,
wherein said image data comprises sets of image data,

wherein said multiview display comprises a plurality of
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sets of one or more viewing sectors, and wherein said
multiview display is configured to display each set of
image data of said sets of image data in a different set
of viewing sectors of said plurality of sets of viewing
sectors to create a stereoscopic effect said computer
program comprising:

instructions operable to cause a processor to include,
in at least two sets of image data of said sets of image
data, image data stemming from the same view of at least
a part of said three-dimensional image, so that the
number of views displayed for said at least a part of
said three-dimensional image is smaller than the number

of sets of viewing sectors of said multiview display.

A computer-readable medium having a computer program

according to claim 7 stored thereon.

A device for providing image data related to a
three-dimensional image for a multiview display,
wherein said image data comprises sets of image data,
wherein said multiview display comprises a plurality of
sets of one or more viewing sectors, and wherein said
multiview display is configured to display each set of
image data of said sets of image data in a different set
of viewing sectors of said plurality of sets of viewing
sectors to create a stereoscopic effect, said device
comprising:

a processing unit configured to include, in at least two
sets of image data of said sets of image data, image data
stemming from the same view of at least a part of said
three-dimensional image, so that the number of views

displayed for said at least a part of said
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three-dimensional image is smaller than the number of

sets of viewing sectors of said multiview display.

The device according to claim 14, wherein said sets of
image data form groups, and wherein in all sets of image
data forming a group, said image data stemming from said
same view of said at least a part of said

three-dimensional image is included.

The device according to claim 15, wherein said sets of
image data forming a group are displayed in adjacent
viewing sectors, when said sets of image data are

displayed by said multiview display.

The device according to any of the claims 15-16, wherein

said sets of image data only form two groups.

The device according to any of the claims 14-17, wherein
said image data stemming from said same view of said at
least a part of said three-dimensional image is included
in at least three sets of image data of said sets of image

data.

The device according to claim 14, wherein said sets of
image data form a first group and a second group,
wherein, when said sets of image data are displayed by
said multiview display, said sets of image data forming
said first group are displayed in adjacent viewing
sectors, and said sets of image data forming said second
group are displayed in adjacent viewing vectors, wherein
in all sets of image data forming said first group, image

data stemming from a left-eye view of said at least a
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part of said three-dimensional image is included, and
wherein in all sets of image data forming said second
group, image data stemming from a right-eye view of said
at least a part of said three-dimensional image is

included.

The device according to any of the claims 14-19, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image is the same

for each of said at least two sets of image data.

The device according to any of the claims 14-19, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image is

different for each of said at least two sets of image

data.

The device according to any of the claims 14-19, wherein
said image data included in said at least two sets of
image data and stemming from said same view of said at
least a part of said three-dimensional image differs for
each of said at least two sets of image data by the

spatial sampling grid applied when sampling said same
view of said at least a part of said three-dimensional

image.

The device according to any of the claims 14-22, wherein
said processing unit is further configured to determine
if at least a part of said three-dimensional image

requires increased sharpness, wherein said image data
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is only included if it has been determined that at least
a part of said three-dimensional image requires

increased sharpness.

The device according to any of the claims 14-23, wherein
said three-dimensional image comprises at least one of

a natural image and an artificial element.

The device according to any of the claims 14-24, wherein

said device further comprises said multiview display.

A system, comprising a first device and a second device,
wherein said first device is configured to provide image
data related to a three-dimensional image for a
multiview display, wherein said image data comprises
sets of image data, wherein said multiview display
comprises a plurality of sets of one or more viewing
sectors, and wherein said multiview display is
configured to display each set of image data of said sets
of image data in a different set of viewing sectors of
said plurality of sets of viewing sectors to create a
stereoscopic effect, and wherein said first device
comprises:

a processing unit configured to include, in at least two
sets of image data of said sets of image data, image data
stemming from the same view of at least a part of said
three-dimensional image, so that the number of views
displayed for said at least a part of said
three-dimensional image is smaller than the number of
sets of viewing sectors of said multiview display, and
an interface configured to transmit said sets of image

data; and
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wherein said second device comprises:

an interface configured to receive said sets of image
data; and

said multiview display for displaying said sets of image

data.

The system according to claim 26, wherein said sets of
image data form groups, and wherein in all sets of image
data forming a group, said image data stemming from said
same view of said at least a part of said

three-dimensional image is included.
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