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(57) ABSTRACT 
To enhance a mono-output-only controller such as a mobile 
OS to support selective mono/stereo/mixed output, a stereo 
controller is instantiated in communication with the mono 
controller. The stereo controller coordinates stereo output, 
but calls and adapts functions already present in the mono 
controller for creating Surface and image buffers, rendering, 
compositing, and/or merging. For content designated for 2D 
display, left and right Surfaces are rendered from a mono 
perspective; for content designated for 3D display, left and 
right Surfaces are rendered from left and right Stereo per 
spectives, respectively. Some, all, or none of available 
content may be delivered to a stereo display in 3D, with a 
remainder delivered in 2D, and with comparable content still 
delivered in 2D to the mono display. The stereo controller is 
an add-on; the mono controller need not be replaced, 
removed, deactivated, or modified, facilitating transparency 
and backward compatibility. 
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METHOD AND APPARATUS FOR 
SELECTIVE MONOfSTEREO VISUAL 

DISPLAY 

FIELD OF THE INVENTION 

0001. This disclosure relates to displaying graphical con 
tent in one or both of mono and stereo formats. More 
particularly, the disclosure relates to selectively outputting 
mono and/or stereo visual display from one or more graphi 
cal content sources, enabling exhibition of content in 2D 
from mono displays and selective exhibition of 2D and/or 
3D content (individually or together) from stereo displays, 
with the content potentially corresponding between displayS. 

DESCRIPTION OF RELATED ART 

0002 Mono displays may deliver content rendered from 
a single perspective or point of view. Examples may include 
screens for Smartphones, tablets, laptop computers, desktop 
monitors, and so forth. For mono displays, the content as 
displayed may appear two dimensional or “flat”. Even if the 
content source is three dimensional, such as a model of a 
three dimensional object or environment, rendering and 
display result in output that is or that at least appears to be 
two dimensional. 
0003 Stereo displays, by contrast, may deliver content 
rendered from two perspectives. For example, a stereo head 
mounted display may have a left screen and a right screen, 
such that when the left screen is visible to a viewer's left eye 
and the right screen is visible to a viewer's right eye, the user 
may visually “fuse the two images to perceive an appear 
ance of depth. In Such manner, three dimensional content 
may be delivered with the appearance of three dimension 
ality. 
0004. However, delivery of content may present difficul 

ties if the content varies in dimensionality (e.g. Some content 
is 2D while some is 3D, content varies over time between 2D 
and 3D, content is 2D for one device but 3D for another, 
etc.), and/or if a controller for delivering content is adapted 
only for Supporting one type of content (e.g. mono content 
only, Stereo content only, etc.). For example, for a mobile 
operating system adapted specifically to deliver mono output 
to a mono display (e.g. on a Smart phone), addressing a 
Stereo display and/or facilitating stereo output thereto may 
be problematic, even if a stereo display were made available. 
The mobile operating system in Such an example may be 
unsuited for handling Stereo content (e.g. for processing left 
and right stereo feeds rather than a single mono feed, etc.), 
or for mixed monofstereo content, etc. Conversely, for a 
controller adapted specifically to deliver stereo output to a 
Stereo display (e.g. a head mounted display), addressing a 
mono display and/or facilitating output thereto likewise may 
be problematic. 

BRIEF SUMMARY OF THE INVENTION 

0005. This disclosure contemplates a variety of systems, 
apparatus, methods, and paradigms for mono, Stereo, and/or 
combined monofstereo display. 
0006. In one embodiment, a machine-implemented 
method is provided that includes establishing a mono con 
troller on a processor, establishing a stereo controller on the 
processor in communication with the mono controller, dis 
posing left and right Stereo displays in communication with 
the Stereo controller and disposing at least one graphical 
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content source in communication with the mono controller. 
The method includes at least one of the mono controller and 
the Stereo controller establishing a mono perspective, and 
the stereo controller establishing a stereo configuration, 
invoking establishing of a left stereo perspective and a right 
Stereo perspective, and invoking establishing of a dimen 
sionality status of each graphical content source. The stereo 
controller invokes establishing a left surface buffer compat 
ible with the mono controller and a right surface buffer 
compatible with the mono controller, and invokes establish 
ing a left image buffer compatible with the mono controller 
and a right image buffer compatible with the mono control 
ler. 

0007. In certain embodiments, for each content source 
with a 2D status, the stereo controller invokes rendering of 
a left surface therefrom with the mono perspective into the 
left surface buffer and a right surface therefrom with the 
mono perspective into the right surface buffer. For each 
content source with a 3D status, the stereo controller invokes 
rendering a left surface therefrom with the left stereo per 
spective into the left surface buffer and a right surface 
therefrom with the right stereo perspective into the right 
surface buffer. The stereo controller invokes compositing of 
the left surfaces in the left surface buffer and of the right 
Surfaces in the right Surface buffer, and invokes merging of 
the left surfaces to a left image into the left image buffer and 
of the right Surfaces to a right image into the right image 
buffer. The method includes the stereo controller outputting 
the left image to the left stereo display, and the right image 
to the right Stereo display. 
0008. The method may include the stereo display exhib 
iting 2D content from the content sources in 2D in conjunc 
tion with 3D content from the content sources in 3D. The 
stereo display may exhibits at least a portion of the 3D 
content in a window, with at least a portion of the 2D content 
outside the window. 
0009. The mono controller may be responsive to mono 
controller input delivered thereto. The mono controller input 
may invoke changing the content of the mono image. The 
mono controller input may invokes changing 3D content of 
the mono image. The mono controller input may include 
touch screen input. 
0010. The stereo controller may be responsive to stereo 
controller input delivered thereto. The stereo controller input 
may invoke changing the content of the mono image. The 
Stereo controller input may invoke changing 3D content of 
the mono image. The stereo controller input may include 
free space manual input. 
0011 Invoking rendering may include the mono control 
ler rendering, the Stereo controller rendering, and/or a fur 
ther data entity in communication with the mono controller 
and/or the Stereo controller rendering. Invoking compositing 
may include the mono controller compositing, the stereo 
controller compositing, and/or a further data entity in com 
munication with the mono controller and/or the stereo 
controller compositing. Invoking merging may include the 
mono controller merging, the stereo controller merging, 
and/or a further data entity in communication with the mono 
controller and/or the stereo controller merging. 
0012 Invoking rendering may include the stereo control 
ler calling the mono controller to render, invoking compos 
iting may include the Stereo controller calling the mono 
controller to composite, and invoking merging may include 
the stereo controller calling the mono controller to merge. 
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0013 The stereo controller calling the mono controller to 
render may include the stereo controller defining a virtual 
display for rendering by the mono controller, the stereo 
controller calling a render function within the mono con 
troller, the stereo controller activating executable instruc 
tions for rendering in the mono controller, and/or the stereo 
controller copying and executing executable instructions for 
rendering from the mono controller. 
0014. The stereo controller calling the mono controller to 
composite may include the stereo controller defining a 
virtual display for compositing by the mono controller, the 
Stereo controller calling a composite function within the 
mono controller, the stereo controller activating executable 
instructions for compositing in the mono controller, and/or 
the stereo controller copying and executing executable 
instructions for compositing from the mono controller. 
0015 The stereo controller calling the mono controller to 
merge may include the stereo controller defining a virtual 
display for merging by the mono controller, the stereo 
controller calling a merge function within the mono con 
troller, the stereo controller activating executable instruc 
tions for merging in the mono controller, and/or the stereo 
controller copying and executing executable instructions for 
merging from the mono controller. 
0016. The processor may be disposed in a mobile device. 
The processor may be disposed in a Smart phone and/or a 
head mounted display. 
0017. The mono controller may include a mobile oper 
ating System. 
0018. The graphical content source may include a 2D 
interface, a 2D model, a 2D icon, a 2D menu, a 2D meter, 
2D augmented reality information, 2D virtual reality infor 
mation, a 3D interface, a 3D model, a 3D icon, a 3D menu, 
a 3D meter, 3D augmented reality information, and/or 3D 
virtual reality information. 
0019 Establishing the stereo controller on the processor 
may not alter the mono controller. The stereo controller may 
not interfere with an operation of the mono controller. 
0020. In another embodiment, an apparatus is provided 
that includes a processor, at least one graphical content 
Source in communication with the processor, left and right 
Stereo displays in communication with the processor, a 
mono controller including executable instructions instanti 
ated on the processor, and a stereo controller including 
executable instructions instantiated on the processor. The 
mono controller includes a graphical content communicator 
adapted to dispose the graphical content Source(s) in com 
munication with the mono controller, a mono perspective 
establisher adapted to establish a mono perspective, a mono 
surface buffer establisher adapted to establish a mono sur 
face buffer including at least one mono Surface, a mono 
image buffer establisher adapted to establish a mono image 
buffer, a mono Surface renderer adapted to render the graphi 
cal content sources to the mono surface buffer from the 
mono perspective, a mono Surface compositor adapted to 
composite the mono Surface(s), and a mono image merger 
adapted to merge the mono Surface(s) to a mono image in the 
mono image buffer. The Stereo controller includes a mono 
controller communicator adapted to communicate with the 
mono controller, a perspective invoker adapted to invoke 
establishing of a mono perspective and/or a left and a right 
stereo perspective, a surface buffer invoker adapted to 
invoke establishing of left and right surface buffers includ 
ing at least one left and right Surface respectively with the 
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left and right surface buffers being compatible with the 
mono Surface buffer, an image buffer invoker adapted to 
invoke establishing of left and right image buffers compat 
ible with the mono image buffer, a surface renderer invoker 
adapted to invoke rendering of the graphical content Sources 
from the mono perspective to the left and right surface 
buffers for the 2D graphical content sources and to invoke 
rendering of the 3D graphical content sources from the left 
and right perspectives to the left and right stereo surface 
buffers respectively, a surface compositor invoker adapted to 
invoke compositing of the left and right surfaces in the left 
and right Surface buffers respectively, an image merger 
invoker adapted to invoke merging of the left and right 
Surfaces to a left image in the left image buffer and a right 
image in the right image buffer respectively, and a stereo 
outputter adapted to output the left image to the left stereo 
display and the right image to the right Stereo display. 
0021. The apparatus may include a body, the processor 
and the left and right Stereo displays disposed on the body, 
with wherein the body adapted to be worn on a wearer's 
Such that the left and right Stereo displays are disposed 
Substantially in front of Substantially facing toward, and 
proximate the eyes of the wearer so as to enable stereo 
output thereto. 
0022. In another embodiment, a machine-implemented 
method is provided that includes instantiating a mobile 
operating system on a processor of a mobile electronic 
device, instantiating a stereo controller on the processor in 
communication with the mobile operating system, disposing 
left and right stereo displays in communication with the 
Stereo controller, and disposing at least one graphical con 
tent source in communication with the mobile operating 
system. The method includes the mobile operating system 
defining a mono perspective, and the stereo controller defin 
ing a stereo configuration and defining left and right stereo 
perspectives. The method includes the stereo controller 
querying the mobile operating system for a dimensionality 
status of each graphical content Source. The Stereo controller 
calls the mobile operating system to define a left Surface 
buffer, to define a right surface buffer, to define a left image 
buffer, and to define a right image buffer. For each 2D 
content source, the stereo controller calls the mobile oper 
ating system to render a left surface therefrom with the mono 
perspective into the left surface buffer and to render a right 
surface therefrom with the mono perspective into the right 
surface buffer. For each 3D content source, the stereo 
controller calls the mobile operating system to render a left 
surface therefrom with the left perspective into the left 
surface buffer and to render a right surface therefrom with 
the right perspective into the right surface buffer. The stereo 
controller calls the mobile operating system to composite the 
left surfaces in the left surface buffer, to composite the right 
surfaces in the right surface buffer, to merge the left surfaces 
to a left image in the left image buffer, and to merge the right 
Surfaces to a right image in the right image buffer. The 
method includes the stereo controller outputting the left 
image to the left stereo display and outputting the right 
image to the right stereo display. 
0023. In another embodiment, an apparatus is provided 
that includes means for establishing a mono controller on a 
processor, means for establishing a stereo controller on the 
processor in communication with the mono controller, 
means for disposing left and right stereo displays in com 
munication with the stereo controller, and means for dis 
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posing at least one graphical content source in communica 
tion with the mono controller. The apparatus includes means 
in the mono controller and/or the stereo controller for 
establishing a mono perspective. The apparatus includes 
means in the stereo controller for establishing a stereo 
configuration, means in the Stereo controller for invoking 
establishing of a left stereo perspective and a right stereo 
perspective, means in the stereo controller for invoking 
establishing of a dimensionality status of each graphical 
content source in communication with the mono controller, 
means in the stereo controller for invoking establishing of a 
left surface buffer compatible with the mono controller, 
means in the stereo controller for invoking establishing of a 
right surface buffer compatible with the mono controller, 
means in the stereo controller invoking for establishing of a 
left image buffer compatible with the mono controller, and 
means in the stereo controller for invoking establishing of a 
right image buffer compatible with the mono controller. The 
apparatus includes means in the stereo controller for invok 
ing rendering of a left Surface with the mono perspective into 
the left surface buffer for each of the 2D content sources, 
means in the stereo controller for invoking rendering of a left 
surface with the left perspective into the left surface buffer 
for each of the 3D content sources, means in the stereo 
controller for invoking rendering of a right Surface with the 
mono perspective into the right surface buffer for each of the 
2D content sources, and means in the stereo controller for 
invoking rendering of a right Surface with the right perspec 
tive into the right surface buffer for each of the 3D content 
Sources. The apparatus further includes means in the stereo 
controller for invoking compositing of the left Surfaces in 
the left surface buffer, means in the stereo controller for 
invoking compositing of the right Surfaces in the right 
surface buffer, means in the stereo controller for invoking 
merging of the left Surfaces to a left image into the left image 
buffer, and means in the stereo controller for invoking 
merging of the right Surfaces to a right image into the right 
image buffer. The apparatus also includes means in the 
stereo controller for outputting the left image to the left 
Stereo display, and the right image to the right stereo display. 
0024. In another embodiment, a machine-implemented 
method is provided that includes establishing a mono con 
troller on a processor, establishing a stereo controller on the 
processor in communication with the mono controller, dis 
posing a mono display in communication with the mono 
controller, disposing left and right stereo displays in com 
munication with the stereo controller, and disposing at least 
one graphical content source in communication with the 
mono controller. The method includes the mono controller 
and/or the stereo controller establishing a mono perspective, 
the stereo controller establishing a stereo configuration, the 
Stereo controller invoking establishing of a left Stereo per 
spective and a right stereo perspective, and the stereo 
controller invoking establishing of a dimensionality status of 
each graphical content sources in communication with the 
mono controller. The mono controller establishes a mono 
surface buffer, and the stereo controller invokes establishing 
of a left surface buffer compatible with the mono controller 
and a right surface buffer compatible with the mono con 
troller. The mono controller establishes a mono image 
buffer, and the stereo controller invokes establishing of a left 
image buffer compatible with the mono controller and a right 
image buffer compatible with the mono controller. For each 
content source the mono controller renders a mono Surface 
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therefrom from the mono perspective into the mono surface 
buffer. For each content source having 2D status, the stereo 
controller invokes rendering of a left surface therefrom with 
the mono perspective into the left surface buffer and a right 
surface therefrom with the mono perspective into the right 
surface buffer. For each content source having 3D status, the 
stereo controller invokes rendering of a left surface there 
from with the left stereo perspective into the left surface 
buffer and a right surface therefrom with the right stereo 
perspective into the right surface buffer. The mono controller 
composites the mono Surfaces in the mono Surface buffer, 
and the stereo controller invokes compositing of the left 
surfaces in the left surface buffer and the right surfaces in the 
right surface buffer. The mono controller merges the mono 
Surfaces to a mono image in the mono image buffer, and the 
stereo controller invokes merging of the left surfaces to a left 
image into the left image buffer and the right Surfaces to a 
right image into the right image buffer. The method includes 
the mono controller outputting the mono image to the mono 
display, and the stereo controller outputting the left image to 
the left Stereo display and the right image to the right stereo 
display. 
0025. The stereo display may exhibit 2D content from the 
content sources in 2D in conjunction with 3D content from 
the content sources in 3D. The content exhibited by the 
Stereo display may substantially corresponds with the con 
tent exhibited by the mono display. The stereo display may 
exhibits at least a portion of the 3D content in a window, 
with at least a portion of the 2D content outside the window. 
0026. The mono controller may be responsive to mono 
controller input delivered thereto. The mono controller input 
may invoke changing content of the mono image. The mono 
controller input may invoke changing 3D content of the 
mono image. The mono controller input may include touch 
screen input. 
0027. The stereo controller may be responsive to stereo 
controller input delivered thereto. The stereo controller input 
may invokes changing content of the mono image. The 
Stereo controller input may invoke changing 3D content of 
the mono image. The stereo controller input may include 
free space manual input. 
0028 Invoking rendering may include the mono control 
ler rendering, the Stereo controller rendering, and/or a fur 
ther data entity in communication with at the mono control 
ler and/or the Stereo controller rendering. Invoking 
compositing may include the mono controller compositing, 
the stereo controller compositing, and/or a further data entity 
in communication with at the mono controller and/or the 
Stereo controller compositing. Invoking merging may 
include the mono controller merging, the stereo controller 
merging, and/or a further data entity in communication with 
at the mono controller and/or the Stereo controller merging. 
0029 Invoking rendering may include the stereo control 
ler calling the mono controller to render, invoking compos 
iting may include the Stereo controller calling the mono 
controller to composite, and invoking merging may include 
the stereo controller calling the mono controller to merge. 
0030 The stereo controller calling the mono controller to 
render may include the stereo controller defining a virtual 
display for rendering by the mono controller, the stereo 
controller calling a render function within the mono con 
troller, the stereo controller activating executable instruc 
tions for rendering in the mono controller, and/or the stereo 
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controller copying and executing executable instructions for 
rendering from the mono controller. 
0031. The stereo controller calling the mono controller to 
composite may include the stereo controller defining a 
virtual display for compositing by the mono controller, the 
Stereo controller calling a composite function within the 
mono controller, the stereo controller activating executable 
instructions for compositing in the mono controller, and/or 
the stereo controller copying and executing executable 
instructions for compositing from the mono controller. 
0032. The stereo controller calling the mono controller to 
merge may include the stereo controller defining a virtual 
display for merging by the mono controller, the stereo 
controller calling a merge function within the mono con 
troller, the stereo controller activating executable instruc 
tions for merging in the mono controller, and/or the stereo 
controller copying and executing executable instructions for 
merging from the mono controller. 
0033. The processor may be disposed in a mobile device. 
The processor may be disposed in a Smart phone and/or a 
head mounted display. 
0034. The mono controller may include a mobile oper 
ating system. 
0035. The graphical content sources may include a 2D 
interface, a 2D model, a 2D icon, a 2D menu, a 2D meter, 
2D augmented reality information, 2D virtual reality infor 
mation, a 3D interface, a 3D model, a 3D icon, a 3D menu, 
a 3D meter, 3D augmented reality information, and/or 3D 
virtual reality information. 
0036 Establishing the stereo controller on the processor 
may not alter the mono controller. The stereo controller may 
not interfere with an operation of the mono controller. 
0037. In another embodiment, an apparatus is provided 
that includes a processor, at least one graphical content 
Source in communication with the processor, a mono display 
in communication with the processor, left and right stereo 
displays in communication with the processor, a mono 
controller including executable instructions instantiated on 
the processor, and a stereo controller including executable 
instructions instantiated on the processor. The mono con 
troller includes a graphical content communicator adapted to 
dispose the graphical content Source(s) in communication 
with the mono controller, a mono perspective establisher 
adapted to establish a mono perspective, a mono Surface 
buffer establisher adapted to establish a mono surface buffer 
including at least one mono Surface, a mono image buffer 
establisher adapted to establish a mono image buffer, a mono 
Surface renderer adapted to render the graphical content 
Sources to the mono Surface buffer from the mono perspec 
tive, a mono Surface compositor adapted to composite the 
mono Surface(s), a mono image merger adapted to merge the 
mono Surface(s) to a mono image in the mono image buffer, 
and a mono outputter adapted to output the mono image to 
the mono display. The Stereo controller includes a mono 
controller communicator adapted to communicate with the 
mono controller, a perspective invoker adapted to invoke 
establishing of left and right stereo perspectives, a Surface 
buffer invoker adapted to invoke establishing of left and 
right Surface buffers including at least one left and right 
surface respectively with the left and right surface buffers 
being compatible with the mono Surface buffer, an image 
buffer invoker adapted to invoke establishing of left and 
right image buffers compatible with the mono image buffer, 
a Surface renderer invoker adapted to invoke rendering of 
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the graphical content Sources from the mono perspective to 
the left and right surface buffers for the graphical content 
Sources exhibiting 2D graphical content and to invoke 
rendering of the graphical content Sources from the left and 
right perspectives to the left and right stereo surface buffers 
respectively for the graphical content sources exhibiting 3D 
graphical content, a Surface compositor invoker adapted to 
invoke compositing of the left and right surfaces in the left 
and right Surface buffers respectively, an image merger 
invoker adapted to invoke merging of the left and right 
Surfaces to a left image in the left image buffer and a right 
image in the right image buffer respectively, and a stereo 
outputter adapted to output the left image to the left stereo 
display and the right image to the right Stereo display. 
0038. The apparatus may include a body, the processor 
and the left and right Stereo displays being disposed on the 
body, the body being adapted to be worn on a wearer's head 
Such that the left and right Stereo displays are disposed 
Substantially in front of Substantially facing toward, and 
proximate eyes of the wearer so as to enable stereo output 
thereto. In another embodiment, a machine-implemented 
method is provided that includes instantiating a mobile 
operating system on a processor of a mobile electronic 
device, instantiating a stereo controller on the processor in 
communication with the mobile operating system, disposing 
a mono display in communication with the mono controller, 
disposing left and right stereo displays in communication 
with the stereo controller, and disposing at least one graphi 
cal content source in communication with the mobile oper 
ating system. The mobile operating system defines a mono 
perspective, and the Stereo controller defines a stereo con 
figuration and left and right stereo perspectives. 
0039. According to certain embodiments, the stereo con 
troller queries the mobile operating system for a dimension 
ality status of the graphical content source(s) in communi 
cation with the mobile operating system. The mono 
controller defines a mono surface buffer, and the stereo 
controller calls the mobile operating system to define a left 
surface buffer and a right surface buffer. The mobile oper 
ating system defines a mono image buffer, and the stereo 
controller calls the mobile operating system to define a left 
image buffer and a right image buffer. For each content 
Source the mobile operating system renders a mono Surface 
therefrom with the mono perspective into the mono surface 
buffer. For each content source with a 2D status the stereo 
controller calls the mobile operating system to render a left 
surface therefrom with the mono perspective into the left 
surface buffer and a right surface therefrom with the mono 
perspective into the right surface buffer. For each content 
source with a 3D status the stereo controller calls the mobile 
operating system to render a left surface therefrom with the 
left perspective into the left surface buffer and a right surface 
therefrom with the right perspective into the right surface 
buffer. The mobile operating system composites the mono 
surfaces in the mono surface buffer, and the stereo controller 
calls the mobile operating system to composite the left 
surfaces in the left surface buffer and the right surfaces in the 
right Surface buffer. The mobile operating system merges the 
mono Surfaces to a mono image in the mono image buffer, 
and the Stereo controller calls the mobile operating system to 
merge the left surfaces to a left image in the left image buffer 
the right Surfaces to a right image in the right image buffer. 
The method includes the mobile operating system outputting 
the mono image to the mono display, and the stereo con 
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troller outputting the left image to the left stereo display and 
the right image to the right stereo display. 
0040. In another embodiment, an apparatus is provided 
that includes means for establishing a mono controller on a 
processor, means for establishing a stereo controller on the 
processor in communication with the mono controller, 
means for disposing a mono display in communication with 
the mono controller, means for disposing left and right stereo 
displays in communication with the stereo controller, means 
for disposing at least one graphical content Source in com 
munication with the mono controller, and means in the mono 
and/or the stereo controller for establishing a mono perspec 
tive. The apparatus includes means in the stereo controller 
for establishing a stereo configuration, means in the stereo 
controller for invoking establishing of a left stereo perspec 
tive and a right stereo perspective, and means in the stereo 
controller for invoking establishing of a dimensionality 
status of each graphical content source in communication 
with the mono controller. The apparatus includes means in 
the mono controller for establishing a mono surface buffer, 
and means in the Stereo controller for invoking establishing 
of a left surface buffer compatible with the mono controller 
and a right surface buffer compatible with the mono con 
troller. The apparatus includes means in the mono controller 
for establishing a mono image buffer, and means in the 
Stereo controller invoking for establishing of a left image 
buffer compatible with the mono controller and a right image 
buffer compatible with the mono controller. The apparatus 
includes means in the mono controller for rendering a mono 
Surface with the mono perspective into the mono Surface 
buffer for each of the content sources. The apparatus also 
includes means in the stereo controller for invoking render 
ing of a left surface with the mono perspective into the left 
surface buffer for each content source with a 2D status and 
a right Surface with the mono perspective into the right 
surface buffer for each of the content sources having a 2D 
status. The apparatus includes means in the stereo controller 
for invoking rendering of a left surface with the left per 
spective into the left surface buffer for each of the content 
Sources having a 3D status and a right Surface with the right 
perspective into the right surface buffer for each of the 
content sources having a 3D status. The apparatus includes 
means in the mono controller for compositing the mono 
Surfaces in the mono Surface buffer, and means in the stereo 
controller for invoking compositing of the left Surfaces in 
the left surface buffer and the right surfaces in the right 
Surface buffer. The apparatus includes means in the mono 
controller for merging the mono Surfaces to a mono image 
into the mono image buffer, and means in the stereo con 
troller for invoking merging of the left surfaces to a left 
image into the left image buffer and the right Surfaces to a 
right image into the right image buffer. The apparatus 
includes means in the mono controller for outputting the 
mono image to the mono display, and means in the stereo 
controller for outputting the left image to the left stereo 
display and the right image to the right Stereo display. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0041. Like reference numbers generally indicate corre 
sponding elements in the figures. 
0042 FIG. 1 shows an arrangement for delivering mono 
only graphical content from a mono-only display, in flow 
chart form. 
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0043 FIG. 2A through FIG. 2C show an example method 
for delivering Stereo and/or mixed monofstereo content from 
a stereo display, in flow chart form. 
0044 FIG. 3 shows an example conceptual illustration of 
a Surface, in top-down view. 
0045 FIG. 4 shows an example conceptual illustration of 
a surface buffer, in perspective view. 
0046 FIG. 5 shows an example conceptual illustration of 
a group of Surfaces in a surface buffer with renders disposed 
therein, in top-down view. 
0047 FIG. 6 shows another example conceptual illustra 
tion of a group of surfaces in a surface buffer with renders 
disposed therein, in perspective view. 
0048 FIG. 7 shows an example conceptual illustration of 
a group of Surfaces in a surface buffer with renders disposed 
therein, having been composited, in perspective view. 
0049 FIG. 8 shows an example conceptual illustration of 
a group of Surfaces in a surface buffer with renders disposed 
therein, having been composited and spatially collapsed, in 
perspective view. 
0050 FIG. 9 shows an example conceptual illustration of 
a merged image in an image buffer, in perspective view. 
0051 FIG. 10 shows an example conceptual illustration 
of left and right stereo surfaces, in top-down view. 
0.052 FIG. 11 shows an example conceptual illustration 
of left and right stereo surface buffers, in perspective view. 
0053 FIG. 12 shows an example conceptual illustration 
of left and right stereo surfaces in left and right stereo 
surface buffers with left and right stereo perspective renders 
disposed therein, in top-down view. 
0054 FIG. 13 shows another example conceptual illus 
tration of left and right stereo surfaces in left and right stereo 
surface buffers with left and right stereo perspective renders 
disposed therein, in perspective view. 
0055 FIG. 14 shows an example conceptual illustration 
of left and right stereo surfaces in left and right stereo 
surface buffers with left and right stereo perspective renders 
disposed therein, having been composited, in perspective 
V1eW. 

0056 FIG. 15 shows an example conceptual illustration 
of left and right stereo surfaces in left and right stereo 
surface buffers with left and right stereo perspective renders 
disposed therein, having been composited and spatially 
collapsed, in perspective view. 
0057 FIG. 16 shows an example conceptual illustration 
of merged left and right Stereo images in left and right stereo 
image buffers, in perspective view. 
0.058 FIG. 17 shows an example stereo display, in per 
spective view. 
0059 FIG. 18 shows an example stereo display with left 
and right stereo images outputted therefrom, in perspective 
view. 

0060 FIG. 19 shows left and right stereo images exhib 
iting mixed left and mono perspectives and mixed right and 
mono perspectives respectively, in top-down view. 
0061 FIG. 20A through FIG. 200 show an example 
method for delivering mono, Stereo and/or mixed monof 
Stereo content from a mono display and/or a stereo display, 
in flow chart form. 

0062 FIG. 21 shows example mono and stereo displays 
with mono and stereo images outputted therefrom, in per 
spective view. 
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0063 FIG.22A through FIG.22C show another example 
method for delivering mono, Stereo and/or mixed monof 
Stereo content from a mono display and/or a stereo display, 
in flow chart form. 
0064 FIG. 23 shows an example integral apparatus for 
delivering mono, Stereo and/or mixed monofstereo content 
from a mono and/or a stereo display, in schematic form. 
0065 FIG. 24 shows an example multi-part apparatus for 
delivering mono, Stereo and/or mixed monofstereo content 
from a mono and/or a stereo display, in schematic form. 
0066 FIG. 25 shows an example multi-part apparatus for 
delivering stereo and/or mixed monofstereo content from a 
Stereo display, in Schematic form. 
0067 FIG. 26 shows another example multi-part appa 
ratus for delivering stereo and/or mixed monofstereo content 
from a stereo display, in Schematic form. 
0068 FIG. 27 shows an example integral apparatus for 
delivering stereo and/or mixed monofstereo content from a 
Stereo display, in Schematic form. 
0069 FIG. 28 shows an example apparatus for delivering 
Stereo and/or mixed monofstereo content from a stereo 
display, in perspective view. 
0070 FIG. 29 shows a block diagram of a processing 
system that may implement operations of the present inven 
tion. 
0071 FIG. 30 shows an example arrangement of left and 
right stereo images exhibiting differing fields of view. 
0072 FIG. 31 shows an example combined view as may 
result from left and right stereo images exhibiting differing 
fields of view. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0073 Mono output may be delivered using dedicated 
tools specifically for enabling mono output in cooperation 
specifically with mono displays. Stereo output also may be 
delivered using dedicated tools specifically for enabling 
Stereo output in cooperation specifically with Stereo dis 
plays. 
0.074. In addition, as described and shown herein certain 
embodiments may enable selective delivery of mono, Stereo, 
and/or mixed monofstereo output. Also, certain embodi 
ments may enable Such selective delivery of mono, Stereo, 
and/or mixed monofstereo output at least in part through the 
use of tools that, in themselves, may be directed exclusively 
to mono output, exclusively from mono displays. In addi 
tion, certain embodiments may enable such selective deliv 
ery of mono, Stereo, and/or mixed monofstereo output 
without disabling, interfering with the operation of, and/or 
modifying the aforementioned tools for mono-only output 
from mono-only displays (though Such mono-only tools 
may be supplemented). Furthermore, certain embodiments 
may enable selective delivery of mono, Stereo, and/or mixed 
monofstereo output from Stereo displays, while enabling 
parallel delivery of mono-only output that is otherwise 
visually similar or identical from mono displayS. 
0075 More concretely, consider a device with a mono 
display Such as a Smart phone, with a mobile operating 
system thereon Supporting mono output to the mono display; 
and a device with a stereo display such as a near-eye stereo 
head-mounted display, with stereo controller software dis 
posed thereon. Various embodiments may selectively deliver 
a controlled mix of mono and stereo content to the head 
mounted display. For example, certain features may be 
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displayed in two-dimensional mono form while other fea 
tures are displayed in Stereo three-dimensional form, poten 
tially at the same time, in proximity, mutually interacting, 
etc. Various embodiments may utilize functions already 
present within the mobile operating system for Supporting 
mono output. Such as renderers, compositors, etc., repurpos 
ing those functions (e.g. via the stereo controller Software) 
and enabling delivery of a monofstereo output mix, even 
though Such functions may in themselves be limited only to 
mono output. Various embodiments may so repurpose Such 
mono-only functions of the mobile operating system to 
enable monofstereo output with the head mounted display, 
without necessarily requiring modification, deactivation, 
etc. of those mono-only functions or the mobile operating 
system as a whole. That is, the stereo controller software 
may run in conjunction with the mobile operating system 
(possibly even on the same processor), producing additional 
functionality—e.g. monofstereo output with the head 
mounted display—at least in part by utilizing portions of the 
mobile operating system, without necessarily changing or 
requiring changes to the mobile operating system. Various 
embodiments also may enable continuing delivery of mono 
output by the mobile operating system to the Smart phone 
mono display, even with certain mono-only functions of the 
mobile operating system being also re-purposed for monof 
stereo display by the stereo controller with the head mounted 
display; and with the monofstereo output with the head 
mounted display being visually similar or identical to the 
mono display output with the smart phone display. 
0076. In more colloquial terms, in certain embodiments a 
Stereo controller may re-purpose parts of a mobile operating 
system or other mono controller, so as to enable selective 
delivery of mono and/or Stereo content rather than mono 
content only. The mobile operating system may not require 
modification despite Such re-purposing, and Such re-purpos 
ing may not interfere with the ongoing operation of the 
mobile operating system, e.g. in continuing to deliver mono 
output to a mono-only display. Monofstereo output delivered 
from a stereo display and mono output delivered from a 
mono display may be visually similar and/or identical, 
except with regard to dimensionality (i.e. content delivered 
in Stereo to the stereo display appears three dimensional, 
while similar content delivered in mono to the mono display 
appears two dimensional). 
0077. Thus, it is emphasized that although certain 
embodiments may facilitate stereo output and/or mono out 
put, such embodiments are not necessarily limited either to 
mono output alone nor to stereo output alone. Rather, 
embodiments may for example enable delivery of stereo 
output in cooperation with a mono system without neces 
sarily degrading the ability of that mono system to provide 
mono output, without necessarily requiring that existing 
mono output capability be removed, replaced, or modified, 
and/or while potentially taking advantage of the existing 
mono output capability in enabling stereo output. 
0078 However, these are examples only, and are not 
limiting. More detailed description is provided subsequently 
herein. 

0079. It may be illuminating to present certain examples 
of uses for Such an approach (though the following should 
not be considered limiting). Broadly speaking, delivery of 
combined monofstereo output in convenient form facilitates 
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the addition of 3D content to 2D content. That is, a “win 
dow' of 3D content may be “dropped in to output that is 
otherwise 2D. 
0080 For example, in terms of a viewer experience a 3D 
Videoconferencing window may be added to a 2D desktop. 
The person at the other end may be visible as a 3D presence, 
rather than as a flat image (assuming the person at the other 
end is being imaged in a manner that Supports 3D output), 
even though surrounding features such as text documents, 
email programs, spreadsheets, etc. are in 2D. When the 
videoconference is over, the viewer may dismiss the 3D 
window, returning to an all 2D view. 
0081. As another example, someone assembling a piece 
of machinery such as an automobile engine may call up a 3D 
model of that engine, so as to more clearly view the intended 
positions, alignments, and/or motions of various compo 
nents in 3D, while still viewing instructions describing the 
assembly task or providing other useful information as 2D 
text. 

0082. As still another example, a surgeon may view a 3D 
model of an organ, injury, etc. in 3D, while also keeping 
other information Such as a cardiac trace, text indicating 
blood pressure, etc. present in 2D arranged around the 3D 
window. The surgeon may then rotate the 3D model of (for 
example) a patient’s heart, Zoom in or out, pan and tilt, etc. 
as needed, while the 3D model remains in the 3D window 
and the other important 2D information remains in place and 
visible. He or she also may resize the 3D window, move the 
3D window around the screen, open another 3D window, 
etc., depending on what is most useful at any given time. The 
Surgeon might also minimize or close the 3D window to 
clear his or her field of view for the surgery itself, and so 
forth. A high degree of flexibility in the use of 3D content 
thus may be available, enabling modification of what is 
displayed based on changing circumstances or changing user 
needs. 
0083. In addition, from the point of view of a program 
mer, if 3D content may be added and manipulated through 
“dropping in a 3D window into an existing 2D environ 
ment, programming also may be simplified. Rather than 
requiring a dedicated 3D interface, or a tailor-made 3D 
space for each instance of 3D content, the programmer may 
call a 3D window similarly to calling a 2D window or other 
available content. 

0084. Furthermore, if 3D content may be combined in 
Such fashion with 2D content, programs and other features 
already available for 2D content may remain useful as-is 
even with the addition of 3D content. A program that is 
capable only of handling 2D information may run in one 
window, even as another window displays 3D content. It 
may not be necessary to modify existing software, operating 
systems, libraries, utilities, etc., in order to Support 3D 
content if 2D and 3D content can be mixed. 
0085. It is emphasized that although such features may be 
possible and/or useful for certain advantages, they are 
examples only, and embodiments are not limited only 
thereto. 
I0086. As a note on terminology, the term “establishing 
is used broadly herein. It is noted that to “establish some 
thing may, depending on particulars, refer to either or both 
the creation of something new (e.g. establishing a business, 
wherein a new business is created) and the determination of 
a condition that already exists (e.g. establishing the where 
abouts of a person, wherein the location of a person who is 
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already present at that location is discovered, received from 
another source, etc.). Similarly, establishing a rendering may 
encompass several potential approaches, such as performing 
the rendering computationally (e.g. through the use of 
executable instructions instantiated on a processor), obtain 
ing the rendering from a data store such as a hard drive or 
Solid state drive, receiving the rendering via communication 
with some external device, system, etc., and so forth. Other 
arrangements also may be equally Suitable, and embodi 
ments are not limited with regard to how actions and/or 
entities may be established. 
0087. In addition, the terms “establish and “invoke' are 
used herein to refer to certain tasks being commanded and/or 
carried out, with meanings that may in cases overlap but that 
are not necessarily identical. 
0088. As noted, the term “establish as used herein refers 
to some action being taken, without consideration of “who 
carries out the action. 
I0089. By contrast, the term “invoke' as used herein refers 
to Some action being taken, in addition considering "who' 
carries out the action. That is, the entity that carries out the 
action may be (but is not required to be) different from the 
entity that commands the action, initiates the action, or 
otherwise causes the action to take place. For example, a 
stereo controller may invoke rendering of a 3D model; the 
stereo controller may perform the rendering, but the render 
ing also may be performed by a rendering routine within a 
mono controller that is distinct from the stereo controller. In 
such instance the stereo controller may not carry out the 
rendering (and indeed the stereo controller itself may not 
even have a rendering engine or other system for directly 
rendering the model), but nevertheless the stereo controller 
is causing the rendering to be carried out (and may be 
controlling or overseeing the rendering, etc.), even if the 
mono controller carries out the actual work of rendering. 
0090. To invoke some action does not necessarily require 
that the action be carried out by some other entity unless so 
specified, but indicates that some other entity may carry out 
the action, e.g. as commanded by the entity doing the 
invoking. 
0091 FIG. 1 shows an example arrangement for mono 
visual display, presented herein so as to illustrate one 
possible manner (though not necessarily the only manner) 
by which mono visual content may be delivered to a mono 
display. 
0092. In FIG. 1, a mono controller is established 102. A 
mono controller may be substantially any entity adapted to 
deliver mono content to a mono display, for example per 
forming the steps shown in FIG. 1, though not necessarily 
limited by the specific steps presented as an example in FIG. 
1. Broadly speaking, a mono controller oversees the delivery 
of mono content (including but not limited to 2D imagery) 
to a viewer via a display Suitable for Such mono content. A 
mono controller may be and/or may include executable 
instructions instantiated on a processor, for example a 
mobile operating system loaded onto a processor in a mobile 
device Such as a Smartphone, tablet, head mounted display, 
etc. As another example, mono controllers also may include 
a personal computer operating system loaded onto a pro 
cessor of a desktop or laptop computer, etc. Other arrange 
ments also may be suitable. 
0093. A mono display is disposed 104 in communication 
with the mono controller. A mono display may be any 
system adapted to deliver content in a single-perspective, i.e. 
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"mono', arrangement. Typically though not necessarily, a 
mono display may be considered to be a “flat” or 2D display, 
without Supporting an appearance of a depth dimension. 
More concrete examples of mono displays may include but 
are not limited to a CRT monitor, an LCD display, a plasma 
screen, etc. Devices including Such mono displays may 
include but are not limited to Smartphones, tablets, desktop 
PCs, laptop PCs, etc. For a mono controller that includes 
executable instructions instantiated onto a processor, for 
example, disposing 104 a mono display in communication 
with the mono controller may represent physically connect 
ing a mono display to the processor, configuring communi 
cation protocols so that the mono controller may address the 
mono display, etc. However, embodiments are not limited 
with regard to either how the mono controller is disposed in 
communication with the mono display, nor with regard to 
the nature(s) of either the mono controller or the mono 
display. 
0094. At least one graphical content source is disposed 
106 in communication with the mono controller. A graphical 
content source Supplies information regarding graphical 
content to the mono controller, and/or places graphical 
content under the control of the mono controller. For 
example, a video feed, a computer model, etc. may supply 
graphical information to the mono controller, which the 
mono controller may configure for output to the mono 
display (as described Subsequently herein). 
0095. The term “graphical content as used herein should 
be understood broadly. For example, although text is not 
necessarily considered to be 'graphics’ in common usage, 
nevertheless text may be considered graphical content 
herein, at least in that text may be displayed. That is, text 
may be visible when outputted from a display, and thus for 
purposes of the present disclosure is considered to be 
graphical content unless otherwise specified. 
0096. Similarly, the term “graphical content source also 
should be understood broadly. A graphical content source 
provides information and/or control of information, but is 
not required to create or otherwise originate that informa 
tion. For example, a data store such as a hard drive may store 
information rather than necessarily creating information per 
se, but nevertheless may provide information to a mono 
controller. Similarly, a communicator Such as a wireless 
modem or wired connection may transmit information from 
elsewhere, but likewise may provide information to a mono 
controller. Thus a data store and/or a communicator may in 
at least certain embodiments be considered a graphical 
content Source, as may other devices and/or systems. 
0097. Furthermore, a graphical content source is not 
necessarily required to have graphical content therein in 
itself. As noted a computer model may be considered to be 
a graphical content source, however at least certain models 
may be entirely mathematical. That is, Such a computer 
model may be “nothing but numbers’, rather than necessar 
ily being or including content that is directly visible e.g. as 
images. As described Subsequently, images (or other visible 
features) may be rendered from a graphical content source, 
even if the graphical content itself is not strictly speaking a 
visual feature in itself. 
0098 Continuing in FIG. 1, a mono perspective is estab 
lished 114 in and/or by the mono controller. For example, if 
graphical content is a three dimensional model, then at least 
in principle the distance, direction, orientation, etc. from 
which that three dimensional model is to be considered may 
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vary. As a more concrete example, a three dimensional 
model of an automobile might be displayed from the front, 
the left side, etc., the field of view may vary so as to 
encompass the entire vehicle or only a small portion of the 
vehicle, etc. A mono perspective may be implicit and/or 
inherent for at least certain content. For example, for text the 
perspective may be assumed to be normal to the plane of the 
text; Such presumed perspectives may be considered to 
satisfy the step of establishing 114 a mono perspective. 
0099. A mono surface buffer is established 116 in and/or 
by the mono controller. A mono surface buffer is a defined 
'space' wherein graphical Surfaces (described Subsequently 
herein) may be stored, manipulated, etc. It is noted that the 
mono Surface buffer may not be a space or a place in a 
physical sense (though Such is not prohibited), but rather 
may be a logical construct for accommodating graphical 
Surfaces. For example, a mono Surface buffer may be or may 
at least include some designated region of processor-acces 
sible memory. In such instance, the step of establishing 116 
the mono Surface buffer may include designating address(es) 
for memory Such that the mono controller may send mono 
Surfaces thereto, manipulate mono Surfaces therein, copy or 
move mono Surfaces and/or data regarding mono Surfaces 
therefrom, etc. It is noted that a mono surface buffer may 
include therein space for multiple surfaces, e.g. one or more 
Surfaces for each graphical content source. Alternately, 
multiple mono surface buffers may be established. 
0100. A mono image buffer is established 118 in and/or 
by the mono controller. A mono image buffer is a defined 
'space' wherein an image may be stored, manipulated, etc. 
As with the mono surface buffer, the mono image buffer may 
not be a physical space or place (though again Such is not 
prohibited), but rather may be a logical construct. 
0101 For example, a mono image buffer may be or may 
at least include some designated region of processor-acces 
sible memory. In such instance, the step of establishing 118 
the mono image buffer may include designating address(es) 
for memory Such that the mono controller may send mono 
images thereto, manipulate mono images therein, draw 
mono images and/or data regarding mono images therefrom, 
etc. It is noted that a mono image buffer may include therein 
space for multiple images, and/or that multiple mono image 
buffers may be established. 
0102 The term “image buffer is used herein for clarity, 
in that the image buffer as describes serves to accept images 
therein. However, in certain instances the term “frame 
buffer also may be suitable, e.g. if the images stored therein 
are considered to be sequential frames of a video, an 
updating screen, etc. 
(0103 Still with reference to FIG. 1, the mono controller 
renders 120 the graphical content sources to produce mono 
Surfaces, in the mono perspective. The resulting mono 
surfaces are disposed within the mono surface buffer. 
0104. A mono surface may be considered to be a “view’ 
of graphical content from and/or within a graphical content 
source. The term “rendering as used herein refers to the 
production of that view, i.e. that mono Surface, from the 
graphical content source. The process of rendering may vary. 
For example, for a graphical content source in the form of 
a video feed composed of many sequential image frames, a 
render thereof may simply be one of those image frames 
captured, copied, etc. from the video feed. However, as 
another example for a graphical content source in the form 
of a mathematical model of a 3D object or environment, a 
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render thereof may be a graphical image based on the 
mathematical model, e.g. what would be “seen of the model 
if the model were there to be seen (rather than being purely 
mathematical). 
0105. The mono controller composites 122 the mono 
Surfaces within the mono Surface buffer. Compositing 
includes arranging mono Surfaces with regard to one 
another, for example specifying that some mono Surfaces are 
“on top of other mono Surfaces (in a logical sense, not 
necessarily a physical sense), or otherwise addressing how 
overlapping data from multiple mono Surfaces is to be 
handled (e.g. considering Surfaces to be transparent, etc.). 
Compositing may also include aligning one or more mono 
Surfaces with respect to one another and/or to Some external 
standard. Compositing further may include Scaling or oth 
erwise resizing one or more mono Surfaces, for example so 
as to arrange for all Surfaces to have a consistent size; as a 
more concrete example, if the mono display is known to 
include an array of pixels 640x480 in size, some or all mono 
surfaces may be scaled to 640x480 pixels in size so as to fill 
the screen when outputted. Other operations also may be 
suitable. 
0106 Still referring to FIG. 1, the mono controller 
merges 124 the mono Surfaces to form a mono image. 
Merging may yield the mono image directly in the mono 
image buffer, but also may move the image into the mono 
image buffer after generation elsewhere, etc. The term 
"merging as used herein refers to combining multiple mono 
image surfaces to form a single image therefrom. In certain 
instances, merging may be considered analogous to collaps 
ing a 'stack of mono Surfaces (and/or renders thereon) Such 
that some or all of the content of the mono surfaces (or at 
least the content thereof) therein is present within the 
resulting mono image. Another potentially analogous opera 
tion is the notion of “flattening in certain graphics pro 
grams, wherein multiple “layers' are combined into one 
image. 
0107 The mono controller then outputs 126 the mono 
image to the mono display, such that the mono image is 
potentially visible thereon by a viewer. 
0108. An arrangement such as that shown in FIG. 1 may 
exhibit certain limitations. Notably, a mono controller as 
described with regard to FIG. 1 may not be suited for 
delivering 3D content. Such as stereo content. More particu 
larly, while a mono controller in communication with a 
mono display may output images of 3D content, the content 
itself nevertheless may be 2D (i.e. a “flat image of a “solid 
object may be displayed). 
0109 Mono controllers may make no provision for 3D. 
Thus, even if a mono controller were put in communication 
with a stereo display or other 3D output system, the mono 
controller may not necessarily be capable of displaying 
content in 3D. Indeed, if the mono controller does not have 
Suitable avenues for addressing 3D content, including but 
not limited to Stereo 3D, attempting to place a stereo display 
in communication with a mono controller may result in no 
content being displayed at all, or content being displayed 
incorrectly, or some other malfunction. 
0110. However, although mono controllers may have 
limitations with regard for example to delivering 3D output, 
mono controllers nevertheless are in wide use. For example 
Android, iOS, Windows Mobile, etc. may be used on smart 
phones, tablets, and other mobile devices, various operating 
systems may be used on laptop and desktop computers, etc. 
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Likewise, many applications, libraries, plug-ins, peripherals, 
etc. may be configured to cooperate with mono controllers 
and/or with processors having mono controllers instantiated 
thereon. In addition, mono controllers may include useful 
features in themselves, whether relating to image output or 
otherwise (e.g. with regard to general file handling, input, 
etc.). 
0111. Furthermore, not all graphical content necessarily 
is either in 3D form or even well-suited for adaptation or 
conversion into 3D form. The continued ability to display 
2D content, Such as certain menus, text, etc. may remain 
useful even if the ability to display 3D content is made 
available. In particular, the ability to simultaneously display 
both 2D and 3D content may be advantageous. 
0112 Thus, although it may be possible in principle to 
fully replace existing mono controllers with dedicated stereo 
controllers (or other 3D controllers), such a full replacement 
may represent and/or require a considerable effort, may not 
be entirely necessary, and may present problems in itself (for 
example, “legacy’ applications written for use with a mono 
controller may not operate properly or at all with a replace 
ment stereo controller). 
0113. If mono controllers already are available, it may be 
fruitful to add to and/or adapt existing mono controllers so 
as to enable stereo output and/or mixed monofstereo output 
as well, without necessarily replacing, modifying, or inter 
fering with such mono controllers or capabilities thereof. 
0114. Now with reference to FIG. 2A and FIG. 2B, 
therein is shown an example arrangement for stereo visual 
display. The method shown in FIG. 2A and FIG. 2B may in 
Some sense be considered to be an adaptation of and/or an 
addition to certain steps as previously described with regard 
to FIG. 1. At least certain embodiments may utilize existing 
“infrastructure', e.g. a mono controller and/or functions as 
may be carried out in whole or in part a mono controller, in 
producing new outcomes. More colloquially, stereo output 
may be accomplished at least partly through the use of a 
mono controller. 
0.115. It is also noted that for purposes of simplicity, the 
arrangement shown in FIG. 2A and FIG. 2B is specific to 
outputting 2D and 3D content to a stereo display. Not all 
embodiments necessarily are limited in Such fashion, and 
further examples are presented Subsequently herein address 
ing other arrangements, such as selective output of 2D 
and/or 3D content to either or both of mono and stereo 
displays. 
0116. In FIG. 2A, a mono controller is established 202A, 
e.g. by instantiation of executable instructions onto a pro 
cessor. Mono controllers have been described previously 
herein with regard to FIG. 1. It is noted that the mono 
controller and establishment 202A thereof in FIG. 2A may 
in itself enable only mono output, as described with regard 
to FIG.1. However, as described herein for various embodi 
ments resources of the mono controller may be repurposed, 
and/or additional resources provided, so as to enable stereo 
output (even though the mono controller in itself may be 
incapable of and/or provide no consideration for stereo 
output). 
0117 Embodiments are not limited with regard to what 
mono controller(s) is established 202A, what processor (if 
any) the mono controller is established 202A on, how the 
mono controller is established 202A, etc. 
0118. A stereo controller is established 202BC, in com 
munication with the mono controller. A stereo controller 
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may be substantially any entity adapted to perform the steps 
also shown in FIG. 2A and FIG. 2B and ascribed thereto. 
Broadly speaking, a stereo controller oversees the delivery 
of Stereo content (e.g. Stereo 3D imagery) to a viewer via a 
display suitable for such stereo content. A stereo controller 
may be and/or may include executable instructions instan 
tiated on a processor, for example an application instantiated 
onto a processor in a mobile device Such as a Smartphone, 
tablet, head mounted display, etc., and in communication 
with a mobile operating system thereof. As another example, 
Stereo controllers also may include an application loaded 
onto a processor of a desktop or laptop computer and in 
communication with the operating system thereof, etc. Other 
arrangements also may be suitable. 
0119 For certain embodiments, it may be useful to con 
sider the stereo controller as an “add on entity, such as a 
computer application made up in whole or in part of execut 
able instructions, those executable instructions being 
adapted to interface with executable instructions in the mono 
controller. In Such instances the stereo controller may com 
municate data with the mono controller, and/or to commu 
nicate instructions with the mono controller. As a more 
concrete example, the stereo controller may be adapted to 
call on functions within the mono controller as may already 
exist therein, for example instructing the mono controller to 
establish surface buffers, to render surfaces, etc. In some 
sense, certain embodiments may be considered to “spoof 
the mono controller, e.g. the Stereo controller may command 
the mono controller to establish a surface buffer, in similar 
fashion to the mono controller establishing a surface buffer 
as a step in delivering mono output (e.g. as in step 116 in 
FIG. 1). Thus, the stereo controller may invoke and/or 
replicate certain existing functions of the mono controller, 
but may do so at least potentially to carry out functions other 
than and/or beyond the capabilities of the mono controller 
alone. 
0120 More regarding such “spoofing, replication, invo 
cation, etc. is described Subsequently herein. 
0121 Typically, though not necessarily, the stereo con 

troller may be established 202BC onto the same processor as 
a mono controller, both being instantiated on that processor 
and being in communication therethrough. However, other 
arrangements, including but not limited to establishing 
202BC the stereo controller onto a different processor, that 
different processor being in communication with the mono 
controller, may be equally suitable. 
0122) Still with reference to FIG. 2A, a stereo display is 
disposed 204BC in communication with the stereo control 
ler. A stereo display may be any system adapted to deliver 
content in a two-perspective stereo configuration (e.g. as 
Stereo image pairs), so as to facilitate the appearance of three 
dimensionality to content displayed therefrom. For example, 
a near-eye head mounted display, having left and right 
screens configured to be disposed proximate to and in front 
of the left and right eyes respectively of a viewer, may be 
suitable for use as a stereo display. However this is an 
example only, and other arrangements may be equally 
suitable. 

0123 For a stereo controller that includes executable 
instructions instantiated onto a processor, for example, dis 
posing 204BC a stereo display in communication with the 
Stereo controller may represent physically connecting a 
Stereo display to the processor, configuring communication 
protocols so that the stereo controller may address the stereo 
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display, etc. However, embodiments are not limited with 
regard to either how the stereo controller is disposed in 
communication with the Stereo display, nor with regard to 
the nature(s) of either the stereo controller or the stereo 
display. 
0.124. It is noted that the mono controller is not neces 
sarily required to be in direct communication with the stereo 
display. Logically, if a stereo display is in communication 
with the stereo controller, and the stereo controller is in 
communication with the mono controller, then in some sense 
the mono controller is indeed in communication with the 
stereo display. However, direct communication between the 
mono controller and the stereo display is not required 
(though such also is not prohibited). Thus is may not be 
necessary, for example, to either select or adapt the mono 
controller so as to be capable of communicating with the 
Stereo display, nor conversely to select or adapt a stereo 
display Suitable for communication with the mono control 
ler. 
0.125 Continuing in FIG. 2A, at least one graphical 
content source is disposed 206 in communication with the 
mono controller. Graphical content sources have been pre 
viously described herein with regard to mono output, how 
ever Some additional comments with regard to stereo output 
may be illuminating. Notably, a graphical content Source 
may be defined logically, rather than for example physically. 
For example, a data store may be considered collectively as 
being a single graphical content source, it may also be 
suitable to consider each file therein as a distinct graphical 
content source. Furthermore, for files that may include both 
2D and 3D information therein, it may be suitable to 
consider individual 2D and/or 3D elements in a given file as 
being distinct graphical content sources. As noted, in the 
arrangement shown in FIG. 2A and FIG. 2B all graphical 
content addressed therein is considered to be 3D content, but 
this is an example only and other arrangements may be 
equally Suitable. 
I0126. It is also noted that in step 206 the graphical 
content sources are disposed in communication with the 
mono controller, not necessarily with the stereo controller. 
Although graphical content Sources may be disposed in 
direct communication with the stereo controller, this is not 
required. Again, logically if a graphical content Source is in 
communication with the mono controller, and the stereo 
controller is in communication with the mono controller, 
then in some sense the graphical content Source is also in 
communication with the stereo controller. However, direct 
communication between the graphical content sources and 
the stereo controller is not required (though Such also is not 
prohibited). Thus the stereo controller may not necessarily 
require or have any capability for directly communicating 
with graphical content sources. 
I0127. For example, the stereo controller may not have, 
and may not be required to have, Suitable drivers, protocols, 
libraries, etc., appropriate for the graphical content Source 
(s). In certain embodiments, the mono controller may 
already incorporate some or all such features, such that the 
Stereo controller may access relevant information from the 
mono controller. Thus, capabilities of the mono controller 
for communicating with graphical content sources may be 
utilized, without necessarily duplicating Such features within 
the stereo controller. 
I0128 Moving on in FIG. 2A, a stereo configuration 210 
is established with the stereo controller. Stereo configuration 
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refers to visual properties of the stereo display, and/or the 
output therefrom. For example, a given stereo display may 
at least potentially accommodate a range of relative sizes 
and fields of view of the left and right displays with regard 
to one another within a stereo display, degrees of overlap 
between left and right displays, relative brightnesses of the 
left and/or right displays and/or portions thereof, etc. In 
principle mono displays may be described as also having a 
“configuration', e.g. in terms of features Such as Screen 
extent, screen resolution, etc. However step 210 is noted 
herein e.g. because the number of parameters for a stereo 
display may be notably large, and variations thereof poten 
tially of considerable significance in output. For example, a 
Stereo display typically exhibits a separation distance 
between left and right screens facilitating stereo vision, 
while a mono display typically exhibits no such feature. 
0129. Continuing in FIG. 2A, a left perspective is estab 
lished 214B is established with the stereo controller, and a 
right perspective 214C also is established with the stereo 
controller. The arrangement of steps in FIG. 2A (and sub 
sequently in FIG. 2B) is shown as two parallel tracks by way 
of explanation, i.e. two similar sets of steps are carried out 
with regard to left and right stereo views. However, this is 
an illustrative arrangement only, and it is not required that 
steps be performed computationally in parallel, or that steps 
and/or the arrangement thereof are limited unless otherwise 
stated. 
0130. With regard to establishing 214B a left perspective, 
the left perspective represents a view of three dimensional 
content with regard to distance, direction, orientation, etc., 
as may make up one of a stereo pair of views (e.g. left and 
right). For example, a left perspective may be offset some 
distance to the left from a nominal “centerline view', 
although other arrangements may be Suitable. 
0131 Similarly with regard to establishing 214C a right 
perspective, the right perspective represents a view of three 
dimensional content with regard to distance, direction, ori 
entation, etc., as may make up another of a stereo pair of 
views. For example, a right perspective may be offset some 
distance to the right from a nominal “centerline view'. 
although again other arrangements may be suitable. 
0132) The particulars of left and right perspectives may 
vary, for example different embodiments may exhibit dif 
ferent effective distances between the left and right perspec 
tives, thus representing different stereo baselines. Embodi 
ments are not limited as to the particulars of left and right 
perspectives, or how those perspectives are established. 
Indeed, although left and right perspectives are presented as 
examples, it is not necessary for all embodiments to define 
Stereo pairs in terms of right and left, and other arrangements 
may be suitable. 
0133. As noted previously, the method shown in FIG. 2A 
through FIG. 2C may in certain embodiments behave at least 
Somewhat as an "add on for a mono controller, and/or as a 
repurposing of certain functions of a mono controller. How 
ever as may be seen, FIG. 2A through FIG. 2C do not 
illustrate therein direct analogs of certain steps in FIG. 1. For 
example, no step directly analogous to step 114 (establishing 
a mono perspective) is so illustrated. 
0134. This should not be taken to indicate that steps 
performed by and/or in the mono controller are necessarily 
prevented or excluded by the stereo controller, unless oth 
erwise specified. Steps not explicitly shown in FIG. 2A 
through FIG. 2C may nevertheless be executed, including 
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but not limited to direct analogs of steps in FIG. 1. For 
instance, a step of establishing a mono perspective is not 
required for the example method shown in FIG. 2A through 
FIG. 2C, which addresses stereo output only; a mono 
perspective thus is of little or no relevance. However, the 
mono controller established in step 202A of FIG. 2A may 
still establish a mono perspective, even though Such a step 
is not shown in FIG. 2A through FIG. 2C. 
I0135) In general, the execution of steps shown in FIG. 2A 
through FIG. 2C to generate stereo output does not neces 
sarily preclude the execution of steps not shown in FIG. 2A 
through FIG. 2C. In particular, mono output also may be 
generated (and indeed the generation of both mono and 
Stereo output is addressed in more detail Subsequently 
herein), and/or other functions also may be carried out. 
Thus, for example, enabling stereo output does not neces 
sarily replace or prevent enabling mono output, rather 
enabling stereo output may supplement enabling mono 
output. 
0.136. Now with reference to FIG. 2B, a left surface buffer 

is invoked 216B to be established with the stereo controller. 
A left surface buffer is a defined “space' wherein graphical 
Surfaces may be stored, manipulated, etc., at least somewhat 
similar in concept to the mono surface buffer described with 
regard to step 116 in FIG. 1. Typically though not neces 
sarily, the left surface buffer is compatible with the mono 
controller, for example having similar size, format, memory 
configuration, etc. to a mono Surface buffer as may be 
produced by the mono controller, at least insofar as the left 
surface buffer would be adapted to accept surfaces as 
rendered by the mono controller. 
0.137 With regard to the term “invoke', it is again noted 
that the stereo controller may or may not itself perform the 
task of establishing the left surface buffer the left surfaces 
for 2D content (various embodiments may enable either or 
both options). Rather, the stereo controller may command 
and/or otherwise cause the mono controller to establish a 
surface buffer to be utilized as the left surface buffer. As 
noted with regard to FIG. 1, a mono controller may already 
include suitable capabilities for establishing surface buffers. 
While similar capabilities may be present within the stereo 
controller, it may be Suitable to rely on already-existing 
capabilities within the mono controller, rather than dupli 
cating functions. 
0.138 Similarly, with regard to other uses herein of 
“invoke', it should be understood that the term indicates that 
Some entity may cause an action to be taken, regardless of 
whether that entity or some other entity directly carries out 
that action. With regard to the preceding step, the stereo 
controller invokes 216B a left surface buffer to be estab 
lished, but the stereo controller may or may not directly 
establish the left surface buffer in itself, e.g. possibly calling 
the mono controller to establish a suitable surface buffer 
instead. With regard to steps subsequently described herein, 
likewise image buffers may be invoked, rendering may be 
invoked, etc. 
I0139 Still with reference to FIG. 2B, a right surface 
buffer similarly is invoked 216C to be established with the 
stereo controller. The right surface buffer is again a defined 
'space' wherein graphical Surfaces may be stored, manipu 
lated, etc., again at least somewhat similar in concept to the 
mono surface buffer described with regard to step 116 in 
FIG. 1. Typically though not necessarily, the right surface 
buffer also is compatible with the mono controller, for 
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example having similar size, format, memory configuration, 
etc. to a mono surface buffer as may be produced by the 
mono controller, at least insofar as the right surface buffer 
would be adapted to accept Surfaces as rendered by the mono 
controller. 
0140. However, despite potential similarities between the 

left and right surface buffers and the mono surface buffer 
previously described, it is noted that in FIG. 2B the left and 
right surface buffers are established by the stereo controller. 
Thus the stereo controller may designate addresses in 
memory for the left and right surface buffers, or similarly 
define the left and right surface buffers. Indeed, it is noted 
that a given mono controller may not have the capability to 
create and/or address left and right surface buffers, or even 
more than one surface buffer generally, since a single surface 
buffer may be sufficient for mono output (and mono con 
trollers may not even consider the possibility of stereo 
output). 
0141. A left image buffer is invoked 218B to be estab 
lished with the stereo controller. A left image buffer is a 
defined 'space' wherein an image may be stored, manipu 
lated, etc., at least somewhat similar in concept to the mono 
image buffer described with regard to step 118 in FIG. 1. 
Typically though not necessarily, the left image buffer is 
compatible with the mono controller, for example having 
similar size, format, memory configuration, etc. to a mono 
image buffer as may be produced by the mono controller, at 
least insofar as the left image buffer would be adapted to 
accept images as merged by the mono controller. 
0142. A right image buffer is invoked 218C to be estab 
lished with the stereo controller. The right image buffer also 
is a defined 'space' wherein an image may be stored, 
manipulated, etc., at least somewhat similar in concept to the 
mono image buffer described with regard to step 118 in FIG. 
1. Typically though not necessarily, the right image buffer is 
compatible with the mono controller, for example having 
similar size, format, memory configuration, etc. to a mono 
surface buffer as may be produced by the mono controller, 
at least insofar as the right image buffer would be adapted to 
accept images as merged by the mono controller. 
0143 Again, despite potential similarities between the 

left and right image buffers and the mono image buffer 
previously described, it is noted that in FIG. 2B the left and 
right surface buffers are established by the stereo controller 
(and the mono controller may not even have the capability 
to establish left and right image buffers). 
0144. Still with reference to FIG. 2B, rendering is 
invoked 220B1 of left surfaces for each 2D graphical 
content source, in mono perspective, with the stereo con 
troller. 
0145. In other words, the mono controller may already be 
capable of rendering Surfaces from a mono perspective 
(and/or from other perspectives), and thus the stereo con 
troller may cause the mono controller to render the left 
Surfaces exhibiting 2D content from the mono perspective, 
rather than the stereo controller itself rendering such left 
surfaces internally. The command to render the relevant 
surfaces may come from the stereo controller, but the work 
of rendering may be performed by the mono controller. 
014.6 Rendering is also invoked 220C1 of right surfaces 
for each 2D graphical content source, in mono perspective, 
with the stereo controller. Again with regard to the term 
“invoke', it is noted that the stereo controller may or may 
not itself perform the task of rendering 220C1 the right 
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Surfaces in mono perspective for those graphical content 
sources exhibiting 2D content. Rather, the stereo controller 
may command and/or otherwise cause the mono controller 
to render right Surfaces from graphical content sources, 
directing those right Surfaces into the right Surface buffer. 
0147 Still with reference to FIG. 2B, rendering is 
invoked 220B2 of left surfaces for each 3D graphical 
content source, in left perspective, with the stereo controller. 
As noted previously the Stereo controller may or may not 
itself perform the task of rendering 220B2 such left surfaces. 
0148 Rendering is also invoked 220C2 of right surfaces 
for each 3D graphical content source, in right perspective, 
with the stereo controller. Again the stereo controller may or 
may not itself perform the task of rendering 220C2 the right 
Surfaces. 

0149. With regard collectively to steps 220B1, 220B2, 
220C1, and 220C2, it is emphasized that rendering may be 
carried out differently based the dimensionality of a given 
graphical content source. That is, for 2D content rendering 
is carried out from a mono perspective when rendering to 
both left and right surface, while for 3D content rendering is 
carried out from a left (e.g. left stereo) perspective when 
rendering left Surfaces, and is carried out from a right (e.g. 
right stereo) perspective when rendering right Surfaces. Thus 
the perspectives of various renders/various Surfaces may be 
different within the left image buffer and the right image 
buffer. 

0150 Continuing in FIG. 2B, compositing is invoked 
222B of the left surfaces in the left surface buffer, with the 
Stereo controller. Again, the stereo controller may not nec 
essarily perform the task of compositing the left Surfaces 
(though this is not prohibited), but may instead command 
and/or otherwise cause the mono controller to composite the 
left surfaces. As also noted with regard to FIG. 1, a mono 
controller may already include suitable capabilities for com 
positing Surfaces. While similar capabilities may be present 
within the stereo controller, it may be suitable to rely on 
already-existing capabilities within the mono controller, 
rather than duplicating functions. 
0151. In other words, the mono controller may already be 
capable of compositing Surfaces, and thus the stereo con 
troller may cause the mono controller to composite the left 
Surfaces, rather than the stereo controller itself compositing 
the left surfaces internally. The command to composite the 
surfaces may come from the stereo controller, but the work 
of compositing may be performed by the mono controller. 
0152 Compositing is also invoked 222C of the right 
surfaces in the right surface buffer, with the stereo controller. 
Again, the stereo controller may not necessarily perform the 
task of compositing the right Surfaces (though this is not 
prohibited), but may instead command and/or otherwise 
cause the mono controller to composite the right Surfaces. 
0153 Merging is invoked 224B of the left surfaces in the 
left surface buffer with the stereo controller, so as to yield a 
left image in the left image buffer. Again, the stereo con 
troller may not necessarily perform the task of merging the 
left surfaces into a left image in the left image buffer (though 
this is not prohibited), but may instead command and/or 
otherwise cause the mono controller to merge the left 
surfaces. As noted with regard to FIG. 1, a mono controller 
may already include Suitable capabilities for merging Sur 
faces to yield an image. While similar capabilities may be 
present within the stereo controller, it may be suitable to rely 
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on already-existing capabilities within the mono controller, 
rather than duplicating functions. 
0154) In other words, the mono controller may already be 
capable of merging Surfaces to form an image, and thus the 
Stereo controller may cause the mono controller to merge the 
left surfaces, rather than the stereo controller itself margin 
ing the left Surfaces internally. The command to merge the 
surfaces may come from the stereo controller, but the work 
of merging may be performed by the mono controller. 
0155 Merging is also invoked 224C of the right surfaces 
in the right surface buffer with the stereo controller, so as to 
yield a right image in the right image buffer. Again, the 
Stereo controller may not necessarily perform the task of 
merging the right Surfaces into a right image in the right 
image buffer (though this is not prohibited), but may instead 
command and/or otherwise cause the mono controller to 
merge the right Surfaces. 
0156 Moving on to FIG. 2C, the stereo controller then 
outputs 126B the left image to the left display of the stereo 
display, such that the left image is potentially visible thereon 
to the left eye of a viewer. The stereo controller also outputs 
126C the right image to the right display of the stereo 
display, Such that the right image is potentially visible 
thereon to the right eye of a viewer. With the stereo display 
adapted to display stereo image pairs (as noted above with 
regard to step 204BC) and a suitable stereo configuration 
established (as noted above with regard to step 210), the 
Stereo display may output imagery Such that a viewer thereof 
may perceive that imagery as appearing three dimensional. 
(O157 Although FIG. 2C shows the method therein as 
being complete following steps 226B and 226C it is empha 
sized that the method in FIG. 2A through FIG. 2C is an 
example only. Other steps, other functions, etc. may be 
incorporated into the method, and/or other methods may be 
executed in combination with various embodiments, includ 
ing but not limited to repetition of steps already shown, e.g. 
in an ongoing loop that continues so as to display a succes 
sion of left and right images to a stereo display. 
0158. Now with regard to FIG. 3 through FIG. 9, refer 
ence has been made herein to features and steps such as 
Surfaces and the rendering, compositing, and merging 
thereof. Some additional description thereof may be useful, 
and FIG. 3 through FIG. 9 also present illustrations thereof. 
However, it is noted that this is presented for explanatory 
purposes, and that surfaces, etc. shown are not necessarily 
representative of any particular embodiment. For example, 
although Surfaces are illustrated as being visible entities, 
Surfaces may in at least some embodiments be non-visual, 
e.g. instead existing as digital data. Likewise, a buffer may 
be a defined group of memory addresses in a digital elec 
tronic processor, rather than a visible arrangement of visible 
Surfaces. Thus, Surfaces may not may not be visible within 
a buffer, the buffer itself may not be visible, etc. 
0159. With reference now to FIG. 3, therein is shown a 
conceptual illustration of a Surface 342. As shown, a Surface 
342 is a defined space, that space being adapted to receive 
therein a render of graphical content. A Surface 342 may also 
be considered to be a “blank slate' upon which graphical 
content may be rendered. Typically though not necessarily, 
as the name Suggests a surface 342 may be represented by 
a flat, two-dimensional plane or some portion thereof. The 
surface 342 shown in FIG. 3 is an empty or null surface, that 
is, no graphical content is rendered therein. Once graphical 
content is rendered to a surface, the rendered content therein 
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also may in some sense be considered to “be the surface 
(perhaps in the same sense as a sheet of paper may be 
considered to be the drawing thereupon), but for simplicity 
FIG. 3 shows only an empty surface 342. 
0160 Embodiments are not limited with regard to what 
graphical content may be rendered thereto. Suitable graphi 
cal content (and thus the render thereof) may include but is 
not limited to text, photographs, illustrations, icons, inter 
active controls, etc. A Surface may have some, all, or none 
of the space thereof occupied by rendered content. 
0.161 Embodiments also are not limited with regard to 
the configuration of surfaces. In FIG. 3, the surface 342 
therein is illustrated as a rectangular space defined by a 
dashed outline. However, in practice a surface 342 is not 
necessarily rectangular, is not necessarily of a particular size 
or proportion, and is not necessarily bounded (visibly or 
otherwise); in principle a Surface may be hexagonal, circu 
lar, of infinite extent (and thus in some sense having no 
defined shape), etc. 
0162. In certain instances herein, a surface 342 may be 
referred to as a “thing in itself. However, it may also be 
valid to consider a surface 342 in as a container. That is, a 
surface 342 may be considered to be a graphical render in 
itself, or may be considered to contain a graphical render, 
being a defined space that may accept a graphical render 
therein. However, it should be understood that to at least 
Some extent, such descriptions of Surfaces (and certain other 
elements referred to herein) may be metaphorical. That is, 
since a surface 342 may be, and typically is, defined within 
digital memory, a Surface 342 may not be either an actual 
physical space or an actual physical thing, but may rather be 
a memory address or group of memory addresses, etc. 
0163. In addition, although certain examples herein may 
reference the use of surfaces, the use of surfaces (and/or 
Surface buffers, etc.) is an example only, and is not neces 
sarily required for all embodiments. Surfaces may be con 
ceptually useful, e.g. in understanding how graphical con 
tent may be handled. Surfaces also may be computationally 
useful, e.g. as a particular mechanism for handling graphical 
content. However, other arrangements may be equally Suit 
able. For example, description and/or use of a render buffer, 
wherein renders may be disposed, composited, etc. as 
“naked’ renders, i.e. not necessarily in or as Surfaces but 
directly as renders, may be suitable for at least certain 
embodiments. 
0164. Now with reference to FIG. 4, therein conceptual 
illustrations of several surfaces 442A through 442F are 
shown. As may be seen, the surfaces 442A through 442F are 
shown to be grouped together in a stack configuration, 
though this is an example only, and other arrangements may 
be equally suitable. With regard to the stack configuration of 
buffer 440 as shown, it is noted that for certain embodiments 
there may be no literal geometric configuration, for example 
if the buffer 440 and surfaces 442A through 442F are in the 
form of digital data there may be no geometry associated 
therewith. 
0.165 Collectively, the surfaces 442A through 442F form 
a surface buffer 440. In the example of FIG. 4, the surfaces 
442A through 442F are all empty, though this is for illus 
tration only. 
0166 Embodiments are not limited with regard to the 
number of surfaces that may be in a surface buffer 440. As 
shown in FIG. 4, the surface buffer 440 is shown having six 
surfaces 442A through 442F, but this is an example only. 
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Indeed, a surface buffer 440 may not have any surfaces 
therein; a surface buffer 440 may for example be merely a 
defined set of memory addresses, with Surfaces being dis 
posed therein. Alternately, each surface maybe considered to 
be disposed within its own buffer, or other arrangements 
may be equally suitable. 
0167. In addition, although the arrangement in FIG. 4 
shows a surface buffer 440 wherein all of the surfaces 442A 
through 442F therein are of equal size, this too is an example 
only, and other arrangements may be equally suitable. 
0168 Furthermore, although FIG. 4 shows the surfaces 
442A through 442F therein arranged in a vertical stack 
formation, this is illustrative only. Although it may be useful 
to consider Surfaces 442A through 442F as being stacked in 
Such fashion (e.g. when envisioning compositing of Sur 
faces, described Subsequently herein), embodiments are not 
limited to Such arrangements. Indeed, for embodiments 
wherein the Surface buffer 440 is a logical construct, e.g. a 
defined group of memory addresses, it may not even be 
possible to geometrically arrange Surfaces 442A through 
442F therein at all (nor is such required). 
(0169. Now with reference to FIG. 5, therein is shown the 
contents of a surface buffer 540, namely six surfaces 542A 
through 542F with renders 544A through 544F disposed 
therein. In particular, renders 544A through 544F are illus 
trated as a frame 544A, a menu bar 544B, a battery indicator 
544C, a view of 3D objects 544D, a crosshair 544E, and a 
time indicator 544F, respectively. The renders 544A through 
544F are illustrated herein to represent graphical features as 
may be outputted by a mobile device such as a tablet or 
smart phone, however the particular renders 544A through 
544F shown in FIG. 5 are examples only. Embodiments are 
not limited only to those renders 544A through 544F shown 
in FIG. 5, nor to similar renders, nor necessarily even to 
renders suitable for a mobile device. 

(0170. As may be seen in FIG. 5, each render 544A 
through 544F is disposed on a respective surface 542A 
through 542F. However, it may be reasonable to consider the 
renders 544A through 544F to in fact be the surfaces 542A 
through 542F (for example as a piece of paper with a 
drawing thereon may be considered to be the drawing), or to 
at least treat renders 544A through 544F as similar or 
equivalent to surfaces 542A through 542F. Further, for 
certain embodiments, there may not be such a thing as an 
empty Surface (Such as Surfaces 442A through 442F shown 
in FIG. 4), or even an empty buffer (such as buffer 440 also 
shown in FIG. 4). 
0171 Thus, in certain embodiments renders 544A 
through 544F may be distinct from surfaces 542A through 
542F, while in other embodiments it may be equally suitable 
to consider renders 544A through 544F as being surfaces 
542A through 542F. Other arrangements also may be equally 
suitable. 
0172. However, for purposes of clarity renders 544A 
through 544F are referred to in at least certain instances 
herein as being distinct unto themselves, and being disposed 
on surfaces 542A through 542F, rather than necessarily 
being the surfaces 542A through 542F. 
0173 The ordering of surfaces renders 544A through 
544F may be organized, may be arbitrary, may be random, 
etc., and embodiments are not limited with regard thereto. 
That is, it is not necessarily required that a frame should be 
part of render 544A, or that a render of a frame 544A should 
come before or take precedence over a render of a view of 
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3D objects 544D, etc. Typically, though not necessarily, the 
ordering (if any) of renders and/or surfaces may be a matter 
of expedience, for example the first render in a group of 
renders may simply be the first render to arrive in the buffer. 
0.174. Now with reference to FIG. 6, therein is shown a 
conceptual illustration of a buffer 640, including several 
surfaces 642A through 642F therein, with renders 644A 
through 644F respectively disposed thereon. It is pointed out 
that the surfaces 642A through 642F therein and renders 
64.4A through 644F thereon are arranged consecutively from 
top to bottom, A through F. (More description regarding 
arrangement of Surfaces/renders is presented with regard to 
FIG. 7, below.) As may be seen, the renders 644A through 
644F are shown as resembling renders 544A through 544F 
from FIG. 5, including a frame 644A, a menu bar 64.4B, a 
battery indicator 644C, a view of 3D objects 644D, and a 
time indicator 644F, respectively. In addition, although the 
surface 642E may be considered to include thereon a 
crosshair similar to the crosshair 544E in surface 542E in 
FIG. 5, no crosshair is visible in FIG. 6 due to occlusion. 
0.175 Given the arrangement in FIG. 6, the crosshair is 
occluded by the view of 3D objects 644D, and so is not 
visible from the perspective in FIG. 6. Given the arrange 
ment of FIG. 6, the crosshair is below the view of 3D objects 
644D in the stack representing the buffer 640, and so given 
the perspective of FIG. 6 the crosshair is not visible. For the 
arrangement shown in FIG. 6, it may be understood that the 
view of 3D objects 644D may be opaque, and may include 
therein blank space, such that the crosshair may be occluded 
thereby. By contrast, the central window of the frame 644A 
is not opaque, with the menu bar 644B being visible 
therethrough. It is permissible for certain surfaces and/or 
renders thereon to be fully opaque, partly opaque, fully 
transparent, etc., over Some or all of an area thereof. In 
certain embodiments such opacity (or transparency) may 
attach to an individual Surface and/or render, e.g. a similar 
view of 3D objects such as in 644D may always be fully 
opaque over an entire area thereof. However, in other 
embodiments, opacity and/or other features may be uniform 
throughout a buffer, such that all surfaces and/or renders 
exhibit the same degree of opacity. In yet other embodi 
ments, opacity and/or other features may be controlled 
individually, e.g. as part of compositing of a buffer. 
(0176 Now with reference to FIG. 7, therein is shown 
another conceptual illustration of a surface buffer 740, 
including several surfaces 742A through 742F therein, with 
renders 74.4A through 744F respectively disposed thereon, 
the renders again including a frame 744A, a menu bar 744B, 
a battery indicator 744C, a view of 3D objects 744D, a 
crosshair 744E, and a time indicator 744F, respectively. 
However, although the arrangement in FIG. 7 may bear at 
least some resembling to the arrangement in FIG. 6, in 
particular with regard to what features are present, as may be 
seen the configuration of those features is different in FIG. 
7 than in FIG. 6. 

0177. Notably, the ordering of the surfaces 742A through 
742F with renders 74.4A through 744F thereon is different 
than in FIG. 7. In particular, in FIG. 6 surfaces are ordered 
(top to bottom) as 642A, 642B, 642C, 642D, 642E, and 
642F, while in FIG. 7 surfaces are ordered 742E, 742A, 
742F, 742C, 742B, and 742D (with renders arranged simi 
larly in both instances). The change in ordering of Surfaces 
742A through 742F within the surface buffer 740 as shown 
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in FIG. 7 compared with FIG. 6 represents a compositing of 
the surfaces 742A through 742F. 
0.178 As used herein, compositing refers to the arrange 
ment of surfaces with respect to one another and/or with 
respect to some external standard. FIG. 7 illustrates a simple 
case, wherein individual surfaces are “re-shuffled to present 
a different top-to-bottom order. 
(0179 For example, wherein in FIG. 6 the surface 642E 
(with a crosshair as may be presumed present, but not visible 
due to occlusion) is second from the bottom of the stack 
representing the buffer 640, in FIG. 7 the corresponding 
surface 742E with the crosshair 744E thereon is now upper 
most in the stack representing the buffer 640. That is, in the 
arrangement shown in FIG. 7 the crosshair 744E may be in 
some sense “on top' of the other renders. Thus, the crosshair 
744E (if opaque) may itself occlude some portion of (for 
example) the a view of 3D objects 744D, as viewed from 
above (wherein in FIG. 6 the view of 3D objects 644D 
occluded the presumed crosshair). However, while the 
arrangement in FIG. 7 is presented as a geometric Stack, this 
is an example only. A similar effect might be achieved in 
other embodiments by assigning some “virtual depth' or 
“occlusion order” feature to various surfaces and/or renders 
thereon, so as to produce occlusion without necessarily 
arranging Surfaces and/or renders in Such a stack. 
0180. In addition, as may be seen in FIG. 7 the surface 
744C with battery indicator render 744C thereon is dis 
placed to the right relative to surfaces 742A, 742B, 743D, 
and 742E. In addition, surface 742F with the time indicator 
render 744F thereon is displaced to the left relative to 
surfaces 742A, 742B, 743D, and 742E. Thus, considering 
the arrangement of the renders 74.4A through 744F, the 
battery indicator 744C may be considered to have shifted to 
the left with regard to the frame 744A, etc., while the time 
indicator 744F may be considered to have shifted to the right 
with regard to the frame 744A, etc. In more colloquial terms, 
by rearranging Surfaces during composition the apparent 
positions of time and battery indicators have been reversed. 
0181. As may be seen, compositing of surfaces 742A 
through 742F may include reordering of the surfaces 742A 
through 742F with respect to one another, and lateral 
motions of one or more surfaces 742A through 742F within 
their plane relative to other surfaces 742A through 742F. 
0182. However, it should also be understood that com 
positing may include other features. For example, Some or 
all surfaces 742A through 742F may be moved other than as 
shown, for example being rotated. Additionally, some or all 
surfaces 742A through 742F might be shifted to align with 
some marker or standard other than the rest of the surfaces 
742A through 742F, e.g. shifting every surface 742A through 
742F so that the right edge thereof (or the right edge of the 
render 74.4A through 744F therein) aligns with a guide line. 
Surfaces may also be scaled, changed in color, etc. Surfaces 
also may be disregarded, for example if a surface includes 
content that is only to be displayed under certain circum 
stances (e.g. a pull down menu that has been pulled down), 
or surfaces may be deleted from a buffer altogether. 
0183. As an illustration of compositing, consider as a 
metaphor that individual surfaces may be represented by 
sheets of transparent acetate, renders by images applied to 
those sheets (e.g. drawn with pens, printed, etc.), and a 
buffer by the collection of such sheets. Given such an 
arrangement, in at least certain embodiments compositing 
may be considered similar to reordering the sheets, moving 
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Some upward, some downward, etc., and to repositioning the 
sheets vertically and/or horizontally so as to align the images 
thereon as desired. Similarly, surfaces within a buffer may be 
reordered and/or rearranged, repositioned with regard to one 
another and/or some external standard, etc. 
0.184 Such an arrangement may thus begin with the 
configuration of surfaces 642A through 642F shown in FIG. 
6, and produce the configuration of Surfaces 742A through 
742F shown in FIG. 7 by re-ordering the acetate sheets; that 
re-ordering of sheets may be at least somewhat analogous to 
compositing. 
0185. However, it is emphasized that such description is 
an example only, and other arrangements may be suitable. 
For example, compositing may include operations that are 
difficult and/or impossible with such a stack of plastic 
sheets, such as changes to resolution, rotation or mirror 
reversal, alteration of coloring, modification of opacity/ 
transparency, upward or downward Scaling, changes to 
certain portions of a Surface and/or render while leaving 
other portions unchanged, etc. 
0186 Nevertheless, for at least certain embodiments it 
may be useful (if perhaps not perfectly precise) to consider 
compositing of Surfaces and/or renders thereon as being 
similar to rearranging those Surfaces and/or renders, in a 
manner similar to rearranging printed sheets of transparent 
acetate. 

0187. As was noted previously, the opacity/transparency 
of surfaces and/or renders thereon may be controlled. Such 
control may take place in Various manners and at Various 
levels, and embodiments are not limited with regard thereto. 
For example, certain renders may be always opaque or 
always transparent, or may have their opacity/transparency 
set and/or permanently fixed at creation. Similarly, certain 
Surfaces may be always opaque or always transparent, or 
may have their opacity/transparency set and/or permanently 
fixed at creation. Thus opacity/transparency may be con 
trolled at a render and/or a surface level. However, opacity 
may be controlled in addition or instead for the buffer as a 
whole, e.g. as part of compositing. 
0188 In addition, it is noted that a surface and/or render 
is not necessarily required to be uniformly transparent. The 
Surface 742A in FIG. 7 and/or the render of a frame 744A 
thereon may be fully opaque for the frame 744A itself, but 
fully transparent for the window therein. This may be 
controlled for example by assigning a color value as being 
transparent (e.g. black, with shades of gray being partially 
transparent), by utilizing a channel specific to transparency, 
or by other approaches. 
0189 Opacity may be of particular note, for example 
insofar as (when considering the stack as a whole) opacity 
may influence what is and is not occluded, and thus what 
may or may not be visible. As a more concrete example, if 
the view of 3D objects 744D in FIG. 7 is opaque, and the 
crosshair 744E is underneath the a view of 3D objects 744D, 
then the crosshair 744E may be partly or completely 
occluded by a view of 3D objects 744D, such that the 
crosshair 744E is not visible or is only partly visible. 
Typically, though not necessarily, blank space within a 
Surface may default to full transparency, so that (for 
example) a frame 744A does not occlude the central window 
thereof, etc. However, this is an example only, and other 
arrangements may be equally suitable. 
0190. In addition, although control of opacity is 
described herein in Some detail, the foregoing may apply 
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equally to other properties, e.g. resolution may be controlled 
in various manners and levels, etc. Embodiments are not 
limited in this regard. 
(0191 Now with reference to FIG. 8, therein is shown 
another conceptual illustration of a surface buffer 840. The 
surface buffer includes surfaces 842A through 842F with 
renders 844A through 844F respectively disposed thereon, 
the renders again including a frame 844A, a menu bar 844B, 
a battery indicator 844C, a view of 3D objects 844D, a 
crosshair 844E, and a time indicator 844F, respectively. 
However, as may be seen the buffer 840 is not illustrated as 
a stack, with separation between Surfaces 842A through 
842F but rather is shown collapsed. Thus the surfaces 842A 
through 842F shown therein are not visually distinguishable, 
although the renders 84.4A through 844F nonetheless may 
each be seen. 

0.192 As may be seen, certain of the renders 844A 
through 844F occlude others of the renders 84.4A through 
844F, for example part of the menu 844B is occluded by the 
frame 844A, and part of the view of 3D objects 844D is 
occluded by the crosshair 844E. As has been noted, factors 
other than being geometrically "on top' may be considered 
when determining occlusion and other features, for example 
a logical value (e.g. Surfaces with a lower number are to 
occlude Surfaces with a higher number). 
0193 However, although the surfaces 842A through 
842F in FIG. 8 are collapsed, and may not be visually 
separable, nevertheless the surfaces 842A through 842F 
remain distinct. The surfaces 842A through 842F are sepa 
rate entities from one another, being many entities rather 
than one. For example, as may be seen Surface 842C is 
displaced right with regard to surfaces 842A, 842B, 842D, 
and 842E, and surface 842F is displaced left with regard to 
surfaces 842A, 842B, 842D, and 842E. The surfaces to 
surfaces 842A through 842F could be further composited, 
e.g. displaced, reordered, etc. in the arrangement as shown 
in FIG. 8. 
0194 Turning to FIG. 9, therein an arrangement at least 
somewhat similar visually to that of FIG. 8 is shown. An 
image buffer 946 is visible, represented by a dashed outline 
(though in practice Such an outline may not necessarily be 
present), and a merged image 948 is shown thereon. The 
relation between the image buffer 946 and the merged image 
948 in FIG.9 may be conceptually similar to that between 
the surface buffer 840 and the surfaces 842A through 842F 
in FIG. 8, in that the image buffer 946 is a defined “place' 
that may accept a merged image 948 therein. However, the 
particular configuration of the image buffer 946 in FIG. 9 
may be different from that of the surface buffer 840 in FIG. 
8, e.g. So as to be Suited to accommodate an image rather 
than a group of Surfaces. 
0.195 The arrangement in FIG. 9 also may be visually 
similar to that in FIG. 8 in that similar graphical features are 
visible in FIG.9, e.g. a frame, a menu bar, etc. However, in 
FIG. 8 these visible features are in individual renders 
disposed in individual surfaces; by contrast, in FIG. 9 these 
visible features are not distinct entities, but rather have been 
combined to form a single merged image 948. As may be 
seen in FIG. 9, no individual surfaces analogous to those in 
FIG. 8 (e.g. displaced surfaces 844C and 844F) are present. 
The arrangement in FIG. 9 is no longer a group of Surfaces, 
but a merged image 948. Thus, further compositing (at least 
as described previously with regard to the examples in FIG. 
7 and FIG. 8 above) may not be possible with the arrange 
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ment in FIG. 9; surfaces may not be reordered, etc., because 
there are no surfaces present in FIG. 9. 
0196. The process of merging may be considered to be 
the combination of multiple surfaces to form one image 948. 
Information may be lost in merging; where an occluded 
feature in a Surface may still be present, in a merged image 
948 any feature that was occluded by some overlying feature 
no longer exists within the image 948; for example, the part 
of the sphere that is occluded by the crosshair not only 
cannot be seen, but is not part of the merged image 948 at 
all. 
0.197 Merging may in some sense be considered analo 
gous to the “flattening operation in certain graphical editing 
programs. Where such programs may have different features 
in various layers, e.g. a base image in one layer, added text 
in another layer, an artificial lighting effect in another layer, 
a green-screen Substitution in yet another layer, etc., flat 
tening reduces all Such layers into a single image such as a 
bitmap (bmp) format image, joint photographics group (pg) 
format image, a portable graphics network (png) format 
image, etc. Similarly, merging the Surfaces shown in FIG. 8 
may yield a single merged image 948 as shown in FIG. 9. 
0198 As noted, merging may result in the loss of data. A 
merged image also may be more difficult to edit than a stack 
of Surfaces, since individual Surfaces may no longer be 
shifted, moved up or down relative to other surfaces, etc. 
However, a merged image 948 may exhibit certain advan 
tages as well. For example, a merged image typically may 
represent a smaller total amount of data than a stack of 
Surfaces, and/or may have a simpler configuration (e.g. a 
single bitmap rather than multiple Surfaces that may include 
vector graphics, images of various resolution and bit depths, 
etc.). Also, a merged image may be more expedient for 
output through a display; certain displays may be specifi 
cally adapted to output images, and may either have diffi 
culty with outputting multiple Surfaces as Surfaces or be 
incapable of Such output altogether. 
0199. In sum, with regard collectively to FIG. 3 through 
FIG. 9, it may be understood that rendering produces a data 
set forton a Surface, typically though not necessarily having 
Some visual form and/or characteristic (e.g. a vector graph 
ics image, a bitmap, etc.); compositing arranges, alters, and 
adjusts Surfaces; and merging flattens Surfaces into a single 
image, as may be suitable for output through a display. 
(0200. With reference now collectively to FIG. 10 through 
18 therein is presented conceptual illustrations of an 
example sequence of states for Stereo output, as may cor 
respond for example with certain steps analogous to those 
illustrated in FIG. 2A through FIG. 2C. Although reference 
is made to FIG. 2A through FIG. 2C for explanatory 
purposes, neither the individual states shown in FIG. 10 
through 18 nor the corresponding steps in FIG. 2A through 
FIG. 2C are necessarily limiting with regard to various 
embodiments. 
0201 Turning to FIG. 10, therein is shown conceptual 
images of surfaces 1042-L and 1042-R (shown empty for 
simplicity). Surfaces have been described previously herein, 
however, it is emphasized that in the arrangement of FIG. 10 
two distinct surfaces are shown, one left surface 1042-L and 
one right surface 1042-R. The left surface 1042-L is adapted 
to receive therein a render from a left perspective. Such as a 
left image in a stereo pair. The right surface 1042-R is 
adapted to receive therein a render from a right perspective, 
Such as a right image in a stereo pair. In terms of structure 
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(e.g. data configuration, for a surface implemented in a 
digital processor), the left and right surfaces 1042-L and 
1042-R may be similar or even identical. However, the left 
and right surfaces 1042-L and 1042-R nevertheless may not 
be interchangeable: because stereo output utilizes two 
images in a stereo configuration, it may be necessary or at 
least useful to make a distinction between left and right 
images (and/or any processes for producing those left and 
right images). 
(0202. With reference now to FIG. 11, therein conceptual 
illustrations are shown of left and right surface buffers 
1140-L and 1140-R. As may be seen, each of the left and 
right surface buffers 1140-L and 1140-R includes several 
Surfaces, e.g. as similar to the left and right Surfaces 1042-L 
and 1042-R shown in FIG. 10. In particular, in the arrange 
ment shown in FIG. 11 the surface buffers 1140-L and 
1140-R include six left surfaces 1142A-L through 1142F-L 
and six right surfaces 1142A-R through 1142F-R respec 
tively, in similar stack configurations. 
0203 The left surfaces 1142A-L through 1142F-L and 
right surfaces 1142A-R through 1142F-R are shown empty 
in FIG. 11, as may be the status thereof if surface buffers 
1140-L and 1140-R were initially established, e.g. as in step 
216B and 216C of FIG. 2B. Thus in at least some sense the 
arrangement shown in FIG. 11 may be considered to repre 
sent conceptually a state during the course of a method as 
shown in FIG. 2B (though this is an example only, and is not 
limiting for various embodiments), after steps 216B and 
216C have been carried out. 
0204. Now with reference to FIG. 12, therein is shown 
the contents of left and right surface buffers 1240-L and 
1240-R. Namely, left surface buffer 1240-L includes six 
surfaces 1242A-L through 1242F-L with renders 1244A-L 
through 1244F-L respectively disposed therein, and right 
surface buffer 1240-R includes six surfaces 1242A-R 
through 1242F-R with renders 1244A-R through 1244F-R 
respectively disposed therein. 
0205 The renders in the left surface buffer 1240-L are 
illustrated to represent graphical features, namely a frame 
1244A-L, a menu bar 1244B-L, a battery indicator 1244C-L, 
a view of 3D objects, 1244D-L, a crosshair 1244E-L, and a 
time indicator 1244F-L. 

0206. The renders in the right surface buffer 1240-R 
likewise are illustrated to represent a frame 1244A-R, a 
menu bar 1244 B-R, a battery indicator 1244C-R, a view of 
3D objects, 1244D-R, a crosshair 1244E-R, and a time 
indicator 1244F-R. 
0207 As may be seen, the left renders 1244A-L through 
12442-L in the left surfaces 1242A-L through 1242F-L 
represent similar graphical content to the right renders 
1244A-R through 1244F-R in the right surfaces 1242A-R 
through 1242F-R. That is, both renders 1244A-L and 
1244A-R show the same frame, both renders 1244B-L and 
1244B-R show the same menu bar, etc. 
0208. However, the perspective of the various renders 
1244A-L through 1244F-R and 1244A-R through 1244F-R 
is to be considered. 
0209 Mono displays typically may be capable of dis 
playing content only from one perspective at a time. Thus, 
when developing output for mono displays, typically graphi 
cal content likewise may be rendered only from a single 
perspective. Such a mono perspective may for example 
represent one that is normal to a plane for 2D content, some 
selected viewing angle for 3D content (which reveals only a 
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2D projection of the 3D content at any time), etc. Indeed, 2D 
graphical content typically may be suitable for view only 
from Such a single mono perspective. That is, it may not be 
anticipated that a frame Such as in renders 1244A-L and 
1244A-R would be viewed from the side, or at an angle, etc., 
rather the expected “norm' may be to view the frame only 
from a perspective normal to the plane of the frame. In at 
least Some instances no provision may be made in the frame, 
or other content, for view from any other perspective; there 
may be nothing to see from perspectives other than a mono 
perspective, no way to render 2D content from any but a 
mono perspective, etc. 
0210 For a mono display therefor, no distinction may be 
necessary between 2D and 3D content, since all content 
necessarily must be displayed from a mono perspective. 
0211. By contrast, a stereo display may display content 
from multiple perspectives, e.g. a stereo pair of left and right 
perspectives as delivered to left and right displays respec 
tively, so as to produce an appearance of three dimension 
ality for 3D graphical content. Alternately, identical perspec 
tives may be delivered to both left and right displays, etc. 
Because multiple perspectives may be outputted, multiple 
perspectives usefully may be rendered. Thus, the choice of 
perspective when rendering may become significant. 
0212 For various embodiments, 2D graphical content 
may be rendered from a mono perspective, for both left and 
right buffers 1240-L and 1240-R. (This has been noted 
previously with regard to steps 220B1 and 220C1 in FIG. 
2B.) 
0213. This may be seen by comparing renders 1244A-L, 
1244B-L, 1244C-L, 1244E-L, and 1244F-L in the left Sur 
face buffer 1240-L against corresponding renders 1244A-R, 
1244B-R, 1244C-R, 1244E-R, and 1244F-R in the right 
surface buffer 1240-R. Renders 1244A-L and 1244A-R both 
show the same frame, from the same mono perspective, and 
as such 1244A-L and 1244A-R are visually similar, and may 
be substantially identical (ignoring rendering variations, 
errors, noise, etc.). Pairs of renders 1244B-L and 1244B-R, 
1244C-L and 1244C-R, 1244E-L and 1244E-R, and 
1244F-L and 1244F-R, exhibit similar resemblances, again 
showing the same respective graphical content sources ren 
dered from the same mono perspective. 
0214. However, renders 1244D-L and 1244D-R are vis 
ibly different from one another. Render 1244D-L shows a 
view of 3D objects from a left perspective, while render 
1244D-R shows a view of 3D objects from a right perspec 
tive. The graphical content source from which renders 
1244D-L and 1244D-R derive may be one and the same: it 
may be observed that both renders 1244D-L and 1244D-R 
include a cube, cylinder, extruded star, cone, and sphere of 
similar sizes and shapes and in similar configuration. How 
ever, rendering of that graphical content source was from 
two different perspectives, left and right, producing visibly 
different renders 1244D-L and 1244D-R. 
0215. The visible difference between renders 1244D-L 
and 1244D-R illustrates that for various embodiments, 3D 
graphical content may be rendered from left and right 
perspectives, from a left perspective for a surface 1242D-L 
in the left surface buffer 1240-L and from a right perspective 
for a surface 1242D-R in the right surface buffer 1240-R. 
(This also has been noted previously, with regard to steps 
220B2 and 220C2 in FIG. 2B.) 
0216. Thus, as may be seen in FIG. 12, in rendering 
graphical content sources into left and right Surface buffers 



US 2017/015 0137 A1 

1240-L and 1240-R, the perspective(s) for rendering are 
determined at least in part based on the dimensionality of 
each graphical content source: 2D content may be rendered 
from a mono perspective for both the left and right surface 
buffers 1240-L and 1240-R, while 3D content may be 
rendered from a left perspective for the left surface buffer 
1240-L and from a right perspective for the right surface 
buffer 1240-R. This distinction is of note, and enables 
certain advantages of various embodiments, about which 
more is described Subsequently herein. 
0217. The arrangement shown in FIG. 12 may be con 
sidered in at least some sense to represent conceptually a 
state during the course of a method as shown in FIG. 2B 
(though this is an example only, and is not limiting for 
various embodiments), after steps 220B1, 220B2, 220C1, 
and 220C2 have been carried out. 
0218. In particular, although the left and right renders 
1244A-L, 1244B-L, 1244C-L, 1244E-L, and 1244F-L and 
1244A-R, 1244B-R, 1244C-R, 1244E-R, and 1244F-R that 
represent mono content are shown as being identical, this is 
not required. For example, Such renders may vary in field of 
view, or in other aspects; more regarding this is described 
subsequently herein with regard to FIG. 30 and FIG. 31. 
0219 Now with reference to FIG. 13, therein are shown 
conceptual illustrations of left and right surface buffers 
1340-L and 1340-R. The left Surface buffer 1340-L includes 
surfaces 1342A-L, 1342B-L, 1342C-L, 1342D-L, 1342E-L, 
and 1342F-L with renders 1344A-L, 1344B-L, 1344C-L, 
1344D-L, 1344E-L, and 1344F-L respectively disposed 
thereon. The left surface buffer 1340-R similarly includes 
surfaces 1342A-R, 1342B-R, 1342C-R, 1342D-R, 1342E-R, 
and 1342F-R with renders 1344A-R, 1344B-R, 1344C-R, 
1344D-R, 1344E-R, and 1344F-R respectively disposed 
thereon. It is noted that the surfaces 1342A-L through 
1242F-L and the renders 1344A-L through 1344F-L dis 
posed thereon, and the surfaces 1342A-R through 1242F-R 
and the renders 1344A-R through 1344F-R disposed 
thereon, are arranged consecutively from top to bottom, A 
through F. As may be seen, renders 1344A-L through 
1344F-L and renders 1344A-R through 1344F-R are shown 
as resembling renders 1344A-L through 1344F-L and ren 
ders 1344A-R through 1344F-R (though no crosshair is 
visible in surfaces 1342E-L or 13442-R due to occlusion). 
0220 Although visually different from FIG. 12 in terms 
of the disposition of the buffers 1340-L and 1340-R, the 
arrangement shown in FIG. 13 also may be considered in at 
least some sense to represent conceptually a state during the 
course of a method as shown in FIG. 2B (though this is an 
example only, and is not limiting for various embodiments), 
after steps 220B1, 220B2, 220C1, and 220C2 have been 
carried out. 
0221) Only a limited number of example surfaces 
1342A-L through 1342F-L and 1342A-R through 1342F-R 
are shown in FIG. 13, and likewise in certain other examples 
herein, so as to maintain clarity of illustration and descrip 
tion. However, embodiments are not limited only to the 
Surfaces and/or renders shown, nor to the number of Surfaces 
and renders shown, nor necessarily even to Surfaces and/or 
to renders only. 
0222 For example, as illustrated all of the example 
surfaces 1342A-L through 1342F-L and 1342A-R through 
1342F-R include what may be considered “visible' content 
therein, that is, renders 1344A-L through 1344F-L and 
1344A-R through 1344F-R that show visible imagery. How 
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ever, Surfaces also may accommodate non-visible content. 
For example, one Surface might accommodate a “mask. So 
as to make renders and/or other content "behind/“below' 
that Surface translucent, faded, invisible, etc. As a more 
concrete example, Such a mask might prevent visibility of 
content behind 3D content that is to be displayed in stereo, 
so that such 3D content is effectively in empty space, with 
no other content visible in the background. Alternately, a 
background may be added deliberately within a surface. To 
continue the example above, the 3D content then may appear 
to float in front of a pattern, a solid color, a subdued 
animation, bright light (e.g. if the 3D content is transparent 
or translucent), etc. 
0223 Likewise, Such surfaces may be tagged so as to 
affect only some but not all other surfaces and/or renders. 
Thus, a Surface with a mask for clearing space around 3D 
content may affect all Surfaces exhibiting content rendered 
from a mono perspective, regardless of the “position of 
such surfaces within the buffer. Such a mask might be 
considered, colloquially, as “punching a hole' through all 
surfaces that do not include 3D content. 
0224 Surfaces also may apply other variations to sur 
faces, such as illumination, shadowing, distance blur, Smoke 
or fog, highlighting (e.g. a color change to indicate that a 3D 
object is active or has been selected), etc. 
0225. However, although such effects may be achieved 
through the use of Surfaces, such effects are not limited only 
to being achieved through Surfaces. To establish a clear 
“window” surrounding 3D content, for example, instead of 
adding a mask Surface certain embodiments may instruct 
content Sources, programs, the mono controller, etc. to leave 
a clear space in some fashion. As a more concrete example, 
the mono controller for a given embodiment may be 
instructed (e.g. by the stereo controller) that a certain region 
is dedicated to some particular 3D content, and that no other 
content (or perhaps only no 2D content) is to be outputted 
thereto. In such instance, content that otherwise would be 
outputted into the region reserved for 3D content may be 
omitted, may be relocated, etc. 
0226. Other arrangements also may be suitable. 
0227 Now with reference to FIG. 14, therein is shown 
another conceptual illustration of left and right Surface 
buffers 1440-L and 1440-R. The left Surface buffer 1440-L 
includes surfaces 1442A-L through 1442F-L therein, with 
renders 1444A-L through 1444F-L respectively disposed 
thereon, those renders including a frame 1444A-L, a menu 
bar 1444B-L, a battery indicator 1444C-L, a view of 3D 
objects 1444D-L, a crosshair 1444E-L, and a time indicator 
1444F-L. The right surface buffer 1440-R also includes 
several surfaces 1442A-R through 1442F-R therein, with 
renders 1444A-R through 1444F-R respectively disposed 
thereon, those renders including a frame 1444A-R, a menu 
bar 1444 B-R, a battery indicator 1444C-R, a view of 3D 
objects 1444D-R, a crosshair 1444E-R, and a time indicator 
1444F-R. 

0228. The arrangement in FIG. 14 is at least somewhat 
similar to FIG. 13, however, the ordering of left surfaces 
1442A-L through 1442F-L with renders 1444A-L through 
1444F-L disposed thereon and of right surfaces 1442A-R 
through 1442F-R with renders 1444A-R through 1444F-R 
disposed thereon is different than in FIG. 14 than in FIG. 13. 
In particular, in FIG. 13 surfaces (and renders) are ordered 
consecutively by letter, top to bottom. However in FIG. 14 
left surfaces (and renders) are ordered 1442E-L, 1442A-L, 
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1442F-L, 1442C-L, 1442B-L, and 1442D-L, and right sur 
faces (and renders) are ordered 1442E-R, 1442A-R, 1442F 
R, 1442C-R, 1442B-R, and 1442D-R 
0229. In addition, as may be seen in FIG. 14 the left and 
right surfaces 1444C-L and 1444C-R with battery indicator 
renders 1444C-L and 1444C-R thereon are displaced to the 
right relative to the remainder of their respective surface 
buffers 1440-L and 1440-R. Also, left and right surfaces 
1442F-L and 1442F-R with time indicator renders 1444F-L 
and 1444F-R thereon are displaced to the left relative to the 
remainder of their respective surface buffers 1440-L and 
1440-R. 
0230. The change in ordering of left and right surfaces 
1442A-L through 1442F-L and 1442A-R through 1442F-R 
within the left and right surface buffers 1440-L and 1440-R 
and the translation of left and right surfaces 1442C-L, 
1442C-R, 1442F-L, and 1442F-R as shown in FIG. 14 
compared with FIG. 13 represents a compositing of the left 
and right surfaces 1442A-L through 1442F-L and 1442A-R 
through 1442F-R. 
0231. The arrangement shown in FIG. 14 may be con 
sidered in at least some sense to represent conceptually a 
state during the course of a method as shown in FIG. 2B 
(though this is an example only, and is not limiting for 
various embodiments), after steps 222B and 222C have been 
carried out. 
0232. It is noted that compositing of the left and right 
buffers 1440-L and 1440-R as shown in FIG. 14 is substan 
tially identical for both the left and right buffers 1440-L and 
1440-R. More particularly, the left surfaces 1442A-L 
through 1442F-L and 1442A-R through 1442F-R are reor 
dered similarly for both the left and right buffers 1440-L and 
1440-R, the left and right surfaces 1442C-L and 1442C-R 
are translated left in similar directions and to similar 
degrees, and the left and right surfaces 1442F-L and 
1442F-R are translated right in similar directions and to 
similar degrees. However, while compositing may be Sub 
stantially identical for left and right buffers 1440-L and 
1440-R as shown in FIG. 14, identical compositing of left 
and right buffers is not necessarily required for all embodi 
mentS. 

0233 Similarly, the number of surfaces in a surface 
buffer, the particular configuration of surfaces within a 
surface buffer, etc. may not necessarily be identical or 
substantially identical for left and right surface buffers in any 
particular embodiment (although for simplicity left and right 
surface buffers are shown as similar herein). 
0234. Now with reference to FIG. 15, therein is shown 
another conceptual illustration of a left and right Surface 
buffers 1540-L and 1540-R. As illustrated, the left and right 
Surface buffers 1540-L and 1540-R include Surfaces 
1542A-L through 1542F-L with renders 1544A-R through 
1544F-R and surfaces 1542A-L through 1542F-R with ren 
ders 1544A-L through 1544F-R disposed thereon, respec 
tively. However, as may be seen the left and right surface 
buffers 1540-L and 1540-R are not configured as stacks, with 
separation between surfaces 1542A-L through 1542F-L and 
1542A-R through 1542F-R; rather, the left and right surface 
buffers 1540-L and 1540-R are shown collapsed. 
0235 However, although the surface buffers 1540-L and 
1540-R are shown as visually collapsed in FIG. 15, and may 
not be visually separate therein, nevertheless the surfaces 
1542A-L through 1542F-L and 1542A-R through 1542F-R 
remain distinct. 
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0236. It is noted that the arrangement in FIG. 15 does not 
necessarily uniquely represent a particular step from FIG. 
2A through FIG. 2C distinct from FIG. 14: either or both of 
FIG. 14 and FIG. 15 may be taken as conceptually repre 
senting a state during the course of a method as shown in 
FIG. 2B, after steps 222B and 222C have been carried out, 
that is, after invoking compositing left Surfaces in a left 
surface buffer with a stereo controller, and after invoking 
compositing right Surfaces in a right Surface buffer with the 
stereo controller. As noted previously, surface buffers may 
not necessarily exist as geometric constructs, e.g. 'stacks” of 
Surfaces, but may rather be digital information, logical 
structures, etc. Thus, the distinction between FIG. 14 and 
FIG. 15 may be one of illustration, rather than FIG. 14 and 
FIG. 15 necessarily representing two distinct steps, states, 
etc 

0237 Now with reference to FIG. 16, therein an arrange 
ment at least somewhat similar visually to that of FIG. 15 is 
shown. Left and right image buffers 1646-L and 1646-R are 
visible, represented by dashed outline (though in practice 
Such an outline may not necessarily be present), and left and 
right merged images 1648-L and 1648-R are shown thereon. 
0238. The arrangement in FIG. 16 also may be visually 
similar to that in FIG. 15 in that similar graphical features 
are visible in FIG. 15 and FIG. 16, e.g. a frame, a menu bar, 
etc. However, in FIG. 15 such visible features are in indi 
vidual renders disposed in individual surfaces, while in FIG. 
16 these visible features are not distinct entities, but rather 
have been combined to form merged. More particularly, left 
renders have been merged to form a left image 1648-L, and 
right renders have been merged to form a right image 
1648-R. The arrangement in FIG. 16 thus is not left and right 
Surfaces, but left and right merged images 1648-L and 
1648-R. Thus, further compositing of surfaces and/or ren 
ders may not be possible with the arrangement in FIG. 16 
because there are no individual surfaces and/or renders 
present in FIG. 16. 
0239. The arrangement shown in FIG. 16 may be con 
sidered in at least some sense to represent conceptually a 
state during the course of a method as shown in FIG. 2B 
(though this is an example only, and is not limiting for 
various embodiments), after steps 224B and 224C have been 
carried out. 

0240. Now with reference to FIG. 17, therein a stereo 
display 1760 is shown, including left and right displays 
1764-L and 1764-R. The stereo display 1760 is illustrated as 
a near-eye stereo head mounted display, in a form similar to 
and/or adapted to be worn in similar fashion to a pair of 
glasses. However, this is an example only. 
0241 Turning to FIG. 18, another view of a stereo 
display 1860 again is shown, also including left and right 
displays 1864-L and 1864-R. In addition, in the arrangement 
of FIG. 18 the left display 1864-L is shown with a left image 
1848-L thereon, e.g. as being outputted thereto; the right 
display 1864-R likewise is shown with a right image 1848-R 
thereon, e.g. as being outputted thereto. Thus a person 
wearing the stereo display 1860 may, given suitable content 
to images 1848-L and 1848-R, view at least some portion of 
the images 1848-L and 1848-R outputted to the left and right 
displays 1864-L and 1864-R in stereo, e.g. viewing 3D 
content with an appearance of three dimensionality. 
0242. The arrangement shown in FIG. 18 may be con 
sidered in at least some sense to represent conceptually a 
state during the course of a method as shown in FIG. 2C 
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(though this is an example only, and is not limiting for 
various embodiments), after steps 226B and 226C have been 
carried out. 
0243 At this point it may be illuminating to point out 
certain functions and/or advantages of various embodi 
ments, in view of the preceding description. It should not be 
considered that the functions and/or advantages are neces 
sarily the only such, however. 
0244 With reference to FIG. 19, therein is shown a left 
image 1948-L and a right image 1948-R. As may be seen, 
various features are visible in each of the left and right 
images 1948-L and 1948-R, such as a frame 1945A-L and 
1945A-R, a menu bar 1945B-L and 1945B-R, a battery 
indicator 1945C-L and 1945C-R, 3D objects 1945D-L and 
1945D-R, a crosshair 1945E-L and 1945E-R, and a time 
indicator 1945F-L and 1945F-R. 
0245 Through comparison of the left and right images 
1948-L and 1948-R, it may be observed therein that the 
frames 1945A-L and 1945A-R, menu bars 1945B-L and 
1945B-R, battery indicators 1945C-L and 1945C-R, a 
crosshairs 1945E-L and 1945E-R, and time indicators 
1945F-L and 1945F-R are at least substantially identical in 
the left and right images 1948-L and 1948-R. For example, 
the size, shape, relative positions, perspective, etc. of Such 
features is visibly the same in both the left and right images 
1948-L and 1948-R. 
0246. Also by comparison of the left and right images 
1948-L and 1948-R, it may be observed therein that the 3D 
objects 1945D-L and 1945D-R therein are visibly different 
between the left and right images 1948-L and 1948-R. For 
example, the 3D objects 1945D-L in the left image 1948-L 
exhibits a left perspective, that is a perspective some dis 
tance to the right of the perspective of the 3D objects 
1945D-R in the right image 1948-R. In other words, the left 
image 1948-L represents those 3D objects 1945D-L from a 
point of view some distance to the left, as compared with the 
right image 1948-R (equivalently, the right image 1948-R 
may be considered as representing the 3D objects 1945D-R 
from a point of view Some distance to the right as compared 
with the left image 1948-L). 
0247 For purposes of illustration, the 3D objects 
1945D-L and 1945D-R as appearing in the left and right 
images 1948-L and 1948-R may be taken to represent left 
and right stereo views of the cube, cylinder, star extrusion, 
cone, and sphere. Thus, if the left and right images 1948-L 
and 1948-R were configured for stereo viewing, the 3D 
objects 1945D-L and 1945D-R may appear to a viewer as 
exhibiting three dimensionality. 
0248 However, the frame 1945A-L and 1945A-R, menu 
bar 1945B-L and 1945B-R, battery indicator 1945C-L and 
1945C-R, crosshair 1945E-L and 1945E-R, and time indi 
cators 1945F-L and 1945F-R may simultaneously appear to 
exhibit two dimensionality, despite the various features 
appearing together in the same images 1948-L and 1948-R. 
Thus, the frame 1945A-L and 1945A-R, menu bar 1945B-L 
and 1945B-R, battery indicator 1945C-L and 1945C-R, 
crosshair 1945E-L and 1945E-R, and time indicators 
1945F-L and 1945F-R may appear as mono content with the 
3D objects 1945D-L and 1945D-R appearing as stereo 
COntent. 

0249. In more colloquial terms, the images 1948-L and 
1948-R shown in FIG. 19 may enable some content therein 
to appear as “flat, and other content therein to appear as 
“3D. 
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0250 Thus, it is noted that various embodiments may 
deliver Stereo output of graphical content, and simultane 
ously may deliver mono content. The viewer may see a 
single stereoscopically combined view derived from images 
1948-L and 1948-R, with portions of that combined view 
appearing as Stereo 3D content, and with other portions of 
that same combined view appearing as mono 2D content. 
0251. It is emphasized that the distinctions between 2D 
and 3D output are not arbitrary, inherent, or fixed. Rather, 
through selective rendering from different perspectives (e.g. 
mono, left, right), controlled compositing and merging, etc., 
graphical content may be selectively displayed as 2D or 3D. 
Some portions, features, windows, etc. within a screen may 
be selected for output so as to exhibit a 2D appearance, while 
other portions, features, windows, etc. within that screen 
may be selected for output so as to exhibit a 3D appearance, 
with 2D and 3D features thus appearing together on the same 
SCC. 

0252. In practice, it may not necessarily be desirable to 
output 2D content in 3D, e.g. by rendering left and right 
perspectives thereof, etc. For example, a flat frame Such as 
features 1945A-L and 1945A-R in left and right images 
1948-L and 1948-R may in principle be rendered from left 
and right perspectives for the left and right images 1948-L 
and 1948-R respectively, rather than from a mono perspec 
tive for both left and right images 1948-L and 1948-R (as 
shown in FIG. 19). Such an arrangement may be possible, 
and is not excluded, but may not be considered to be of 
sufficient visual interest as to merit the effort involved, i.e. 
a 2D object portrayed in 3D may still “look flat”, and so may 
lack visual interest. Typically, though not necessarily, fea 
tures that are mainly or entirely two dimensional may be 
rendered in mono perspective and outputted in 2D, while 
features that are partially or entirely three dimensional may 
be rendered in stereo perspective and outputted in 3D or 
rendered in mono perspective and outputted in 2D, depend 
ing on preferences, circumstances, etc. 
0253. It is also noted that for various embodiments, 
certain steps for delivering mono and/or stereo output to a 
stereo display may be carried out partly or entirely by 
utilizing existing systems that already may be available, but 
that may be dedicated wholly to mono output (and incapable 
of stereo output). For example, a mono controller as 
described with regard to FIG. 1 and FIG. 2A through FIG. 
2C may include therein executable instructions (and/or other 
“machinery', whether physical or databased) for rendering, 
for compositing, for merging, etc. Even though Such execut 
able instructions may themselves lack any capability for 
Stereo output, nevertheless those executable instructions 
may be re-purposed according to various embodiments so as 
to facilitate Stereo output, as described herein (e.g. through 
additional instructions incorporated within a stereo control 
ler). 
0254 Thus, it may not be necessary to modify an existing 
mono controller, or related libraries, applications, utilities, 
hardware, etc. Various embodiments may enable stereo 
and/or mixed monofstereo output as an "add on’ feature, e.g. 
through the overlay of a stereo controller onto a mono 
controller on an existing device, with little or no modifica 
tion to the mono controller itself. 

0255. It is further noted that for at least certain embodi 
ments, given existing executable instructions or other sys 
tems as may already be available for mono output, Such 
repurposing to enable Stereo and/or mixed monofstereo 
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output may not necessarily affect the function of the existing 
executable instructions/systems. That is, overlaying a stereo 
controller onto a mono controller may not necessarily inter 
fere with the functions of the mono controller itself. The 
mono controller may still continue to deliver mono output to 
mono displays, may still carry out other designed functions, 
etc., even as the stereo controller utilizes certain resources 
within the mono controller for other purposes (such as stereo 
and/or mixed monofstereo output). 
0256. As a more concrete example, consider a smart 
phone with a mobile operating system instantiated on a 
processor thereof, the mobile operating system serving as a 
mono controller so as to enable output of mono content to a 
mono display on the Smart phone. Disposing a stereo con 
troller in communication with the mobile operating system 
and disposing a stereo display in communication with the 
stereo controller may enable output of stereo and/or mixed 
monofstereo content to the stereo display, and may do so 
without necessarily interfering with the ability of the mobile 
operating system to deliver mono output to the Smart 
phone's mono display, or other functions of the mobile 
operating system (communications, data storage and recall, 
running applications, etc.). 
0257 Thus, adding a stereo controller may not necessar 

ily interfere with existing applications, functions, etc. of the 
mobile operating system/Smart phone (nor of other mono 
controllers). 
0258. Furthermore, it is noted that an arrangement 
wherein functions such as rendering, compositing, merging, 
etc. are repurposed from a mono controller so as to produce 
Stereo and/or mixed monofstereo output, may achieve cer 
tain advantages e.g. in terms of providing and/or supporting 
Stereo and/or mixed monofstereo output. For example, if the 
mono controller Supports creating objects, windows, etc. for 
output with a mono display, such a feature may carry over 
for Stereo and/or mixed monofstereo display. 
0259. As a more concrete example, if the mono controller 
Supports creating a window showing a view therein of a 3D 
model of a beating human heart from a mono perspective, 
then outputting that heart model in stereo may be facilitated 
by the stereo controller selectively invoking rendering of the 
heart model from left and right perspectives into left and 
right Surfaces in left and right Surface buffers, etc., as 
previously described herein. From the point of view of a 
program in communication with the mono controller (e.g. an 
application running under a mobile operating system on a 
Smart phone), the little or no change in how the window is 
created, addressed, and otherwise “handled' may be neces 
sary, as the “stereo part may be overseen by the stereo 
controller without modifying the mono controller, the heart 
model, the application displaying the window, etc. 
0260 Similarly, from the standpoint of program lan 
guages and/or protocols, and/or a programmer utilizing 
program languages and/or protocols, writing a new program 
or modifying an existing program also may require little or 
no change in how Such a window is to be created, addressed, 
etc. For example, the process for creating a window may not 
be sensitive to whether that window eventually may be 
selected for stereo 3D output; for at least certain embodi 
ments the interpretation of 3D content as 3D, and the 
selection of some or all 3D content for stereo display with 
an appearance of three dimensionality, may be handled 
within the stereo controller at the time the content is dis 
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played, without necessarily requiring specific forethought or 
preparation on the part of a programmer when writing an 
application. 
0261. As a more concrete example, consider a mobile 
operating system (or other mono controller) with Some form 
of “wizard' or help function for “dropping in a window of 
a given size, showing some form of content. To continue the 
example of the heart above, the wizard/help function may 
facilitate creation and placement of a window simply by 
specifying a few parameters such as size, corner position, 
etc., rather than requiring a programmer to write executable 
instructions specific to each window that is to be created. 
(Such an arrangement may be referred to in some instances 
by the term "syntactical Sugar, and may serve both as an aid 
to programmers and as a tool for standardizing behaviors, 
e.g. So that all windows have certain common basic behav 
iors.) Given such an arrangement, a programmer may, for at 
least certain embodiments, still simply specify the size, 
corner position, etc., for outputting the heart model as stereo 
and/or mixed monofstereo content from a stereo display as 
for outputting the heart model as purely mono content from 
a mono display. 
0262 That is, the conventions for operating, viewing, 
programming, etc. may not change, or may change only 
minimally, despite the addition of an ability to output stereo 
and/or mixed monofstereo content. 
0263. As another example, inputs for controlling an 
object, Such as the aforementioned model of a beating heart, 
also may remain unchanged or only minimally changed. 
That is, if a Swipe across a touch-sensitive mono screen may 
rotate the heart model within the window, then that swipe 
command and associated response of rotating the heart 
model also may apply equally to the heart as outputted to a 
Stereo display. For example, "rotate' command may remain, 
may still be associated with a “swipe' input, etc. In at least 
certain embodiments some Support may be necessary or at 
least useful within the stereo controller to maintain a “swipe 
to rotate' arrangement, e.g. defining parameters to identify 
Swipes in three dimensional free space (where the Swipe 
originally may have been defined as a specific series of 
contacts, motions, etc. across a touch-sensitive Screen). 
However, at least insofar as the mono controller is con 
cerned, commands for manipulating the heart model, the 
responses to those commands, etc., may be similar or 
identical regardless of whether output is ultimately mono to 
a mono display or stereo and/or mixed monofstereo to a 
Stereo display. 
0264. Thus, analogs to inputs for controlling 2D content 
may serve similarly for controlling 3D content. For example 
considering a stereo display, free space Swipes may function 
as input similarly to how a surface Swipe may function as 
input for a touch screen mono display. In addition, the inputs 
for controlling 2D content may continue to serve for con 
trolling 2D content. To continue the example above, a 
Surface Swipe to a touch screen may still serve as input to 
content on the mono display, as well as potentially also 
serving as input to content on the Stereo display (e.g. if the 
content of the mono and stereo display are linked, such that 
changing one changes the other, and/or such that mono and 
Stereo displays are in essence showing different views of the 
same content). 
0265 More concretely, a touch screen swipe may rotate 
a 3D heart visible in 2D on a mono display and/or visible in 
3D on a stereo display; a free space Swipe likewise may 
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rotate a 3D heart visible in 3D on a stereo display and/or 
visible in 2D on a mono display. This may in certain 
embodiments reflect a connection (e.g. the same content is 
being displayed, in 2D on a mono display and also in 3D on 
a stereo display), but in other embodiments may reflect 
symmetry of control (e.g. similar inputs produce similar 
results whether interacting with mono or stereo output), and 
other arrangements also may be Suitable. 
0266 Such similarities may facilitate transparency of use 
and or programming when considering stereo and/or mixed 
monofstereo content to a stereo display as compared with 
mono content on a mono display. For users, programmers, 
etc. the appearance, manipulation, use, interfacing, control, 
programming, etc. for graphical content may be similar for 
mono and Stereo systems, regardless of the display or the 
dimensionality of displayed content. If a programmer or a 
user is already familiar with either a mono or a stereo 
environment, experience therewith may in at least some 
degree carry over. As noted with regard to the example of the 
heart model, for a user if a screen Swipe rotates a mono view 
of the heart on a mono display, a free space Swipe likewise 
may rotate a stereo view of the heart on a stereo display; 
similarly, for a programmer if a 'wizard' produces a func 
tioning window for a mono view of the heart on a mono 
display, that same window (or a similar window output of by 
the “wizard') likewise may be a functioning window for a 
stereo view of the heart on a stereo display. 
0267. However, these are examples only, and it is not 
required that inputs and/or behaviors for mono and stereo 
content be identical or even similar. Also, even for embodi 
ments that are similar in Such fashion, changes nevertheless 
may be necessary, may be implemented within the stereo 
controller, etc., whether to make mono and Stereo interaction 
more similar, less similar, or to make changes that do not 
affect similarity. 
0268. In addition, it is noted that in an arrangement 
wherein 2D mono and 3D stereo content is handled as 
described herein, for at least some embodiments what is 
being displayed may be readily varied while “hot”. That is, 
what is displayed in mono and/or stereo may be modified 
while displays are active. For example, a window outputting 
a view of a 3D model in mono to a stereo display may be 
switched “on the fly' to be output in stereo. Likewise, a 
mono or stereo window may be added, removed, changed in 
size or shape, etc. 
0269. Although content may be displayed in both 2D and 
3D on a stereo display, content is not limited to a 2D 
region' and a "3D region’. Rather, a stereo display may 
selectively and/or controllably deliver content having an 
appearance of either two-dimensionality (mono) or three 
dimensionality (stereo) without regard to limiting 2D or 3D 
content to certain portions of the display. The full field of 
view of the stereo display may be stereo, the full field of 
view may be stereo, or some combination thereof may be 
exhibited; for example as shown in FIG. 16 the view of 3D 
shapes in the left and right images 1648-L and 1648-R may 
appear three dimensional (being rendered from left and right 
perspectives, respectively), but the crosshair in front of the 
3D shapes may appear two dimensional (being rendered 
only from a mono perspective). Thus, what portion(s) of the 
display area and/or the displayed content may vary actively, 
as controlled and selected in various embodiments. 

(0270. Now with regard to FIG. 20A through FIG. 20O, 
therein is shown an example method for selectively deliv 
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ering mono, Stereo, and/or mixed monofstereo content to a 
mono display and/or a stereo display. 
0271. In FIG. 20A, a mono controller is established 
2002A. A Stereo controller also is established 2002BC in 
communication with the mono controller. Graphical content 
sets are disposed 2006 in communication with the mono 
controller. 

0272. Certain previous discussions herein (e.g. FIG. 2A 
through FIG. 2C) may assume the existence of a stereo 
display, etc. However, this is an example only. Various 
embodiments may selectively perform steps enabling output 
of mono content to a mono display, and/or steps enabling 
Stereo and/or mixed monofstereo content to a stereo display, 
based on whether Such displays are present. For example, 
given an arrangement wherein no stereo display is present, 
it may be that no stereo content is generated for output, even 
if the stereo controller is present and could in principle 
generate stereo output. Such a situation may arise, for 
example, if the mono controller and stereo controller are 
instantiated on the processor of a Smartphone, and the stereo 
display is physically detachable from the smartphone. For 
Such an arrangement, if the stereo display is not attached to 
the Smartphone (or otherwise is not in communication with 
the stereo controller, e.g. through a wireless link), then 
actions necessary for Stereo output may not be carried out. 
Thus, resources such as processor power may not be used to 
generate Stereo output, when such output cannot be dis 
played (due to the absence of the stereo display). 
0273. As an illustrative example of such arrangements, in 
FIG. 20A the method shown therein splits into two branches, 
beginning with steps 2008A and 2008BC respectively. For 
purposes of reference, the branch beginning with step 
2008A is referred to herein as the Abranch, while the branch 
beginning with step 2008BC is referred to herein as the BC 
branch (the BC branch subsequently also may be further 
divided for reference, as B and C branches described below). 
However, it is emphasized that the branching structure of the 
method in FIG. 20A through FIG. 20O is illustrative only, 
and that other arrangements may be equally Suitable. Steps 
need not necessarily be subdivided as shown into multiple 
branches. 

0274. A determination is made 2008A as to whether the 
mono controller is in communication with a mono display. 
If no mono display is present if the determination 2008A 
is negative then the Abranch of the method ends. Simply 
put, if there is no mono display, there may be no advantage 
in generating output for a mono display. Similarly, a deter 
mination is made 2008BC as to whether the stereo controller 
is in communication with a stereo display. If no stereo 
display is present if the determination 2008BC is nega 
tive then the BC branch of the method ends. Again, if there 
is no stereo display, there may be no advantage in generating 
output for a stereo display. 
0275 Embodiments are not limited with regard to how or 
by what entity the determinations 2008A and 2008BC may 
be made. Typically though not necessarily, a mono controller 
may include therein some capability for determining 
whether a mono display is in communication therewith. Also 
typically though not necessarily, the stereo controller may 
include therein some capability for determining whether a 
Stereo display is in communication therewith. However, 
other arrangements, including but not limited to arrange 
ments wherein the stereo controller determines and both 
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whether a mono display is present 2008A and whether a 
stereo display is present 2008BC, may be equally suitable. 
0276. In addition, although the example method in FIG. 
20A through FIG. 20O explicitly addresses only one mono 
display and one stereo display, embodiments are not neces 
sarily so limited. Multiple mono displays and/or multiple 
Stereo displays may be supported, and similarly multiple 
determinations 2008A and 2008BC may be made for mul 
tiple displays. 
(0277 Still with reference to FIG. 20A, if the determina 
tion 2008A as to the presence of a mono display is posi 
tive if a mono display is indeed in communication with the 
mono controller—then the Abranch of the method continues 
in FIG.20B. If the determination 2008BC as to the presence 
of a stereo display is positive—if a stereo display is in 
communication with the stereo controller—then the BC 
branch of the method continues with establishing 2010 a 
stereo configuration with the stereo controller. (No analo 
gous step to 2010 is shown explicitly in FIG. 20A, although 
configuring mono output in Some fashion is not prohibited, 
as previously noted. Typically though not necessarily, Such 
mono configuring, if present, may be carried out transpar 
ently by the mono controller. That is, insofar as the mono 
controller is concerned, mono output may proceed normally, 
regardless of whether Stereo output is also being generated.) 
0278. Now with reference to FIG. 20B, in the BC branch 
the dimensionality of each graphical content source is estab 
lished 2012 with the stereo controller. (Again, no analogous 
step to 2012 is shown explicitly in FIG. 20B for the A 
branch, though such is not prohibited. The A branch 
addresses mono content for a mono display, thus the dimen 
sionality may not affect how graphical content is handled in 
the A branch. That is, if everything must be delivered as 
mono output, determining whether that output is 2D, 3D, 
etc. may be of limited consequence.) 
0279 Continuing in FIG. 20B, in the A branch a mono 
perspective is established 2014A with the mono controller. 
In the B branch a mono perspective also is established 
2014 BC with the stereo controller. The mono perspectives 
established in steps 2014A and 2014 BC are not required to 
be identical, but may be identical or at least similar. Indeed, 
in certain embodiments the mono perspective may be estab 
lished 2014 BC by the stereo controller by querying the 
mono controller for the mono perspective established 2014A 
thereby, by querying the mono controller as to how the mono 
perspective was established 2014A thereby, etc. Such an 
arrangement may be useful in at least some instances, for 
example if both a mono display and a stereo display are 
present then the mono content may be handled similarly for 
output to both the mono display and the stereo display. In 
Such instances, mono content outputted from the mono 
display may be visually similar or even indistinguishable 
from mono content outputted from the Stereo display. In 
more colloquial terms, the mono and stereo displays may 
show mono content “the same way. So that viewers may 
perceive such content as being likewise “the same'. 
0280. However, other arrangements also may be suitable. 
0281 Again for illustrative purposes, in FIG. 20B the BC 
branch splits into B and C branches, with the B branch 
referring to output for the left display of a stereo display, and 
the C branch referred to output for the right display of a 
Stereo display. Again, this is illustrative only. 
0282. In the B branch, a left perspective is established 
2014B with the stereo controller. In the C branch, a right 
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perspective is established 2014C with the stereo controller. 
The left and right perspectives are established 2014B and 
2014C so as to enable stereo viewing of output generated in 
accordance therewith. (No analogous step to 2014B and 
2014C is explicitly shown for the A branch in FIG. 20B. 
Typically a mono controller is not adapted to formulate 
and/or address multiple perspectives, as mono rendering 
typically uses, by definition, a single "mono' perspective. 
0283 Continuing in FIG. 20B, in the A branch a mono 
surface buffer is established 2016A with the mono controller. 
In the B branch a left Surface buffer is invoked 2016B to be 
established with the stereo controller. In the C branch a right 
surface buffer is invoked 2016C to be established with the 
stereo controller. 

0284. Again in the A branch, a mono image buffer is 
established 2018A with the mono controller. In the B branch 
a left image buffer is invoked 2018B to be established with 
the stereo controller. In the C branch a right image buffer is 
invoked 2018C to be established with the stereo controller. 

0285. In the Abranch, a mono surface is rendered 2020A 
for each graphical content source, in mono perspective, with 
the mono controller. In the B branch, a left surface is 
invoked 2020B1 to be rendered for each 2D graphical 
content source, in mono perspective, with the stereo con 
troller. In the C branch, a right surface is invoked 2020C1 to 
be rendered for each 2D graphical content source, in mono 
perspective, with the stereo controller. 
0286 Now with reference to FIG.20C, in the B branch, 
a left Surface is invoked 2020B2 to be rendered for each 3D 
graphical content source, in left perspective, with the stereo 
controller. In the B branch, a right surface is invoked 
2020C2 to be rendered for each 3D graphical content source, 
in right perspective, with the stereo controller. (No step 
directly analogous to 2020B2 and 2020C2 is explicitly 
shown in the A branch, though such is not prohibited. 
Typically for a mono Source, rendering from multiple per 
spectives may be impossible and/or of limited interest, e.g. 
the mono content may “look the same regardless of view 
point, mono content may not be visually improved through 
rendering from two perspectives as opposed to one, etc.) 
0287. It is at this point noted that embodiments do not 
necessarily require that all 3D content sources be rendered 
in left and right perspectives. It may be equally suitable that 
some or even all 3D content sources be rendered as if those 
content sources were entirely 2D. Thus, not all nominally 3D 
content necessarily will be delivered to a stereo display as 
stereo 3D output. Certain 3D content may be rendered in 
mono for so as to de-emphasize that 3D content, or due to 
limited processing resources, or for other reasons. 
0288 Furthermore, 3D content may be only partially 
rendered from left and right perspectives. For example, a 
large 3D environment may be split into several regions, such 
that if delivered as stereo output the central portion of the 
field of view will appear in stereo 3D, but left and right 
portions of the field of view will appear in mono (2D). 
Again, this may serve various functions, e.g. to emphasize 
the central portion of the field of view, to provide an 
appearance of 3D output without consuming the resources 
required for full-screen 3D output, etc. 
0289 Thus, 3D content may, in at least certain embodi 
ments, be rendered for mono output (even to a stereo 
display) rather than for stereo 3D output. 
0290. Other arrangements also may be equally suitable. 
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0291 Still with reference to FIG.20C, in the Abranch the 
mono Surfaces in the mono Surface buffer are composited 
2022A by the mono controller. In the B branch the compo 
siting of the left surfaces in the left surface buffer is invoked 
2022B by the stereo controller. In the C branch the com 
positing of the right Surfaces in the right Surface buffer is 
invoked 2022C by the stereo controller. 
0292. In the A branch the mono surfaces are merged 
2024A into a mono image in the mono image buffer, by the 
mono controller. In the B branch the merging of the left 
surfaces into a left image in the left image buffer is invoked 
2024B by the stereo controller. In the C branch the merging 
of the right Surfaces into a right image in the right image 
buffer is invoked 2024C by the stereo controller. 
0293. In the Abranch the mono image is outputted 2026A 

to a mono display with the mono controller. In the B branch 
the left image is outputted 2026B to the left display (of a 
stereo display) with the stereo controller. In the C branch the 
right image is outputted 2026C to the right display (of a 
stereo display) with the stereo controller. 
0294. Subsequent to steps 2026A, 2026B, and 2026C 
respectively in branches A, B, and C, the method as shown 
in FIG. 20A through FIG. 20O is shown as complete. 
However, as noted previously, other steps, repetition of 
steps, etc. also may be carried out. For example, certain steps 
shown may be repeated so as to output a sequence of mono, 
left, and right images so as to update graphics over time, 
display video, etc. 
0295 With mono output, left output, and right output 
deriving from similar graphical content sources, and pro 
cessed and outputted as shown, for at least certain embodi 
ments the appearance of the output may be similar on the 
mono display and the Stereo display. That is, the elements 
that are shown (e.g. the frame, menu bar, battery indicator, 
3D objects, crosshair, and time indicator as referred to in 
certain previous examples) all may be present in both the 
mono and the Stereo display, and may be configured simi 
larly, even if on the mono display all elements are shown in 
2D, while on the stereo display elements may be selectively 
shown in 2D and/or 3D. 
0296 For example, with reference to FIG. 21, a smart 
phone 2161-A is shown therein, with a mono display 2165-A 
and a mono image 2149-A thereon. A head mounted display 
2160 also is shown in FIG. 21, with left and right displays 
2164-L and 2164-R and left and right images 2148-L and 
2148-R thereon. As may be seen, the mono image 2165-A on 
the mono display 2165-A appears visually similar to the left 
and right images 2148-L and 2148-R on the left and right 
displays 2164-L and 2164-R, e.g. exhibiting similar image 
content, similar configuration, similar vertical/horizontal 
ratio, similar size, etc. (although as may be observed, the 
mono image 2149-A, left image 2148-L, and right image 
2148-R each exhibit different perspectives, e.g. a mono, left, 
and right perspective respectively). 
0297 Such similarity of output among displays may be 
useful for at least certain embodiments. Output from differ 
ent displays may for example be readily comparable in Such 
instance, if the output “looks similar or “looks the same' 
regardless of whether outputted from a stereo or mono 
display (or likewise whether outputted from one of two or 
more mono displays, one of two or more stereo displays, 
etc.). As a more particular example, consider an arrangement 
wherein output is being viewed simultaneously by multiple 
persons with multiple devices, some devices having mono 
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displays and some having stereo displays. If that output is 
similar in appearance regardless of device and/or regardless 
of display dimensionality (mono or stereo), then at least in 
principle all persons involved may receive essentially the 
same imagery. Certain persons may view the imagery in 
mono, while others view the imagery in Stereo and/or mixed 
monofstereo, but the imagery itself may be at least Sufi 
ciently visually similar as to facilitate common understand 
ing. In more colloquial terms, if everyone sees something 
similar, everyone may have common ground for purposes of 
discussion, etc. 
0298. However, such similarity is an example, and is not 
required. As may also be seen in FIG. 21, another Smart 
phone 2161-B is shown therein, with mono display 2165-B 
and a mono image 2149-B thereon. Although mono image 
2149-B bears at least some visual resemblance to left and 
right images 2148-L and 2148-R, the mono image 2149-B is 
rotated 90 degrees clockwise, is larger in size, is disposed on 
the mono display 2165-B such that not all of the mono image 
2149-B is visible (e.g. the frame being “clipped off at the 
left and right edges of the mono display 2165-B), etc. 
0299 Now with regard to FIG. 22A through FIG. 22C, 
another example method for selectively delivering mono, 
Stereo, and/or mixed monofstereo content is presented. 
Where certain examples described previously herein have 
addressed such presentation in conceptual terms, FIG. 22A 
through FIG.22C and the description thereof address a more 
concrete example of implementation of Such a method. The 
structure of FIG. 22A through FIG. 22C may be at least 
somewhat similar to that of FIG. 20A through FIG. 20O. 
though descriptions in FIG. 22A through FIG. 22C may 
address more narrowly-defined, concrete embodiments. 
However, it is emphasized that the arrangement in FIG.22A 
through FIG.22C is also an example only, that embodiments 
are not limited only thereto, and that other arrangements 
may be suitable. 
0300. In FIG. 22A, a mobile operating system (OS) is 
instantiated 2202A onto the internal digital processor con 
trolling a Smartphone. The Smartphone may be, but is not 
required to be, a conventional electronic device, except as 
otherwise specified herein (e.g. the presence of a stereo 
controller according to various embodiments, etc.). Certain 
Smart phones include integral mono displays therein, and 
Such a mono display is considered to be present for purposes 
of the example herein. A mobile operating system typically 
may include therein functions adapted for controlling such a 
mono display, and for carrying out certain actions such as 
rendering, etc., and/or otherwise functioning as a mono 
controller. Suitable mobile operating systems may include, 
but are not limited to, Android, Windows Mobile, and iOS. 
0301 Typically though not necessarily, a mobile operat 
ing system may be instantiated onto a Smartphone processor 
as part of a boot routine, for example with executable 
instructions being read from data storage within the phone, 
and loaded onto the processor. However, the manner by 
which the mobile operating system is instantiated onto the 
process is not limiting for various embodiments. 
0302 Astereo controller is instantiated 2202BC onto the 
processor of the Smart phone, and disposed in communica 
tion with the mobile operating system (e.g. through the 
processor both are instantiated upon). The stereo controller 
is an assembly of executable instructions, adapted to be 
instantiated onto a digital processor. The stereo controller 
may be considered an overlay onto the mobile operating 
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system, and/or an extension thereto, in that the stereo 
controller may interface with, control certain functions of 
and/or send information to and from, the mobile operating 
system. 
0303 A stereo controller may be specific to a particular 
mobile operating system. That is, a given stereo controller 
may be adapted to communicate with a particular mobile 
operating system Such as Android, while a different stereo 
controller may be adapted to communicate with some other 
mobile operating system, etc. However, Stereo controllers 
adapted to communicate with multiple distinct mobile oper 
ating systems are not excluded. 
0304 Typically though not necessarily, the stereo con 

troller may be instantiated onto a Smart phone processor 
similarly to the mobile operating system, e.g. as part of a 
boot routine with executable instructions being read from 
data storage within the phone, and loaded onto the processor. 
However, the manner by which the stereo operating system 
is instantiated onto the process is not limiting for various 
embodiments. Indeed, although in the particular example of 
FIG. 22A the stereo controller is instantiated onto the same 
processor as the mobile operating system, in other embodi 
ments a stereo controller may be instantiated onto a different 
processor and/or a different physical device (such as a piece 
of hardware connected to a Smart phone or other system), 
may be instantiated onto a cloud system that is in commu 
nication with the mobile operating system, etc. 
0305 Continuing in FIG. 22A, the graphics feeds are 
configured 2206 to communicate with the mobile operating 
system. That is, whatever graphics are to be displayed, the 
Sources of those graphics are to be made available to the 
mobile operating system. This may represent reading data 
from a flash drive or other data store within the smartphone, 
connecting the Smartphone to some other device through a 
wired port, communicating wirelessly with some other sys 
tem, etc. In certain instances configuration may simply 
amount to advising the mobile operating system that the 
graphics in question are available and/or are to be displayed, 
while in others configuration may involve matching com 
munication protocols, converting file types, accessing data 
bases, etc. The particular details are not limiting, so long as 
the relevant graphics feeds are in some manner made 
available for use by the mobile operating system. 
0306 However, as a more concrete example, the mobile 
operating system may access a video provider, so as to 
download streaming video therefrom through a wireless 
network. As another example, a 3D model of a heart may be 
located on from a flash drive or other data store by the 
mobile operating system, accessed by the mobile operating 
system, and made available for rendering (e.g. by opening an 
appropriate modeling application, reading a relevant model 
file directly, etc.). As yet another example, standard graphics 
and protocols for generating frames, buttons, textboxes, etc. 
present within the mobile operating system may be called 
within the mobile operating system so as to enable display 
of Such screen features. The particulars may vary consider 
ably from one embodiment to another, and embodiments are 
not limited with regard to how graphics feeds are configured 
2206, or what entity (the mobile operating system, a user, 
Some other entity, etc.) carries out the configuring. 
0307 Still with reference to FIG. 22A, the method as 
illustrated branches into an Abranch and a BC branch. In the 
A branch, a determination 2208A is made as to whether the 
integral mono display of the Smartphone is active. In certain 
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instances the mono display may be inactive, for example a 
user may disable a mono display while using a stereo display 
to save power. If the mono display is inactive—if the 
determination 2208A is negative then the Abranch of the 
method as shown in FIG.22A through FIG.22C is complete. 
0308 If the mono display is active if the determination 
2208A is positive then the A branch of the method con 
tinues in FIG. 22B. 

0309. In the BC branch, a determination 2208BC is made 
as to whether a head mounted display with stereo capability 
is present and active, e.g. is in communication with the 
Stereo controller. In certain instances such a stereo display 
may not be present, and/or may be inactive. For example, 
even if the stereo controller is already instantiated on the 
Smartphone processor, at times a user may choose not to use 
a stereo display, and may deactivate or even disconnect the 
stereo display. The stereo controller nevertheless may 
remain instantiated on the Smart phone processor, in the 
event that a stereo display is again made available. Regard 
less, if the head mounted Stereo display is not present or is 
inactive—of the determination 2208BC is negative then 
the BC branch of the method is complete. 
0310. It is noted that although the arrangement in FIG. 
22A shows branches of the method as being complete in the 
event of negative determinations in 2208A and/or 2208 BC, 
it is not necessarily required that further steps in the relevant 
branches be excluded. Even if no suitable displays are 
available for mono, Stereo, and/or mixed monofstereo con 
tent, processing of such content is not prohibited. Such 
content may be recorded in a data store, transmitted exter 
nally, etc., or even simply ignored/deleted. However, for 
purposes of clarity, the example arrangement of FIG. 22A 
through FIG. 22C considers that if suitable displays are not 
present, then content for Such displays is not necessarily 
generated. 
0311. It is also noted that although a head mounted stereo 
display is presented as an example, embodiments are not 
limited thereto, any more than embodiments are limited to a 
Smart phone, etc. 
0312) If the head mounted stereo display is present and 
active if the determination 2208BC is positive then the 
BC branch of the method continues with step 2210. 
0313. In the BC branch, the stereo controller defines 2210 
a stereo configuration. This stereo configuration may repre 
sent considerations such as the display size of the head 
mounted Stereo display, the eye separation of the user, the 
desired apparent stereo baseline of content to be displayed, 
the degree of stereo overlap between left and right eyes 
(which may be but is not required to be 100%), the bright 
ness of the display and/or regions thereof, the transparency 
of the display (if controllable), etc. Stereo vision may be 
affected by numerous factors, and defining the stereo con 
figuration may include any or all such factors. 
0314 Typically, though not necessarily, Stereo configu 
ration may be determined at least partially by a user, for 
example through manipulation of settings made available 
through the Stereo controller. For example, a stereo control 
ler may include therein settings for adjusting the effective 
eye spacing of displayed content (or even for determining 
Such information automatically by Scanning the user). How 
ever, regardless of precisely how the information may 
originate, so long as the stereo controller and/or some entity 
in communication therewith in some fashion acquires Suit 



US 2017/015 0137 A1 

able information sufficient for enabling stereo output with a 
Stereo display, this may be considered to represent defining 
2210 stereo configuration. 
0315 Now moving to FIG. 22B, in the BC branch the 
Stereo controller queries 2212 graphics feeds to determine 
the dimensionality thereof. Typically though not necessarily, 
graphics feeds and/or the graphics delivered thereby may 
include therein an explicit identification of whether the 
content thereof is two dimensional, three dimensional, etc. 
Thus, for at least certain embodiments querying 2212 the 
graphics feeds may include reading metadata, file informa 
tion, a flag, etc. associated with the graphics feeds, with the 
dimensionality indicated explicitly therein. However, other 
approaches, including but not limited to recognizing file 
types as 2D or 3D, or otherwise inspecting the files, data 
therein, Sources of files and/or data, etc., may be equally 
suitable. 
0316. In addition, the mobile operating system itself may 
include therein some mechanism for determining the dimen 
sionality of data. For example, it may be useful to a mobile 
operating system to determine whether content is a simple 
2D button, or a complex 3D environment, so as to more 
effectively render and/or otherwise handle that content (e.g. 
by accessing suitable rendering tools for the particular 
content, etc.). Thus, querying 2212 may in certain embodi 
ments include the Stereo controller accessing such informa 
tion from the mobile operating system, rather than the stereo 
controller directly evaluating the graphics feeds. 
0317. Typically, though not necessarily, a mobile operat 
ing system may include some protocol for accepting and/or 
responding to queries about graphical content. For example 
various programs, libraries, hardware components, etc. may 
query a mobile operating system in at least a somewhat 
similar fashion. Thus, for at least certain embodiments the 
query 2212 may represent the stereo controller sending a 
common and preconfigured command to the mobile oper 
ating system. 
0318 Continuing in FIG. 22B, in the Abranch the mobile 
operating system defines 2214A a mono perspective. In 
practice the mobile operating system may define 2214A 
more than one mono perspective, for example defining 
mono perspectives for two or more graphics feeds. As a 
more concrete example, if two different 3D objects are to be 
addressed by the mobile operating system, it is not neces 
sarily required that both such 3D objects be viewed from the 
same direction, the same apparent distance, etc. Further 
more, mono perspectives may vary over time, for example 
panning, Zooming, etc. in response to a command delivered 
by a user. However for simplicity, the mono perspective may 
be referred to herein in at least certain instances as being 
unitary and/or static. 
0319. In the BC branch, the stereo controller queries 
2214 BC the mobile operating system for the mono perspec 
tive. Typically though not necessarily, a mobile operating 
system may include Some protocol for accepting and/or 
responding to queries about mono perspective. For example, 
various rendering utilities, programs, etc. may perform some 
or all rendering work on behalf of the mobile operating 
system, and Such entities may require or at least benefit from 
access to some common mono perspective for rendering 
COntent. 

0320 By querying the mobile operating system, the 
Stereo controller thus may utilize the same or a similar mono 
perspective for mono content, such that mono content may 
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appear the same or similar on both the mono and stereo 
displays. However, other arrangements, including but not 
limited to the stereo controller determining a mono perspec 
tive internally and/or independently of the mobile operating 
system, also may be suitable. 
0321) At this point in FIG. 22B the BC branch is shown 
as splitting into individual B and C branches. As noted with 
regard to FIG. 20B, this is illustrative, and should not be 
taken as limiting. 
0322. In the B branch, the stereo controller defines 2214B 
a left perspective relative to the mono perspective (as 
queried in step 2214A). In the C branch, the stereo controller 
defines 2214C a right perspective relative to the mono 
perspective. 
0323 Definition 2214B and 2214C of left and right stereo 
perspectives may depend at least in part on the definition 
2210 of stereo configuration. For example, if the stereo 
configuration were defined 2210 as having a baseline of 10 
cm, then the left and right stereo perspectives may be 
defined 2214B and 2214C such that a distance between base 
points thereof is likewise 10 cm. 
0324 Left and right stereo perspectives may be fixed for 
a particular stereo controller and/or a particular stereo head 
mounted display. However, left and right Stereo perspectives 
also may be variable, and so may be defined 2214B and 
2214C more than once (though for simplicity it is considered 
in FIG. 22A through FIG. 22C that such repetition is not 
present). Variations may include, but are not limited to, 
changes in angle and changes in base point separation. 
0325 Typically though not necessarily, the left and right 
perspectives will be offset similarly from the mono perspec 
tive, but in opposite directions. For example, if the left 
perspective is defined as proceeding from point a 3 centi 
meters to the left of the mono perspective and angled 1.5 
degrees to the right, the right perspective may be defined as 
proceeding from a point 3 centimeters to the right of the 
mono perspective and angled 1.5 degrees to the left. (This is 
an example only, and embodiments are not limited thereto 
with regard either to particular perspectives or forms of 
definition thereof.) 
0326. However, other arrangements, including but not 
limited to an arrangement wherein the left or right perspec 
tive is similar or identical to the mono perspective, also may 
be suitable. 

0327. In addition, for certain embodiments it may be 
suitable to determine left and right perspectives other than 
through definition explicitly by the stereo controller. For 
example, if a system is present within a mobile operating 
system that is adapted to define a perspective (e.g. the mono 
perspective), that function may be called by the stereo 
controller. 
0328 Continuing in FIG. 22B, in branch A the mobile 
operating system generates 2216A a mono Surface buffer. 
Such capability typically may be present in a mobile oper 
ating system adapted for mono output to a mono display, 
Such as flat display on a Smartphone. For example, execut 
able instructions and/or data may be present within the 
mobile operating system, Sufficient to define a region of 
memory as a mono surface buffer and to address the buffer 
e.g. by rendering graphical content to Surfaces therein. 
0329. In branch B the stereo controller calls 2216B the 
mobile operating system to generate a left Surface buffer, and 
in branch C the stereo controller calls 2216C the mobile 
operating system to generate a right Surface buffer. That is, 
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in the example of FIG. 22B the stereo controller communi 
cates with the mobile operating system, and activates Such 
functionality in the mobile operating system as may be 
present for creating Surface buffers. Such that two surface 
buffers are generated and designated (e.g. by the stereo 
controller) as left and right surface buffers. 
0330 Thus, where the mobile operating system itself 
may be capable of only supporting only a mono display, the 
stereo controller may support additional surface buffers 
sufficient for stereo display. It may be considered that the 
Stereo controller in some fashion accesses whatever portion 
of the mobile operating system generates a mono Surface 
buffer, and that the stereo controller utilizes the mobile 
operating system to further generate left and right Surface 
buffers. The stereo controller may in some sense re-use or 
re-purpose existing “machinery' in the mobile operating 
system, so as to produce a function—the output of stereo 
and/or mixed monofstereo content—that may be beyond the 
reach of (and that may never even have been contemplated 
for) the mobile operating system itself. 
0331 Embodiments are not limited with regard to how 
the surface buffer generation functions of the mobile oper 
ating system may be called by the stereo controller. The term 
“call refers to communication between the stereo controller 
and the mobile operating system, so as to access functions 
present within the mobile operating system, but this may 
include a broad range of approaches in various embodi 
ments. 

0332 Typically, though not necessarily, such approaches 
may in Some manner re-purpose existing capabilities of the 
mobile operating system. That is, if the mobile operating 
system has the capability to create a mono Surface buffer, 
then the stereo controller may activate that capability, caus 
ing the mobile operating system to create a Surface buffer, 
but with the stereo controller having set aside memory space 
for that surface buffer, identifying that surface buffer as a left 
(or right) stereo surface buffer, Subsequently addressing left 
or right stereo renders thereto, etc. Put differently, the stereo 
controller may in at least some embodiments rely on the 
ability of the mobile operating system to create a mono 
surface buffer, but may re-purpose that surface buffer for 
delivering stereo output. 
0333) One example of such an approach may be to 
“spoof the mobile operating system, such that the mobile 
operating system considers that additional displays are pres 
ent in addition to the integral mono display of the Smart 
phone (e.g. defining “virtual displays and advising the 
mobile operating system of the presence of Such virtual 
displays as if the virtual displays were real/physical dis 
plays). As noted, certain mobile operating systems may 
include therein functionality for creating a surface buffer. In 
addition, certain mobile operating systems may include 
command paths, protocols, etc. for external agents to cause 
the mobile operating system to create a surface buffer. For 
example, although the integral mono display of a Smart 
phone may indeed be part of the Smartphone itself, in strict 
terms that mono display may be an external device insofar 
as the mobile operating system is concerned, in that the 
mobile operating system is instantiated on the processor and 
the mono display is external thereto. Thus some arrangement 
may be provided within the mobile operating system Such 
that if a display is placed in communication therewith, the 
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mobile operating system may then recognize and create 
surface buffers (and perform other functions) for that dis 
play. 
0334 Thus, command pathways, protocols, etc. may be 
readily available for the use of the stereo controller. In such 
instance the stereo controller may identify the presence of 
two additional displays, and request that surface buffers be 
created to support those additional displays. Those addi 
tional displays may be real left and right stereo displays (e.g. 
on the head mounted display referenced for the example of 
FIG. 22A through FIG. 22C), but may also be virtual 
displays, for example existing only as data constructs. 
0335 Alternately, a command path and/or protocol may 
be present in the mobile operating system for prompting the 
generation of Surface buffers without necessarily indicating 
the presence of additional displays (real or virtual). As 
another alternative, if no convenient avenue for calling 
2216B and 2216C the mobile operating system to generate 
additional surface buffers is present within the mobile oper 
ating system, the stereo controller instead may directly 
activate whatever executable instructions in the mobile 
operating system are adapted to generate surface buffers. As 
yet another alternative, executable instructions for generat 
ing Surface buffers in the mobile operating system may be 
copied by the Stereo controller, and then executed to gen 
erate left and right surface buffers. 
0336. Other arrangements also may be equally suitable. 
0337. It is noted that although the mobile operating 
system may be carrying out the direct work of generating the 
left and right surface buffers, that generation is called 2216B 
and 2216C and overseen by the stereo controller. Typically 
a mobile operating system dedicated to mono display may 
lack provision for handling Such additional (e.g. left and 
right) surface buffers as may be utilized for stereo display. 
Thus, the stereo controller may set aside memory for the left 
and right surface buffers, may identify surface buffers as left 
and right Surface buffers, etc. The mobile operating system 
may not even be “aware of the creation of the left and right 
Surface buffers, despite carrying out the actual generation 
thereof. 

0338. Other embodiments wherein the stereo controller 
directly generates left and right surface buffers are not 
prohibited. However, in calling 2216B and 2216C the 
mobile operating system to generate left and right Surface 
buffers, it is not necessary for the stereo controller to include 
executable instructions for generating left and right Surface 
buffers. In more colloquial terms, if the mobile operating 
system already has the code to produce surface buffers, then 
there may be no need to duplicate such functions in the 
stereo controller. 
0339. In addition, if the mobile operating system is called 
2216B and 2216C to generate the left and right surface 
buffers, then it may be anticipated with at least reasonable 
confidence that the left and right surface buffers will corre 
spond with the mono surface buffer in terms of format, data 
protocols, etc. Consistency among mono, left, and right 
buffers thus may be facilitated, which in turn may facilitate 
similar-appearing output from both the mono display (on the 
Smart phone) and the stereo display (on the head mounted 
display). 
0340 However, these are examples only, and other 
arrangements may be equally Suitable. Any function that 
may be accomplished through calling the mobile operating 
system may be permitted to be accomplished by calling the 
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mobile operating system, regardless of whether Such a 
function is called in FIG. 22A through FIG. 22C (or else 
where herein). Thus, determining left and right perspectives, 
outputting left and right images, etc. may in certain embodi 
ments by carried out through calling a mobile operating 
system (or other mono controller) rather than necessarily 
being carried out more directly by the stereo controller. 
Conversely, any function that may be accomplished directly 
by the stereo controller rather than by calling the mono 
controller also may be permitted to be accomplished directly 
by the stereo controller. Embodiments are not limited in this 
regard, unless specifically noted herein. 
0341 Still with reference to FIG.22B, in the Abranch the 
mobile operating system generates 2218A a mono image 
buffer. In the B branch the Stereo controller calls 2218B the 
mobile operating system to generate a left image buffer. In 
the C branch the stereo controller calls 2218C the mobile 
operating system to generate a right image buffer. 
0342. As noted with regard to the generation of surface 
buffers above, functionality may already be present within 
the mobile operating system to generate a suitable image 
buffer. However, the mobile operating system typically may 
be unsuited to and/or incapable of Supporting additional 
image buffers. Rather, the stereo controller may make pro 
vision for left and right image buffers, but may rely on any 
existing functionality for actually generating the image 
buffers as may be present within the mobile operating 
system. 
0343 Similarly to calling 2216B and 2216C generation 
of left and right surface buffers described above, calling 
2218B and 2218C generation of image buffers may be 
carried out in a variety of manners for various embodiments. 
For example, the mobile operating system may be informed 
(correctly or not) of the presence of additional displays by 
the Stereo controller; the mobile operating system may be 
commanded to generate image buffers by the stereo con 
troller without necessarily indicating the presence of dis 
plays; the executable instructions in the mobile operating 
system responsible for generating image buffers may be 
activated directly by the stereo controller; the executable 
instructions in the mobile operating system responsible for 
generating image buffers may be copied; etc. 
0344 Also similarly, calling 2218B and 2218C the 
mobile operating system to generate image buffers may 
exhibit advantages. For example, the Stereo controller may 
be freed from duplicating already-existing functions within 
the mobile operating system, consistency of the image 
buffers and/or displayed content may be facilitated, etc. 
0345 However, again, it is not prohibited for other 
embodiments to generate image buffers directly with the 
stereo controller and/or other entities, without recourse to 
the mobile operating system (or other mono controller), and 
other arrangements may be suitable. 
0346 Continuing in FIG. 22B, in the Abranch the mobile 
operating system renders 2220A a mono Surface for each 
graphics feed, from the mono perspective. In the B branch 
the stereo controller calls 2220B1 the mobile operating 
system to render a left surface for each 2D graphics feed, 
from a mono perspective. In the C branch the stereo con 
troller calls 2220C1 the mobile operating system to render a 
right Surface for each 2D graphics feed, from a mono 
perspective. 
0347 As noted above with regard to certain other steps in 
FIG. 22A through FIG. 22C, functionality may already be 
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present within the mobile operating system to render Sur 
faces from Some perspective, although the mobile operating 
system typically may be unsuited to and/or incapable of 
addressing multiple surface buffers, etc. The stereo control 
ler may make provision for addressing renders to left and 
right surface buffers, but may rely partly or entirely on 
existing functionality for actually rendering Surfaces as may 
be present within the mobile operating system. 
0348 Similarly certain other steps in FIG. 22A through 
FIG.22C, calling 2220B1 and 2220C1 the mobile operating 
system to render to Surfaces may be carried out in a variety 
of manners for various embodiments, by “spoofing the 
mobile operating system, by calling rendering routines, by 
commanding the execution of particular instructions, by 
copying executable instructions, etc. 
0349. In addition, although for simplicity FIG.22B refers 
to rendering as being carried out by the mobile operating 
system, in practice it also may be acceptable for the mobile 
operating system to in turn call other entities, for example 
calling a rendering engine that may not be considered part of 
the mobile operating system proper, etc. Similar "extended 
calling” and other use of additional entities and/or resources 
is not prohibited for rendering, nor for other steps herein, 
unless specifically noted. 
0350 Also similarly to certain previous steps, calling 
2220B1 and 2220C1 the mobile operating system to render 
graphics feeds to left and right Surfaces may exhibit advan 
tages over (for example) rendering graphics feeds to Sur 
faces directly by the stereo controller. For example, dupli 
cation of effort, consistency may be facilitated, etc. However 
it also is not prohibited for the stereo controller to render 
Surfaces directly. 
0351. Now with reference to FIG. 2C, in the B branch the 
stereo controller calls 2220B2 the mobile operating system 
to render a left surface for each 3D graphics feed, from a left 
perspective. In the C branch the stereo controller calls 
2220C2 the mobile operating system to render a right 
Surface for each 3D graphics feed, from a right perspective. 
0352. As noted above, functionality may already be pres 
ent within the mobile operating system to render Surfaces 
from Some perspective, although the mobile operating sys 
tem typically may be unsuited to and/or incapable of 
addressing multiple Surface buffers, addressing multiple 
perspectives (e.g. left and right), etc. The stereo controller 
may make provision for addressing renders to left and right 
Surface buffers, for advising the mobile operating system as 
to the perspectives (left and right) for rendering, etc., but 
may rely partly or entirely on existing functionality for 
actually rendering Surfaces as may be present within the 
mobile operating system. 
0353. Similarly to certain other steps in FIG.22A through 
FIG.22C, calling 2220B2 and 2220C2 the mobile operating 
system to render to Surfaces may be carried out in a variety 
of manners for various embodiments, by “spoofing the 
mobile operating system, by calling rendering routines, by 
commanding the execution of particular instructions, by 
copying executable instructions, etc. 
0354. It is also noted in various embodiments, 3D content 
may for example be rendered as 2D content. Thus, some or 
all of a graphics feed that includes 3D content may instead 
be rendered in 2D, e.g. as mono Surfaces. Although for 
simplicity the arrangement in FIG. 22A through FIG. 22C 
refers to graphics feeds as being either 2D or 3D, and being 
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rendered on that basis, embodiments are not necessarily 
limited to such strictly-defined arrangements. 
0355 Also similarly to certain previous steps, calling 
2220B2 and 2220C2 the mobile operating system to render 
graphics feeds to left and right Surfaces may exhibit advan 
tages over (for example) rendering graphics feeds to Sur 
faces directly by the stereo controller. For example, dupli 
cation of effort, consistency may be facilitated, etc. However 
it also is not prohibited for the stereo controller to render 
Surfaces directly. 
0356 Continuing in FIG.22C, in the Abranch the mobile 
operating system composites 2222A the mono Surfaces in 
the mono surface buffer. In the B branch the stereo controller 
calls 2222B the mobile operating system to composite the 
left surfaces in the left surface buffer. In the C branch the 
stereo controller calls 2222C the mobile operating system to 
composite the right Surfaces in the right Surface buffer. 
0357. As noted with regard to other steps in FIG. 22A 
through FIG. 22C, functionality may already be present 
within the mobile operating system to composite surfaces, 
although the mobile operating system typically may be 
unsuited to and/or incapable of addressing multiple surface 
buffers for compositing. For example, the mobile operating 
system may already be adapted to rearrange surfaces in a 
mono surface buffer, to reposition surfaces with respect to 
one another, etc., but may have no provision for retaining 
multiple buffers in memory, addressing and/or synchroniz 
ing compositing for multiple buffers, etc. Rather, the stereo 
controller may make provision for addressing the left and 
right Surface buffers for compositing, but may rely partly or 
entirely on existing functionality in the mobile operating 
system for actual compositing. 
0358. The stereo controller also may, but is not required 

to, Support additional functions, for example synchronizing 
compositing for mono, left, and right Surface buffers such 
that surfaces have similar orders in the mono, left, and right 
Surface buffers once composited, that Surfaces in the mono, 
left, and right Surface buffers are spatially arranged in 
similar manner, etc. 
0359 Similarly to certain other steps in FIG.22A through 
FIG. 22C, calling 2222B and 2222C the mobile operating 
system to composite Surfaces may be carried out in a variety 
of manners for various embodiments, by “spoofing the 
mobile operating system, by calling compositing routines, 
by commanding the execution of particular instructions, by 
copying executable instructions, etc. 
0360 Also similarly to certain previous steps, calling 
2222B and 2222C the mobile operating system to composite 
left and right Surfaces may exhibit advantages over (for 
example) compositing left and right Surfaces directly by the 
stereo controller. For example, duplication of effort may be 
avoided, consistency may be facilitated, etc. However it also 
is not prohibited for the stereo controller to composite 
Surfaces directly. 
0361 Still with reference to FIG.22C, in the Abranch the 
mobile operating system merges 2224A the mono Surfaces 
into a mono image in the mono image buffer. In the B branch 
the stereo controller calls 2224B the mobile operating sys 
tem to merge the left surfaces into a left image in the left 
image buffer. In the C branch the stereo controller calls 
2224C the mobile operating system to merge the right 
Surfaces into a right image in the right image buffer. 
0362 Again as noted with regard to other steps, func 

tionality may already be present within the mobile operating 
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system to merge Surfaces into an image, although the mobile 
operating system typically may be unsuited to and/or inca 
pable of addressing multiple Surface buffers and/or image 
buffers for merging. The stereo controller may make provi 
sion for addressing the left and right surface buffers and/or 
left and right image buffers for merging, but may rely partly 
or entirely on existing merge functionality in the mobile 
operating system. 
0363 Similarly to certain other steps, calling 2224B and 
2224C the mobile operating system to merge surfaces may 
be carried out in a variety of manners for various embodi 
ments, by 'spoofing the mobile operating system, by call 
ing merging routines, by commanding the execution of 
particular instructions, by copying executable instructions, 
etc 

0364 Also similarly to certain previous steps, calling 
2224B and 2224C the mobile operating system to merge left 
and right Surfaces may exhibit advantages over (for 
example) merging left and right Surfaces directly by the 
stereo controller. For example, duplication of effort may be 
avoided, consistency may be facilitated, etc. However it also 
is not prohibited for the stereo controller to composite 
Surfaces directly. 
0365 Continuing in FIG.22C, in the Abranch the mobile 
operating system outputs 2226A the mono image from the 
mono image buffer to the integral mono display of the Smart 
phone. In the B branch the stereo controller outputs 2226B 
the left image from the left image buffer to the left display 
of the stereo head mounted display. In the C branch the 
stereo controller outputs 2226C the left image from the left 
image buffer to the left display of the stereo head mounted 
display. 
0366 Functionality may already be present within the 
mobile operating system to output a mono image to the 
mono display. The Stereo controller thus may include func 
tionality to output left and right images to left and right 
displays, respectively. However, although the arrangement 
in FIG. 22C indicates that the stereo controller directly 
outputs left and right images to left and right displays, other 
arrangements may be equally suitable, including but not 
limited to calling the mobile operating system to output left 
and right images to left and right displays. 
0367. Now with reference to FIG. 23, therein is shown an 
example embodiment of an apparatus 2360 for stereo and/or 
mixed monofstereo output, in schematic form. As shown, the 
apparatus 2360 includes a processor 2366, adapted to 
execute executable instructions instantiated thereon. The 
processor 2366 is not limited with regard to form, structure, 
etc. The processor 2366 may for example be a digital 
electronic processor, Such as may be present in a Smart 
phone, tablet, laptop computer, desktop computer, etc., but 
other arrangements also may be Suitable. 
0368. The apparatus 2360 also includes a mono display 
2365, and left and right stereo displays 2364-L and 2364-R; 
although identified separately in FIG. 23, the pair 2364-L 
and 2364-R may be considered, in at least some sense, to 
form a single display. The mono display 2365 is adapted to 
deliver graphical output in mono form, and the left and right 
stereo displays 2364-L and 2364-R are adapted to deliver 
graphical output in mono forma and/or in Stereo form. 
Embodiments are not limited with regard to the form, 
structure, etc. of the mono display 23.65 and/or the stereo 
display 2364-L and 2364-R. For example, the displays 2365, 
2364-L, and 2364-R may include LED or OLED displays, 
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CRT displays, plasma displays, laser displays, etc., though 
other arrangements may be equally Suitable. 
0369. In addition, the example apparatus 2360 as-illus 
trated also includes a data store 2372, a communicator 2374, 
and left and right sensors 2376-L and 2376-R. The data store 
2372, communicator 2374, and left and right sensors 2376-L 
and 2376-R may serve for example as sources of graphical 
content, e.g. images, video, text, icons, etc. may be read 
from the data store 2372, received via the communicator 
2374, captured with the left and right sensors 2376-L and 
2376-R, etc. However, other graphical content sources may 
be equally suitable; a data store 2372, communicator 2374, 
and/or left and right sensors 2376-L and 2376-R are not 
necessarily required for all embodiments, nor are the data 
store 2372, communicator 2374, and left and right sensors 
2376-L and 2376-R necessarily limited only to operating as 
graphical content sources. 
0370. In addition, where such features are present 
embodiments are not limited with regard to the form, 
structure, etc. of a data store 2372, a communicator 2374, 
and/or left and right sensors 2376-L and 2376-R. A data store 
2372 may for example include a hard drive, flash memory, 
etc. A communicator 2374 may include a hardwired con 
nection, wireless modem, etc. Left and/or right sensors 
2376-L and 2376-R may include digital or analog cameras, 
depth cameras, depth sensors, etc. Other arrangements also 
may be equally suitable. 
0371. Still with reference to FIG. 23, as may be seen data 
entities 2368 and 2370 are shown disposed on the processor 
2366, namely a mono controller 2368 and a stereo controller 
2370. The mono controller 2368 and Stereo controller 2370 
may include executable instructions instantiated on the 
processor, non-executable data, Some combination thereof, 
etc. With regard to the example shown in FIG. 23 the mono 
controller 2369 and Stereo controller 2370 are described as 
including executable instructions, but other arrangements 
may be equally suitable. 
0372. The mono controller 2368 is shown as further 
including therein a number of data entities 2368-A through 
2368-I Likewise, the stereo controller 2370 is shown as 
further including therein a number of data entities 2370-A 
through 2370-I. Although as illustrated the data entities 
2368-A through 2368-I and 2370-A through 2370-I are 
shown as being disposed within and/or components of larger 
data entities, i.e. the mono controller 2368 and stereo 
controller 2370 respectively, this is illustrative only. 
Embodiments are not limited with regard to the organization 
and/or structure of the mono controller 2368 and stereo 
controller 2370, nor with regard to elements thereof. For 
example in certain embodiments data entities 2370-A 
through 2370-I may be independent data entities, e.g. sepa 
rate programs, with the stereo controller 2370 being only a 
collective term applied thereto rather than an integrated data 
entity or other structure in itself. Likewise, data entities as 
shown in FIG. 23 may be combined, further split, etc. in 
various embodiments, so long as Suitable functions are 
carried out. In addition, data entities may be added to and/or 
deleted from what is shown in FIG. 23. For example, for an 
embodiment wherein the presence of a mono display may be 
assumed, the mono display detector 2368-B may be omitted. 
Conversely, though the mono surface renderer 2368-F is 
shown as a single data entity, embodiments may include 
multiple rendering elements, such as rendering engines, 
libraries, other resources, etc. Moreover, entities referenced 
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but not explicitly illustrated may be present; for example, a 
mono Surface buffer, e.g. as established by the mono Surface 
buffer establisher 23368-D, may be part of and/or considered 
with the mono controller 2368, for example being assigned 
memory space within the memory controller/occupied by 
the mono controller 2368 itself (though such is not required). 
0373 With regard individually to the data entities 
2368-A through 2368-I in the mono controller 2368 in FIG. 
23, a graphical content communicator 2368-A is disposed on 
the processor 2366; the graphical content communicator 
2368-A is adapted to communicate with graphical content 
Sources, for example so as to send requests and/or instruc 
tions thereto, to receive graphical content therefrom, to 
query regarding the form or status of graphical content, etc. 
A mono display detector 2368-B is disposed on the proces 
sor 2366; the mono display detector 2368-B is adapted to 
detect the presence of one or more mono displays in com 
munication with the mono controller 2368, the processor 
2366, the apparatus 2360 as a whole, etc. The mono display 
detector 2368-B also may determine additional information 
regarding mono displays as may be present, such as display 
resolution, color bit depth, dimensions, etc., though this is 
not required. 
0374. A mono perspective establisher 2368-C is disposed 
on the processor 2366; the mono perspective establisher 
2368-C is adapted to define or otherwise establish one or 
more mono perspectives for graphical content, e.g. So as to 
facilitate rendering of graphical content from a mono per 
spective. A mono surface buffer establisher 2368-D is dis 
posed on the processor 2366; the mono surface buffer 
establisher 2368-D is adapted to assign memory for, define, 
and/or otherwise establish a surface buffer adapted to 
receive one or more renders onto Surfaces thereof, e.g. 
renders from a mono perspective. A mono image buffer 
establisher 2368-E is disposed on the processor 2366; the 
mono image buffer establisher 2368-E is adapted to assign 
memory for, define, and/or otherwise establish an image 
buffer adapted to receive one or more images therein. 
0375. A mono surface renderer 2368-F is disposed on the 
processor 2366; the mono surface renderer 2368-F is 
adapted to render graphical content, e.g. from a mono 
perspective, onto Surfaces such as may be present within a 
surface buffer. A mono surface compositor 2368-G is dis 
posed on the processor 2366; the mono Surface compositor 
2368-G is adapted to composite surfaces such as may be 
present in a mono Surface buffer, for example ordering 
Surfaces, realigning Surfaces, Scaling Surfaces, etc. A mono 
image merger 2368-H is disposed on the processor 2366; the 
mono image merger 2368-H is adapted to merge one or more 
Surfaces, such as may be present in a mono Surface buffer, 
into an image, and/or to deliver Such an image to a mono 
image buffer. 
0376. A mono outputter 2368-I is disposed on the pro 
cessor 2366; the mono outputter 2368-I is adapted to output 
an image. Such as may be present in a mono image buffer, 
to a mono display 2365. 
0377. With regard individually to the data entities 
2370-A through 2370-I in the stereo controller 2370 in FIG. 
23, a mono controller communicator 2370-A is disposed on 
the processor 2366; the mono controller communicator 
2370-A is adapted to communicate with a mono controller 
2368, for example to receive graphical content therefrom, to 
send commands and/or queries thereto, etc. The mono 
controller communicator 2370-A also may be adapted to 
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determine a dimensionality of graphical content, e.g. by 
querying the graphical content communicator 2368-A in the 
mono controller 2368. In certain embodiments the mono 
controller communicator 2370-A may be adapted to address 
the mono controller 2368 in a manner other than may be 
typical for the operation of the mono controller 2368, for 
example the mono controller communicator 2370-A may be 
adapted to “spoof the mono controller 2368 by sending 
spurious instructions thereto, calling or otherwise accessing 
functions within the mono controller 2368 not normally 
available to external entities, etc. 
0378. It is emphasized that the configuration for the 
processor 2366, the mono controller 2368, and the stereo 
controller 2370 as shown in FIG. 23 is an example only. As 
shown, the mono controller 2368 and the stereo controller 
2370 are both disposed on the same processor 2366, mono 
controller 2368 and the Stereo controller 2370 are distinct 
from one another, and mono controller 2368 and the stereo 
controller 2370 each integrate all of their respective ele 
ments. However, none of these arrangements are required 
(and certain alternatives, though not necessarily the only 
alternatives, are shown elsewhere herein). 
0379 For example, in certain embodiments the mono 
controller 2368 and the stereo controller 2370 may them 
selves be integrated, e.g. as part of a single piece of software. 
As a more concrete example, an existing mono controller 
2368 such as Android or another a mobile operating system 
may be modified, so as to include Some or all functions 
and/or elements of a stereo controller 2370. In such instance, 
if the stereo controller 2370 were to call the mono controller 
2368, the mono controller may in fact only be calling other 
instructions within a single program, rather than calling 
another program. Given Such an arrangement, it may not be 
necessary or useful to 'spoof or otherwise access functions 
in the mono controller 2368 that are not normally available 
to external entities, since in Such an arrangement the stereo 
controller 2370 may not in fact be an external entity but 
rather part of the same operating system, program, etc. 
0380. Similarly, the mono controller 2368 and the stereo 
controller 2370 may be broken down into segments, spread 
across multiple processors, distributed throughout a cloud, 
etc. Although the mono controller 2368 and the stereo 
controller 2370 are described in at least some instances 
herein as clearly distinct entities for clarity in explaining 
certain functions thereof, embodiments are not so limited, 
nor are embodiments limited only to the arrangements 
shown and described herein. 

0381 Still with reference to FIG. 23, a stereo display 
detector 2370-B is disposed on the processor 2366; the 
stereo display detector 2370-B is adapted to detect the 
presence of one or more stereo displays in communication 
with the stereo controller 2370, the processor 2366, the 
apparatus 2360 as a whole, etc. The stereo display detector 
2370-B may establish a stereo configuration, e.g. at least in 
part through communicating with the stereo display so as to 
determine features such as display resolution, color bit 
depth, dimensions, spacing between left and right displays 
(or otherwise establishing stereo configuration), etc., and/or 
through reading settings therefrom and/or to be applied 
thereto such as degree of overlap of left and right stereo 
fields of view, etc. 
0382 A perspective caller 2370-C is disposed on the 
processor 2366; the perspective caller 2370-C is adapted to 
call the mono controller 2368, e.g. the mono perspective 
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establisher 2368-C in particular, to define or otherwise 
establish one or more pairs of left and right Stereo perspec 
tives for graphical content, for example so as to facilitate 
rendering of graphical content from a mono perspective. The 
perspective caller 2370-C may also be adapted to provide 
additional information, oversight, control, etc. as needed to 
an extent that the mono controller 2368 may not be sufficient 
to establish left and right stereo perspectives. Thus, in the 
arrangement of FIG. 23 the perspective caller 2370-C may 
call upon an existing ability of the mono controller 2368 to 
define perspectives, repurposing that ability so as to accom 
plish the definition of left and right stereo perspectives 
(which task the mono controller on its own may be insuf 
ficient to carry out). 
(0383. A surface buffer caller 2370-D is disposed on the 
processor 2366; the surface buffer caller 2370-D is adapted 
to call the mono controller 2368, e.g. the mono surface 
buffer establisher 2368-D in particular, to define or other 
wise establish left and right surface buffers adapted to 
receive one or more left and right renders respectively onto 
Surfaces thereof, e.g. renders from left and right perspec 
tives. The surface buffer caller 2370-D may also be adapted 
to provide additional information, oversight, control, etc. as 
needed to an extent that the mono controller 2368 may not 
be sufficient to establish left and right surface buffers. Thus, 
in the arrangement of FIG. 23 the surface buffer caller 
2370-D may call upon an existing ability of the mono 
controller 2368 to create surface buffers, repurposing that 
ability so as to accomplish the creation of left and right 
stereo surface buffers (which task the mono controller on its 
own may be insufficient to carry out). 
0384 An image buffer caller 2370-E is disposed on the 
processor 2366; the image buffer caller 2370-E is adapted to 
call the mono controller 2368, e.g. the mono image buffer 
establisher 2368-E in particular, to define or otherwise 
establish left and right image buffers adapted to receive one 
or more left and right images respectively therein, e.g. 
merged from left and right surfaces. The image buffer caller 
2370-E may also be adapted to provide additional informa 
tion, oversight, control, etc. as needed to an extent that the 
mono controller 2368 may not be sufficient to establish left 
and right image buffers. Thus, in the arrangement of FIG. 23 
the image buffer caller 2370-E may call upon an existing 
ability of the mono controller 2368 to create image buffers, 
repurposing that ability So as to accomplish the creation of 
left and right stereo image buffers (which task the mono 
controller on its own may be insufficient to carry out). 
(0385) A surface renderer caller 2370-F is disposed on the 
processor 2366; the surface renderer caller 2370-F is 
adapted to call the mono controller 2368, e.g. the mono 
surface renderer 2368-F in particular, to render graphical 
content from left and right perspectives into left and right 
surfaces respectively. The surface renderer caller 2370-F 
may also be adapted to provide additional information, 
oversight, control, etc. as needed to an extent that the mono 
controller 2368 may not be sufficient to render from multiple 
perspectives (e.g. left and right stereo perspectives), address 
multiple Surface buffers, etc. Thus, in the arrangement of 
FIG. 23 the surface renderer caller 2370-F may call upon an 
existing ability of the mono controller 2368 to render 
graphical content to Surfaces, repurposing that ability so as 
to accomplish the rendering of graphical content to left and 
right Surfaces respectively (which task the mono controller 
on its own may be insufficient to carry out). 
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0386 A surface compositor caller 2370-G is disposed on 
the processor 2366; the surface compositor caller 2370-G is 
adapted to call the mono controller 2368, e.g. the mono 
surface compositor 2368-G in particular, to composite left 
and right surfaces. The surface compositor caller 2370-G 
may also be adapted to provide additional information, 
oversight, control, etc. as needed to an extent that the mono 
controller 2368 may not be sufficient to address multiple 
groups of Surfaces (e.g. left and right stereo surfaces), etc. 
Thus, in the arrangement of FIG. 23 the surface compositor 
caller 2370-G may call upon an existing ability of the mono 
controller 2368 to composite surfaces, repurposing that 
ability So as to accomplish the compositing of left and right 
Surfaces (which task the mono controller on its own may be 
insufficient to carry out). 
0387 An image merger caller 2370-H is disposed on the 
processor 2366; the image merger caller 2370-H is adapted 
to call the mono controller 2368, e.g. the mono image 
merger 2368-H in particular, to merge left and right surfaces. 
The image merger caller 2370-H may also be adapted to 
provide additional information, oversight, control, etc. as 
needed to an extent that the mono controller 2368 may not 
be sufficient to merge multiple groups of Surfaces into 
images (e.g. left and right Stereo surfaces into left and right 
images respectively), etc. Thus, in the arrangement of FIG. 
23 the image merger caller 2370-H may call upon an 
existing ability of the mono controller 2368 to merge sur 
faces into images in an image buffer, repurposing that ability 
so as to accomplish the merging of left and right surfaces 
into left and right images in left and right image buffers 
respectively (which task the mono controller on its own may 
be insufficient to carry out). 
0388 A stereo outputter 2370-I is disposed on the pro 
cessor 2366; the stereo outputter 2370-I is adapted to output 
left and right images, such as may be present in left and right 
Stereo image buffers respectively, to a stereo display Such as 
left and right stereo displays 2364-L and 2364-R. 
0389. It is emphasized that the arrangement in FIG. 23 is 
an example only, and that many variations may be possible 
for various embodiments. Certain variations, though not 
necessarily the only suitable variations, are shown and 
described with regard to FIG. 24 through FIG. 27. 
0390. Now with reference to FIG. 24, therein is shown 
another example embodiment of an apparatus 2460 for 
Stereo and/or mixed monofstereo output, in Schematic form. 
Where the example in FIG. 23 showed an integrated appa 
ratus 2360, the apparatus 2460 in FIG. 24 includes two 
distinct units, a mono device 2461 and a stereo device 2462. 
For example, such an arrangement may reflect an embodi 
ment wherein a mobile device such as a Smartphone hosts 
a mono controller 2468 thereon, while a physically separate 
device such as a stereo head mounted display hosts a stereo 
controller 2470 thereon. Embodiments are not limited with 
regard to whether an apparatus 2460 includes multiple 
physical (and/or logical) divisions such as the mono device 
2461 and stereo device 2462 of FIG. 24, or is integrated as 
the apparatus 2360 in FIG. 23, nor with regard to the 
particulars of Such divisions (if any). 
0391) In the example of FIG. 24, the mono device 2461 
includes a processor 2467, along with a mono display 2465, 
a data store 2473, and a communicator 2475 in communi 
cation with the processor 2467. Although as noted with 
regard to FIG. 23, the communicator 2475 may be adapted 
to serve as a graphical content Source, as shown in the 
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example of FIG. 24 the communicator 2475 may serve to 
communicate otherwise, e.g. the communicator 2475 in the 
mono device 2461 may communicate with the communica 
tor 2474 in the stereo device 2462, such that processors 2466 
and 24.67 are in communication, etc., though this may not be 
required for all embodiments. 
0392. As may be seen, the mono controller 2468 includes 
a graphical content communicator 2468-A, a mono display 
detector 2468-B, a mono perspective establisher 2468-C, a 
mono surface buffer establisher 2468-D, a mono image 
buffer establisher 2468-E, a mono surface renderer 2468-F, 
a mono Surface compositor 2468-G, a mono image renderer 
2468-H, and a mono outputter 2468-I. Similar data entities 
were described with regard to FIG. 23, although as noted 
embodiments are not necessarily limited only thereto. 
0393. The stereo controller 2470 includes a mono con 
troller communicator 2470-A, a stereo display detector 
2470-B, and a stereo outputter 2470-I; similar entities were 
described with regard to FIG. 23, although as noted embodi 
ments are not necessarily limited only thereto. 
0394. In addition, the stereo controller 2470 as shown in 
FIG. 24 includes data entities 2470-C through 2470-H; 
although data entities 2470-C through 2470-H may in some 
sense be analogous to data entities already described with 
regard to FIG. 23, certain differences are now noted. 
0395. The stereo perspective establisher 2470-C in FIG. 
24 is adapted to define or otherwise establish one or more 
left and right stereo perspectives for graphical content, e.g. 
So as to facilitate rendering of graphical content from left 
and right stereo perspectives. Where in FIG. 23 existing 
perspective establishment capabilities of the mono control 
ler 2368 therein were called by the stereo controller 2370 
therein, in the arrangement of FIG. 24 the stereo controller 
2470 itself is adapted to establish suitable left and right 
perspectives. 
0396 Similar distinctions are drawn with regard to data 
entities 2470-D through 2470-H. A stereo surface buffer 
establisher 2470-D is disposed on the processor 2466; the 
stereo surface buffer establisher 2470-D is adapted to assign 
memory for, define, and/or otherwise establish left and right 
buffers adapted to receive one or more renders onto surfaces 
thereof, e.g. renders from left and right stereo perspectives. 
A stereo image buffer establisher 2470-E is disposed on the 
processor 2466; the stereo image buffer establisher 2470-E 
is adapted to assign memory for, define, and/or otherwise 
establish left and right image buffers adapted to receive one 
or more left and right images therein. A stereo surface 
renderer 2470-F is disposed on the processor 2466; the 
stereo surface renderer 2470-F is adapted to rendergraphical 
content, e.g. from left and right stereo perspectives, onto left 
and right Surfaces such as may be present within left and 
right Surface buffers, respectively. A stereo surface composi 
tor 2470-G is disposed on the processor 2466; the stereo 
surface compositor 2470-G is adapted to composite left and 
right Surfaces Such as may be present in left and right Surface 
buffers, for example ordering Surfaces, realigning Surfaces, 
Scaling Surfaces, etc. A stereo image merger 2470-H is 
disposed on the processor 2466; the stereo image merger 
2470-H is adapted to merge one or more left and right 
Surfaces, such as may be present in left and right Surface 
buffers, into left and right images respectively, and/or to 
deliver Such left and right images to a left and right image 
buffers. 
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0397 Embodiments are not limited with regard to which 
function(s) are called in a mono controller by a stereo 
controller, and/or are performed by the stereo controller 
itself. Other arrangements, wherein some functions are 
called by the stereo controller and some performed natively 
by the stereo controller, may be equally suitable. 
0398. Now with reference to FIG. 25, therein is shown 
another example embodiment of an apparatus 2560 for 
Stereo and/or mixed monofstereo output, in Schematic form. 
The example in FIG. 24 showed an apparatus 2460 with 
distinct stereo and mono devices 2462 and 2463, with the 
mono device 2463 including a mono display 2465. The 
example in FIG. 24 also shows a non-specific mono con 
troller 2468, and communicators 2475 and 2474 in both 
mono and stereo devices 2463 and 2462, respectively. 
0399. By contrast, in the arrangement of FIG. 25 a stereo 
device 2562 is present and distinct, but no mono device is 
present. Rather, a support device 2563 is illustrated, includ 
ing a processor 2567 and a data store 2573 but lacking a 
mono display. Where the mono device 2463 of FIG. 24 may 
represent a device including a mono display such as a Smart 
phone, tablet, etc., the support device 2563 of FIG. 25 may 
represent a device with processing capability but without 
necessarily including a display (mono or otherwise). Such a 
support device 2563 may be a portable processor, a “wallet” 
computer (e.g. an electronic device adapted to provide 
processing power and to be conveniently carried in a pocket, 
purse, etc. So as to Support other electronic systems), etc., 
though other arrangements may be suitable. 
0400. In addition, the processor 2567 in the support 
device 2563 is shown with a mobile operating system 2568 
disposed thereon. Certain mobile operating systems may 
serve as, and/or support functions similar to, those described 
with regard to mono controllers as previously referenced 
herein. The mobile operating system 2568 as illustrated 
includes a number of data entities 2568-A through 2568-I, 
namely a graphical content communicator 2568-A, a mono 
display detector 2468-B, a mono perspective establisher 
2568-C, a mono surface buffer establisher 2568-D, a mono 
image buffer establisher 2568-E, a mono surface renderer 
2568-F, a mono surface compositor 2568-G, a mono image 
merger 2568-H, and a mono outputter 2568-I. Similar data 
entities were described with regard to FIG. 23, although as 
noted embodiments are not necessarily limited only thereto. 
04.01. Further, in the arrangement of FIG. 25 no distinct 
communicators are shown therein. Rather, the Support 
device 2563 and stereo device 2562 are shown with a 
communications link therebetween. Such an arrangement 
may implicitly include one or more communicators, may 
replace communicators (e.g. as a simple “hard wire' link 
rather than a well-defined hardware and/or software com 
munication entity), etc. 
0402. It is noted that absent a mono display, some or all 
data entities 2568-A through 2568-I may not function as 
designed. For example, the mono outputter 2568-I may not 
be able to output mono content to a mono display if no Such 
mono display exists. Similarly, if mono content cannot be 
(or at least is not) outputted to a mono display, then the 
various data entities contributing to producing that mono 
content may not perform, and/or may be unable to perform, 
original functions for which those data entities were con 
figured, i.e. mono output to a mono display. 
0403. It is noted that the inability of certain data elements 
to perform originally configured functions is not prohibited, 
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nor does the presence of Such data elements necessarily 
interfere with the operation of various embodiments. In 
more colloquial terms, lack of a mono display does not 
necessarily cause malfunctions even if mono output is 
nominally Supported, and thus data entities addressing mono 
output need not necessarily be removed if present. For 
example, for the mobile operating system 2568 as shown in 
FIG. 25, it may not be necessary to delete, inactivate, 
Suspend function of, etc. data entities and/or capabilities 
therein merely because those data entities and/or capabilities 
are not performing the functions for which those data 
entities were originally configured (although deleting, inac 
tivating, Suspending functions, etc. also is not prohibited). 
Thus, in at least certain embodiments a mobile operating 
system may be used “stock', or without necessarily requir 
ing modification, when delivering stereo and/or mixed 
monofstereo content (even if the mobile operating system 
were in itself adapted solely to deliver mono content only, to 
a mono display only). 
04.04. It is also noted that even if certain of data entities 
2568-A through 2568-I may not perform functions as origi 
nally configured, for at least certain embodiments some or 
all such data entities 2568-A through 2568-I may perform 
other functions. For example, functions in the mobile oper 
ating system 2568 configured for mono-only output to a 
mono-only display may be called by the stereo controller 
2570, the stereo controller 2570 thus repurposing existing 
portions of the mobile operating system to perform functions 
(e.g. stereo and/or mixed monofstereo output) that the 
mobile operating system in itself does not perform. 
(0405. Notably, the stereo controller 2570 as illustrated 
includes a number of data entities 2570-A through 2570-I. 
namely a mobile operating system communicator 2570-A, a 
stereo display detector 2470-B, a perspective caller 2570-C, 
a surface buffer caller 2570-D, an image buffer caller 
2570-E, a surface renderer caller 2570-F, a surface com 
positor caller 2570-G, an image merger caller 2570-H, and 
a stereo outputter 2570-I. 
0406. The mobile operating system communicator 
2570-A is disposed on the processor 2566 of the stereo 
device 2562; the mobile operating system communicator 
2570-A is adapted to communicate with a mobile operating 
system 2568, for example to receive graphical content 
therefrom, to send commands and/or queries thereto, etc. In 
certain embodiments the mobile operating system commu 
nicator 2570-A may be adapted to address the mobile 
operating system 2568 in a manner other than may be typical 
for the operation of the mobile operating system 2568, for 
example the mobile operating system communicator 2570-A 
may be adapted to “spoof the mobile operating system 
2568 by sending spurious instructions thereto, calling or 
otherwise accessing functions within the mobile operating 
system 2568 not normally available to external entities, etc. 
The mobile operating system communicator 2570-A may be 
at least somewhat analogous to the mono controller com 
municator 2370-A in FIG. 23. Similar data entities to 
2570-B through 2570-I also were described with regard to 
FIG. 23, although as noted embodiments are not necessarily 
limited only thereto. 
04.07 Turning now to FIG. 26, therein is shown another 
example embodiment of an apparatus 2660 for stereo and/or 
mixed monofstereo output, in Schematic form. The apparatus 
2660 includes a support device 2663 and a stereo device 
2662. However, where in certain previous examples each 
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such device has been shown with a processor therein, in the 
arrangement of FIG. 26 only the support device has a 
processor 2667 therein, with a mono controller 2668 and 
stereo controller 2670 disposed therein. The support device 
2663 also includes a data store 2673 in communication with 
the processor 2667. 
0408. By contrast, the stereo device 2662 is shown to 
include only left and right stereo displays 2664-L and 
2664-R and left and right sensors 2676-L and 2676-R. 
Embodiments are not limited with regard to what element(s) 
may be present in what device(s) (for arrangements wherein 
the apparatus includes two or more devices). In particular, it 
is noted with reference to FIG. 26 that a given device, as 
shown the stereo device 2662, may include relatively few, or 
even only one, functional element of the apparatus 2660. For 
example, in the arrangement shown in FIG. 26 the stereo 
device may represent a minimal, e.g. simple and/or light 
weight, Stereo head mounted display. The Support device 
2663 may represent a “utility box' adapted to support 
functions not immediately necessary within the head 
mounted display proper, e.g. processing capability, data 
storage, power, heat dissipation, etc. Such an arrangement 
may for example facilitate wearer comfort, convenience, 
unobtrusiveness (e.g. a compact head mounted display that 
may be less likely to be noticed by and/or cause offense in 
other nearby persons, etc.), and so forth. However, this is an 
example only, and other arrangements may be Suitable. 
04.09. In the arrangement of FIG. 26, the mono controller 
2668 and stereo controller 2670 include therein data entities 
2668-A through 2668-I and 2670-A through 2670-I respec 
tively. In particular, the mono controller 2668 includes a 
graphical content communicator 2668-A, a mono display 
detector 2468-B, a mono perspective establisher 2668-C, a 
mono surface buffer establisher 2668-D, a mono image 
buffer establisher 2668-E, a mono surface renderer 2668-F, 
a mono Surface compositor 2668-G, a mono image merger 
2668-H, and a mono outputter 2668-I. The stereo controller 
2670 includes a mono controller communicator 2670-A, 
stereo display detector 2670-B, perspective invoker 2670-C, 
surface buffer invoker 2670-D, image buffer invoker 2670 
E. surface renderer invoker 2670-F surface compositor 
invoker 2670-F, image merger invoker 2670-G, and stereo 
outputter 2670-H. With regard to the term “invoker', as 
noted previously certain functions may be accomplished by 
either the stereo controller 2670 performing such functions 
directly, the stereo controller 2670 calling some other entity 
(such as the mono controller 2668) to perform such func 
tions, and/or some combination thereof, to “invoke' such 
functions may be considered a general term, including (but 
not limited to) carrying out the functions directly and calling 
those functions to be carried out. 

0410. Otherwise similar data entities to 2668-A through 
2668-I and 2670-A through 2670-I were described with 
regard to FIG. 23, although as noted embodiments are not 
necessarily limited only thereto. 
0411 Now with reference to FIG. 27, therein is shown a 
another example embodiment of an apparatus 2760 for 
Stereo and/or mixed monofstereo output, in Schematic form. 
The apparatus 2760 as shown is integral, with a processor 
2766 having a mono controller 2768 and stereo controller 
2770 disposed thereon, and with left and right stereo dis 
plays 2764-L and 2764-R, a data store 2772, a communi 
cator 2774, and left and right sensors 2776-L in communi 
cation with the processor 2766. 
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0412 Such an arrangement as shown in FIG. 27 may for 
example include an integrated Stereo head mounted display 
adapted for stereo and/or mixed monofstereo display, 
wherein most/all functional components thereof are incor 
porated into a portion wearable on a user's head. As a more 
concrete example, FIG. 27 may represent a head mounted 
display in the form a pair of glasses or the like, self 
contained without external power Supply, processor, heat 
dissipation, etc. However, other arrangements may be 
equally Suitable. 
0413. As shown in FIG. 27, the mono controller 2768 
includes a graphical content communicator 2768-A, a mono 
display detector 2468-B, a mono perspective establisher 
2768-C, a mono surface buffer establisher 2768-D, a mono 
image buffer establisher 2768-E, a mono surface renderer 
2768-F, a mono surface compositor 2768-G, a mono image 
merger 2768-H, and a mono outputter 2768-I. The stereo 
controller 2770 includes a mono controller communicator 
2770-A, stereo display detector 2770-B, perspective caller 
2770-C, surface buffer caller 2770-D, image buffer caller 
2770-E, surface renderer caller 2770-F surface compositor 
caller 2770-F, image merger caller 2770-G, and stereo 
outputter 2770-H. Similar data entities were described with 
regard to FIG. 23, although as noted embodiments are not 
necessarily limited only thereto. 
0414. As may be seen from FIG. 23 through FIG. 27 
collectively, the form and/or arrangement of various 
embodiments may vary considerably, with various elements 
moved, added, removed, reconfigured, combined, Subdi 
vided, etc. The arrangements in FIG. 23 through FIG. 27 are 
examples only, and embodiments are not limited thereto. 
0415 Now with reference to FIG. 28, therein is shown an 
example embodiment of an apparatus 2860 for stereo and/or 
mixed monofstereo output, in perspective view. As may be 
seen, in terms of overall configuration the apparatus 2860 in 
FIG. 28 may in some ways resemble the arrangement shown 
in schematic form in FIG. 27. That is, the arrangement in 
FIG. 28 shows a head mounted display in the form a pair of 
glasses or the like, without external power Supply, processor, 
heat dissipation, etc. being illustrated. However, other 
arrangements may be equally suitable, including but not 
limited to arrangements as described with regard to FIG. 23 
through FIG. 26. 
0416. As may be seen in FIG. 28, the apparatus 28.60 
therein includes a processor 2866, a data store 2872, a 
communicator 2874, left and right stereo displays 2864-L 
and 2864-R, and left and right sensors 2876-L and 2876-R. 
In addition, the apparatus 2860 includes a body 2878 in the 
form of a pair of glasses, with the processor 2866, data store 
2872, communicator 2874, left and right stereo displays 
2864-L and 2864-R, and left and right sensors 2876-L and 
2876-R disposed thereon. 
0417. In the example illustrated, the left and right stereo 
displays 2864-L and 2864-R are disposed on the body 2878 
such that when the body 2878 is worn the left and right 
stereo displays 2864-L and 2864-R would be arranged in 
front of facing, and proximate the eyes of a wearer, for 
example so as to display Stereo visual information to that 
wearer. Similarly, the left and right sensors 2876-L and 
2876-R are shown disposed on the body 2878 such that 
when the body 2878 is worn the left and right sensors 
2876-L and 2876-R would be arranged in left and right 
positions proximate and facing Substantially outward from 
the wearer's eyes, for example so as to capture Stereo visual 
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information at least Substantially comparable to that 
received by the wearer's eyes. However, the arrangement 
shown in FIG. 28 is an example only. Substantially any 
configuration Supporting the functions as described herein 
may be suitable, and may be utilized for various embodi 
mentS. 

0418 FIG. 29 is a block diagram of an apparatus that may 
perform various operations, and store various information 
generated and/or used by Such operations, according to an 
embodiment of the disclosed technique. The apparatus may 
represent any computer or processing system described 
herein. The processing system 2990 is a hardware device on 
which any of the other entities, components, or services 
depicted in the examples of FIG. 1 through FIG. 28 (and any 
other components described in this specification) may be 
implemented. The processing system 2990 includes one or 
more processors 2991 and memory 2992 coupled to an 
interconnect 2993. The interconnect 2993 is shown in FIG. 
29 as an abstraction that represents any one or more separate 
physical buses, point to point connections, or both connected 
by appropriate bridges, adapters, or controllers. The inter 
connect 2993, therefore, may include, for example, a system 
bus, a Peripheral Component Interconnect (PCI) bus or 
PCI-Express bus, a HyperTransport or industry standard 
architecture (ISA) bus, a Small computer system interface 
(SCSI) bus, a universal serial bus (USB), IIC (I2C) bus, or 
an Institute of Electrical and Electronics Engineers (IEEE) 
standard 1394 bus, also called "Firewire'. 
0419. The processor(s) 2991 is/are the central processing 
unit of the processing system 2990 and, thus, control the 
overall operation of the processing system 2990. In certain 
embodiments, the processor(s) 2991 accomplish this by 
executing software or firmware stored in memory 2992. The 
processor(s) 2991 may be, or may include, one or more 
programmable general-purpose or special-purpose micro 
processors, digital signal processors (DSPs), programmable 
controllers, application specific integrated circuits (ASICs), 
programmable logic devices (PLDS), trusted platform mod 
ules (TPMs), or the like, or a combination of such devices. 
0420. The memory 2992 is or includes the main memory 
of the processing system 2990. The memory 2992 represents 
any form of random access memory (RAM), read-only 
memory (ROM), flash memory, or the like, or a combination 
of such devices. In use, the memory 2992 may contain a 
code. In one embodiment, the code includes a general 
programming module configured to recognize the general 
purpose program received via the computer bus interface, 
and prepare the general-purpose program for execution at 
the processor. In another embodiment, the general program 
ming module may be implemented using hardware circuitry 
Such as ASICs, PLDS, or field-programmable gate arrays 
(FPGAs). 
0421. The network adapter 2994, a storage device(s) 
2995, and I/O device(s) 2996, are also connected to the 
processor(s) 2991 through the interconnect 2993 The net 
work adapter 2994 provides the processing system 2990 
with the ability to communicate with remote devices over a 
network and may be, for example, an Ethernet adapter or 
Fibre Channel adapter. The network adapter 2994 may also 
provide the processing system 2990 with the ability to 
communicate with other computers within the cluster. In 
some embodiments, the processing system 2990 may use 
more than one network adapter to deal with the communi 
cations within and outside of the cluster separately. 
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0422 The I/O device(s) 2996 can include, for example, a 
keyboard, a mouse or other pointing device, disk drives, 
printers, a scanner, and other input and/or output devices, 
including a display device. The I/O device(s) 2996 also may 
include, for example, cameras and/or other imagers adapted 
to accept visual input including but not limited to postures 
and/or gestures. The display device may include, for 
example, a cathode ray tube (CRT), liquid crystal display 
(LCD), or some other applicable known or convenient 
display device. The display device may take various forms, 
including but not limited to stereo displays Suited for use in 
near-eye applications such as head mounted displays or 
other wearable devices. 

0423. The code stored in memory 2992 may be imple 
mented as Software and/or firmware to program the proces 
sor(s) 2991 to carry out actions described herein. In certain 
embodiments, such software or firmware may be initially 
provided to the processing system 2990 by downloading 
from a remote system through the processing system 2990 
(e.g., via network adapter 2994). 
0424 The techniques herein may be implemented by, for 
example, programmable circuitry (e.g. one or more micro 
processors) programmed with Software and/or firmware, or 
entirely in special-purpose hardwired (non-programmable) 
circuitry, or in a combination of such forms. Special-purpose 
hardwired circuitry may be in the form of, for example, one 
or more AISCs, PLDs, FPGAs, etc. 
0425 Software or firmware for use in implementing the 
techniques introduced here may be stored on a machine 
readable storage medium and may be executed by one or 
more general-purpose or special-purpose programmable 
microprocessors. A "machine-readable storage medium', as 
the term is used herein, includes any mechanism that can 
store information in a form accessible by a machine. 
0426. A machine can also be a server computer, a client 
computer, a personal computer (PC), a tablet PC, a laptop 
computer, a set-top box (STB), a personal digital assistant 
(PDA), a cellular telephone, an iPhone, a Blackberry, a 
processor, a telephone, a web appliance, a network router, 
Switch, or bridge, or any machine capable of executing a set 
of instructions (sequential or otherwise) that specify actions 
to be taken by that machine. 
0427. A machine-accessible storage medium or a storage 
device(s) 2995 includes, for example, recordable/non-re 
cordable media (e.g., ROM: RAM; magnetic disk storage 
media; optical storage media; flash memory devices, etc.), 
etc., or any combination thereof. The storage medium typi 
cally may be non-transitory or include a non-transitory 
device. In this context, a non-transitory storage medium may 
include a device that is tangible, meaning that the device has 
a concrete physical form, although the device may change its 
physical state. Thus, for example, non-transitory refers to a 
device remaining tangible despite this change in State. 
0428 The term “logic', as used herein, may include, for 
example, programmable circuitry programmed with specific 
Software and/or firmware, special-purpose hardwired cir 
cuitry, or a combination thereof. 
0429 Now with reference to FIG. 30, as noted previously 
in various embodiments the left and right renders of mono 
content may be identical, such that the same views of the 
same mono content are displayed to left and right eyes of a 
Stereo display. However, as also noted. Such an arrangement 
with identical left and right mono content is not required, 



US 2017/015 0137 A1 

and other arrangements may be suitable. One example 
arrangement of such is shown in FIG. 30. 
0430. As may be seen in FIG. 30, left and right images 
3048-L and 3048-R are shown therein. However, where in 
certain other examples left and right images included iden 
tical or nearly identical mono content therein, in the left and 
right images 3048-L and 3048-R in FIG. 30 the mono 
content (e.g. the frame, menu bar, battery indicator, time 
indicator, crosshair) are visibly different. Notably, the left 
image 3048-L is missing approximately one third of the full 
width of the various content, both 2D and 3D, along the right 
edge of the left image 3048-L. Similarly, the right image 
3048-R is missing approximately one third of the full width 
of the various content along the left edge of the right image 
3048-R 
0431 Such an arrangement may be produced in a variety 
of manners, including but not limited to changing the fields 
of view of the various renders, changing the size of the 
Surfaces, cropping the Surface buffers, Surfaces, image buf 
fers, and/or merged images, etc. Regardless of how Such an 
arrangement is achieved, the left and right images 3048-L 
and 3048-R are different from one another, as may be seen. 
Likewise, certain content in the left and right images 3048-L 
and 3048-R is not identical. 
0432 Although the above discussion has noted differ 
ences in 2D content such as the frame, etc., as may be seen 
the 3D content therein (the various geometric solids) also is 
different between left and right images 3048-L and 3048-R. 
This is in addition to differences already shown for 3D 
content, e.g. left and right images 3048-L and 3048-R 
differing so as to present an appearance of three dimension 
ality through stereo effects. Thus, both 2D and 3D content 
may differ between left and right images 3048-L and 3048 
R, whether to manifest an appearance of three dimension 
ality or otherwise. 
0433 Although the arrangement in FIG. 30 is an example 
only, and is not limiting. Such an arrangement may be useful 
in at least certain embodiments. For example, if the left and 
right images 3048-L and 3048-R as shown were aligned with 
approximately a 50% overlap, then the stereo effect thereof 
may be modulated across the width of the combined images 
3048-L and 3048-R. That is, the right portion of the left 
image 3048-L and the left portion of the right image 3048-R 
would show similar content to one another, though the 3D 
geometric solids therein would exhibit different perspec 
tives; thus the portion wherein the left and right images 
3048-L and 3048-R overlap would (if properly aligned) 
exhibit an appearance of three dimensionality due to stereo 
effects. However, the left portion of the left image 3048-L 
and the right portion of the right image 3048-R would each 
show unique content to left and right eyes of a viewer 
respectively, without a stereo overlap, and thus the left and 
right portions of what the viewer sees will appear two 
dimensional. 

0434. Such an arrangement is illustrated in FIG. 31. 
Therein is shown a combined view 3182 as may result from 
left and right images when viewed by a viewer, the com 
bined view 3182 is divided into left, center, and right regions 
3.182-L, 3182-C, and 3182-R as shown by vertical lines in 
FIG. 31 (though in practice Such lines may or may not exist, 
and if existing may or may not be visible). The combined 
view 3182 represents the field of view of a viewer, merging 
left and right images together through stereo effects; the 
source of what the viewer sees may be from two images, but 
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the images are fused by the viewer’s eyes and/or brain into 
an appearance of a continuous view. 
0435 For example, a left image may include the left and 
center regions 3182-L and 3182-C of the combined view 
3182, while a right image may include the center and right 
regions 3182-C and 3182-R of the combined view 3182. 
This may be at least somewhat analogous to the left and right 
images 3048-L and 3048-R as shown in FIG. 30. However, 
given the differing perspectives of the geometric Solids in the 
left and right images 3048-L and 3048-R in FIG. 30, if those 
left and right images 3048-L and 3048-R were combined the 
center region thereof would exhibit an appearance of three 
dimensionality due to stereo effects. For simplicity (and in 
view of the limits of two dimensional illustration), three 
dimensionality is not shown for the center region 3182-C of 
FIG. 31. 
0436. However, such potential for three dimensionality in 
the central region 3182-C of the combined view 3182 may 
be noteworthy. Given Such an arrangement, the left region 
3.182-L may be effectively mono, showing content in two 
dimensions. The right region 3182-R likewise may be effec 
tively mono, also showing content in two dimensions. 
However, the center region 3182-C, wherein left and right 
images overlap, may be stereo, showing 3D content in three 
dimensions. Thus, the geometric Solids would appear three 
dimensional in the center of the combined view 3182, but 
would appear two dimensional toward the left and right 
thereof. 
0437. Such an arrangement may not be readily detect 
able, or at least may not be sufficiently notable as to be 
distracting, to a viewer. Human perception of three dimen 
sionality typically is better towards the center of the com 
bined field of view than towards the left and right edges. 
Thus, even if only the center region 3182-C of the combined 
view 3182 is in fact exhibiting a stereo 3D effect, the viewer 
may automatically “fill in the blanks' and consider their 
entire field of view to exhibit a similar stereo 3D effect. Such 
an approach may result in reduced resource demands, e.g. 
fewer processor cycles dedicated to generating overlapping 
images if the area of overlap is Smaller. Other advantages 
also may follow therefrom. 
0438. However, such an approach is an example only, and 
embodiments are not limited only thereto. 
0439. In addition, it is noted that changes to the field of 
view, cropping, etc. of content in/for left and right images 
for output to a stereo display does not necessarily imply 
similar alterations to content in/for mono images for output 
to a mono display. That is, a mono display may exhibit a full 
field of view of content (e.g. as visible in FIG. 31), even if 
the left and right images do not. For example, because a 
mono display typically cannot output two images that a 
viewer may merge in his or her eyes/brain, cropping a mono 
image may simply result in loss of content; thus a mono 
image may be left uncropped, while left and right stereo 
images are cropped, with the effect that viewers of mono and 
Stereo displays may see the same or similar extents of 
content, even if the individual images are not of similar 
eXtent. 

0440 The above specification, examples, and data pro 
vide a complete description of the manufacture and use of 
the composition of the invention. Since many embodiments 
of the invention can be made without departing from the 
spirit and scope of the invention, the invention resides in the 
claims hereinafter appended. 
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We claim: 
1. A machine-implement method, comprising: 
establishing a mono controller on a processor; 
establishing a stereo controller on said processor in com 

munication with said mono controller; 
disposing a mono display in communication with said 
mono controller, 

disposing left and right stereo displays in communication 
with said stereo controller; 

disposing at least one graphical content source in com 
munication with said mono controller; 

at least one of said mono controller and said stereo 
controller establishing a mono perspective; 

said stereo controller establishing a stereo configuration; 
said stereo controller invoking establishing of a left stereo 

perspective and a right stereo perspective; 
said stereo controller invoking establishing of a dimen 

sionality status of each of said at least one graphical 
content sources in communication with said mono 
controller; 

said mono controller establishing a mono Surface buffer; 
said stereo controller invoking establishing of a left 

surface buffer compatible with said mono controller; 
said stereo controller invoking establishing of a right 

surface buffer compatible with said mono controller; 
said mono controller establishing a mono image buffer; 
said stereo controller invoking establishing of a left image 

buffer compatible with said mono controller; 
said stereo controller invoking establishing of a right 
image buffer compatible with said mono controller; 

for each of said content sources, said mono controller 
rendering a mono Surface therefrom from said mono 
perspective into said mono Surface buffer; 

for each of said content sources having a 2D status, said 
stereo controller invoking rendering of a left Surface 
therefrom with said mono perspective into said left 
surface buffer; 

for each of said content sources having a 3D status, said 
stereo controller invoking rendering of a left Surface 
therefrom with said left stereo perspective into said left 
surface buffer; 

for each of said content sources having a 2D status, said 
stereo controller invoking rendering of a right Surface 
therefrom with said mono perspective into said right 
surface buffer; 

for each of said content sources having a 3D status, said 
stereo controller invoking rendering of a right Surface 
therefrom with said right stereo perspective into said 
right surface buffer; 

said mono controller compositing said mono Surfaces in 
said mono surface buffer; 

said stereo controller invoking compositing of said left 
surfaces in said left surface buffer; 

said stereo controller invoking compositing of said right 
surfaces in said right surface buffer; 

said mono controller merging said mono Surfaces to a 
mono image in said mono image buffer; 

said stereo controller invoking merging of said left Sur 
faces to a left image into said left image buffer; 

said stereo controller invoking merging of said right 
Surfaces to a right image into said right image buffer, 

said mono controller outputting said mono image to said 
mono display; and 
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said stereo controller outputting said left image to said left 
stereo display, and said right image to said right stereo 
display. 

2. The method of claim 1, wherein: 
said stereo display exhibits 2D content from said content 

sources in 2D in conjunction with 3D content from said 
content sources in 3D. 

3. The method of claim 2, wherein: 
said content exhibited by said stereo display substantially 

corresponds with said content exhibited by said mono 
display. 

4. The method of claim 2, wherein: 
said stereo display exhibits at least a portion of said 3D 

content in a window, with at least a portion of said 2D 
content outside said window. 

5. The method of claim 1, wherein: 
said mono controller is responsive to mono controller 

input delivered thereto. 
6. The method of claim 5, wherein: 
said mono controller input invokes changing content of 

said mono image. 
7. The method of claim 5, wherein: 
said mono controller input invokes changing 3D content 

of said mono image. 
8. The method of claim 5, wherein: 
said mono controller input comprises touch screen input. 
9. The method of claim 1, wherein: 
said stereo controller is responsive to stereo controller 

input delivered thereto. 
10. The method of claim 9, wherein: 
said stereo controller input invokes changing content of 

said mono image. 
11. The method of claim 9, wherein: 
said stereo controller input invokes changing 3D content 

of said mono image. 
12. The method of claim 9, wherein: 
said stereo controller input comprises free space manual 

input. 
13. The method of claim 1, wherein: 
invoking rendering comprises at least one of said mono 

controller rendering, said stereo controller rendering, 
and a further data entity in communication with at least 
one of said mono controller and said stereo controller 
rendering. 

14. The method of claim 1, wherein: 
invoking compositing comprises at least one of said mono 

controller compositing, said stereo controller compos 
iting, and a further data entity in communication with 
at least one of said mono controller and said stereo 
controller compositing. 

15. The method of claim 1, wherein: 
invoking merging comprises at least one of said mono 

controller merging, said stereo controller merging, and 
a further data entity in communication with at least one 
of said mono controller and said stereo controller 
merging. 

16. The method of claim 1, wherein: 
invoking rendering comprises said stereo controller call 

ing said mono controller to render; 
invoking compositing comprises said stereo controller 

calling said mono controller to composite; and 
invoking merging comprises said stereo controller calling 

said mono controller to merge. 
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17. The method of claim 16, wherein: 
said stereo controller calling said mono controller to 

render comprises at least one of: 
said stereo controller defining a virtual display for 

rendering by said mono controller; 
said stereo controller calling a render function within 

said mono controller, 
said stereo controller activating executable instructions 

for rendering in said mono controller; and 
said stereo controller copying and executing executable 

instructions for rendering from said mono controller. 
18. The method of claim 16, wherein: 
said stereo controller calling said mono controller to 

composite comprises at least one of 
said stereo controller defining a virtual display for 

compositing by said mono controller; 
said stereo controller calling a composite function 

within said mono controller; 
said stereo controller activating executable instructions 

for compositing in said mono controller, and 
said stereo controller copying and executing executable 

instructions for compositing from said mono con 
troller. 

19. The method of claim 16, wherein: 
said stereo controller calling said mono controller to 
merge comprises at least one of: 
said stereo controller defining a virtual display for 

merging by said mono controller; 
said stereo controller calling a merge function within 

said mono controller, 
said stereo controller activating executable instructions 

for merging in said mono controller, and 
said stereo controller copying and executing executable 

instructions for merging from said mono controller. 
20. The method of claim 1, wherein: 
said processor is disposed in a mobile device. 
21. The method of claim 1, wherein: 
said processor is disposed in at least one of a Smartphone 
and a head mounted display. 

22. The method of claim 1, wherein: 
said mono controller comprises a mobile operating sys 

tem. 

23. The method of claim 1, wherein: 
said graphical content source comprises at least one of a 
2D interface, a 2D model, a 2D icon, a 2D menu, a 2D 
meter, 2D augmented reality information, 2D virtual 
reality information, a 3D interface, a 3D model, a 3D 
icon, a 3D menu, a 3D meter, 3D augmented reality 
information, and 3D virtual reality information. 

24. The method of claim 1, wherein: 
establishing said stereo controller on said processor does 

not alter said mono controller. 
25. The method of claim 1, wherein: 
said stereo controller does not interfere with an operation 

of said mono controller. 
26. An apparatus, comprising: 
a processor; 
at least one graphical content source in communication 

with said processor, 
a mono display in communication with said processor; 
left and right stereo displays in communication with said 

processor, 
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a mono controller comprising executable instructions 
instantiated on said processor, said mono controller 
comprising: 
a graphical content communicator adapted to dispose 

said at least one graphical content Source in com 
munication with said mono controller; 

a mono perspective establisher adapted to establish a 
mono perspective; 

a mono surface buffer establisher adapted to establish a 
mono Surface buffer comprising at least one mono 
Surface; 

a mono image buffer establisher adapted to establish a 
mono image buffer; 

a mono Surface renderer adapted to render said graphi 
cal content Sources to said mono Surface buffer from 
said mono perspective; 

a mono Surface compositor adapted to composite said 
at least one mono Surface; 

a mono image merger adapted to merge said at least one 
mono Surface to a mono image in said mono image 
buffer; 

a mono outputter adapted to output said mono image to 
said mono display; 

a stereo controller comprising executable instructions 
instantiated on said processor, said stereo controller 
comprising: 
a mono controller communicator adapted to commu 

nicate with said mono controller; 
a perspective invoker adapted to invoke establishing of 

a left and right stereo perspectives; 
a surface buffer invoker adapted to invoke establishing 

of left and right Surface buffers comprising at least 
one left and right Surface respectively, said left and 
right surface buffers being compatible with said 
mono surface buffer; 

an image buffer invoker adapted to invoke establishing 
of left and right image buffers compatible with said 
mono image buffer; 

a surface renderer invoker adapted to invoke rendering 
of said graphical content Sources from said mono 
perspective to said left and right surface buffers for 
said graphical content sources exhibiting 2D graphi 
cal content, and to invoke rendering of said graphical 
content sources from said left and right perspectives 
to said left and right stereo surface buffers respec 
tively for said graphical content sources exhibiting 
3D graphical content; 

a Surface compositor invoker adapted to invoke com 
positing of said at least one left and right Surfaces in 
said left and right surface buffers respectively; 

an image merger invoker adapted to invoke merging of 
said at least one left and right Surfaces to a left image 
in said left image buffer and a right image in said 
right image buffer respectively; and 

a stereo outputter adapted to output said left image to 
said left stereo display and said right image to said 
right stereo display. 

27. The apparatus of claim 26, comprising: 
a body, said processor and said left and right stereo 

displays being disposed on said body; 
wherein said body is adapted to be worn on a head of a 

wearer, such that when said body is worn said left and 
right stereo displays are disposed substantially in front 
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of Substantially facing toward, and proximate eyes of 
said wearer So as to enable Stereo output thereto. 

28. A machine-implement method, comprising: 
instantiating a mobile operating system on a processor of 

a mobile electronic device; 
instantiating a stereo controller on said processor in 

communication with said mobile operating system; 
disposing a mono display in communication with said 
mono controller, 

disposing left and right stereo displays in communication 
with said stereo controller; 

disposing at least one graphical content source in com 
munication with said mobile operating system; 

said mobile operating system defining a mono perspec 
tive; 

said stereo controller defining a stereo configuration; 
said stereo controller defining left and right Stereo per 

spectives; 
said stereo controller querying said mobile operating 

system for a dimensionality status of each of said at 
least one graphical content sources in communication 
with said mobile operating system; 

said mono controller defining a mono Surface buffer, 
said stereo controller calling said mobile operating system 

to define a left surface buffer; 
said stereo controller calling said mobile operating system 

to define a right surface buffer; 
said mobile operating System defining a mono image 

buffer; 
said stereo controller calling said mobile operating system 

to define a left image buffer; 
said stereo controller calling said mobile operating system 

to define a right image buffer, 
for each of said content sources, said mobile operating 

system rendering a mono Surface therefrom with said 
mono perspective into said mono Surface buffer, 

for each of said content sources having a 2D status, said 
stereo controller calling said mobile operating system 
to render a left surface therefrom with said mono 
perspective into said left surface buffer; 

for each of said content sources having a 3D status, said 
stereo controller calling said mobile operating system 
to render a left surface therefrom with said left per 
spective into said left surface buffer; 

for each of said content sources having a 2D status, said 
stereo controller calling said mobile operating system 
to render a right surface therefrom with said mono 
perspective into said right surface buffer; 

for each of said content sources having a 3D status, said 
stereo controller calling said mobile operating system 
to render a right surface therefrom with said right 
perspective into said right surface buffer; 

said mobile operating system compositing said mono 
Surfaces in said mono Surface buffer, 

said stereo controller calling said mobile operating system 
to composite said left Surfaces in said left Surface 
buffer; 

said stereo controller calling said mobile operating system 
to composite said right Surfaces in said right Surface 
buffer; 

said mobile operating system merging said mono Surfaces 
to a mono image in said mono image buffer, 
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said stereo controller calling said mobile operating system 
to merge said left Surfaces to a left image in said left 
image buffer; 

said stereo controller calling said mobile operating system 
to merge said right Surfaces to a right image in said 
right image buffer; 

said mobile operating system outputting said mono image 
to said mono display; 

said stereo controller outputting said left image to said left 
stereo display; and 

said stereo controller outputting said right image to said 
right stereo display. 

29. An apparatus, comprising: 
means for establishing a mono controller on a processor, 
means for establishing a stereo controller on said proces 

Sor in communication with said mono controller; 
means for disposing a mono display in communication 

with said mono controller; 
means for disposing left and right stereo displays in 

communication with said stereo controller, 
means for disposing at least one graphical content Source 

in communication with said mono controller, 
means in at least one of said mono and said stereo 

controller for establishing a mono perspective; 
means in said stereo controller for establishing a stereo 

configuration; 
means in said Stereo controller for invoking establishing 

of a left stereo perspective and a right stereo perspec 
tive; 

means in said Stereo controller for invoking establishing 
of a dimensionality status of each of said at least one 
graphical content sources in communication with said 
mono controller; 

means in said mono controller for establishing a mono 
surface buffer; 

means in said Stereo controller for invoking establishing 
of a left surface buffer compatible with said mono 
controller; 

means in said Stereo controller for invoking establishing 
of a right surface buffer compatible with said mono 
controller; 

means in said mono controller for establishing a mono 
image buffer; 

means in said Stereo controller invoking for establishing 
of a left image buffer compatible with said mono 
controller; 

means in said Stereo controller for invoking establishing 
of a right image buffer compatible with said mono 
controller; 

means in said mono controller for rendering a mono 
Surface with said mono perspective into said mono 
surface buffer for each of said content sources; 

means in said stereo controller for invoking rendering of 
a left surface with said mono perspective into said left 
Surface buffer for each of said content Sources having 
a 2D status; 

means in said stereo controller for invoking rendering of 
a left surface with said left perspective into said left 
Surface buffer for each of said content Sources having 
a 3D status; 

means in said stereo controller for invoking rendering of 
a right Surface with said mono perspective into said 
right surface buffer for each of said content sources 
having a 2D status; 
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means in said stereo controller for invoking rendering of 
a right Surface with said right perspective into said right 
Surface buffer for each of said content sources having 
a 3D status; 

means in said mono controller for compositing said mono 
Surfaces in said mono Surface buffer, 

means in said stereo controller for invoking compositing 
of said left surfaces in said left surface buffer; 

means in said stereo controller for invoking compositing 
of said right Surfaces in said right Surface buffer; 

means in said mono controller for merging said mono 
Surfaces to a mono image into said mono image buffer; 

means in said stereo controller for invoking merging of 
said left Surfaces to a left image into said left image 
buffer; 

means in said stereo controller for invoking merging of 
said right Surfaces to a right image into said right image 
buffer; 

means in said mono controller for outputting said mono 
image to said mono display; and 

means in said stereo controller for outputting said left 
image to said left stereo display, and said right image 
to said right Stereo display. 
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