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DCTIONARY WORD AND PHRASE 
DETERMINATION 

RELATED APPLICATIONS 

0001. This application is a continuation of International 
Application No. PCT/CN2007/001871, titled “DICTIO 
NARY WORD AND PHRASE DETERMINATION', filed 
on Jun. 14, 2007, the contents of which are incorporated 
herein by reference. 

BACKGROUND 

0002 This disclosure relates to input methods. 
0003 Languages that use a logographic script in which 
one or two characters, for example, glyphs, correspond 
roughly to one word or meaning have more characters than 
keys on a standard input device. Such as a computer keyboard 
on a mobile device keypad. For example, the Chinese lan 
guage contains thousands of characters defined by base 
Pinyin characters and five tones. The mapping of these many 
to-one associations can be implemented by input methods 
that facilitate entry of characters and symbols not found on 
input devices. Accordingly, a Western-style keyboard can be 
used to input Chinese, Japanese, or Korean characters. In 
some examples, an input method editor (IME) can be used to 
search a dictionary to find candidate characters, words, or 
phrases that correspond to the Pinyin characters typed by a 
USC. 

SUMMARY 

0004. In one aspect, in general, a computer-implemented 
method includes identifying context signals in documents, 
identifying characters bounded by the context signals, iden 
tifying one or more candidate words defined by the characters 
bounded by the context signals, and adding one or more of the 
candidate words to an input method editor dictionary. 
0005 Implementations of the method can include one or 
more of the following features. Identifying context signals in 
documents includes identifying Chinese book title marks. 
Identifying characters bounded by the context signals 
includes identifying Hanzicharacters bounded by the context 
signals. The candidate words include Chinese words. Identi 
fying context signals in documents includes identifying 
hypertext markup language tags in electronic documents. The 
input method editor dictionary includes a Chinese input 
method editor dictionary. The method includes determining a 
count of each candidate word. Adding one or more of the 
candidate words to the input method editor dictionary 
includes adding candidate words having a count that exceeds 
a threshold to the input method editor dictionary. Identifying 
context signals in documents includes identifying non-dupli 
cative documents. Determining a count of each candidate 
word includes determining the count of each candidate word 
based on only the non-duplicative documents. The docu 
ments include web documents obtained from the Internet. 
The method includes identifying candidate words in search 
queries and adding one or more of the candidate words to the 
input method editor dictionary. Identifying candidate words 
in search queries includes, for each candidate word, deter 
mining a first count representing a number of times that the 
candidate word is the only word in the search queries, and 
determining a second count representing a number of times 
that the candidate word and one or more other words are 
included in each of the search queries. Identifying candidate 
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words in search queries includes adding one or more of the 
candidate words to the input method editor dictionary based 
ona relationship between the first count and the second count. 
0006. In another aspect, in general, a computer-imple 
mented method includes identifying pairs of Chinese book 
title marks in documents, identifying a candidate word 
defined by one or more characters marked by each pair of 
Chinese book title marks, and adding one or more candidate 
words to an input method editor dictionary. 
0007 Implementations of the method can include one or 
more of the following features. The Chinese book title marks 
include single book title marks or double book title marks. 
The method includes determining a count of each candidate 
word. Adding one or more candidate words to an input 
method editor dictionary includes adding candidate words 
having a count that exceeds a threshold to the input method 
editor dictionary. The method includes identifying candidate 
words in search queries and adding one or more of the can 
didate words to the input method editor dictionary. Identify 
ing candidate words in search queries includes, for each can 
didate word, determining a first count representing a number 
of times that the candidate word is the only word in the search 
queries, and determining a second count representing a num 
ber of times that the candidate word and one or more other 
words are included in each of the search queries. Identifying 
candidate words in search queries includes adding one or 
more of the candidate words to the input method editor dic 
tionary based on a relationship between the first count and the 
second count. 
0008. In another aspect, in general, a method includes 
establishing a dictionary having words that are identified 
based on characters bounded by context signals, and provid 
ing an input method editor configured to select words from 
the dictionary. 
0009 Implementations of the method can include one or 
more of the following features. Establishing the dictionary 
includes identifying words based on characters bounded by 
Chinese book title marks. 
0010. In another aspect, in general, an apparatus includes 
a dictionary that has words identified based on candidate 
words associated with characters found in documents, in 
which each candidate word is associated with one or more 
characters enclosed in a pair of Chinese book title marks. The 
apparatus includes an input method editor configured to 
select words from the dictionary. 
0011 Implementations of the apparatus can include one or 
more of the following features. The candidate words include 
Hanzi characters. The Chinese book title marks include at 
least one of single book title marks or double book title marks. 
The dictionary includes words identified based on a first count 
representing a number of times that the word is the only word 
in search queries and a second count representing a number of 
times that the word and one or more other words are in each 
of the search queries. 
0012. In another aspect, in general, a system includes a 
data store and a processing engine. The data store stores a 
document corpus. The processing engine is stored in com 
puter readable medium and includes instructions executable 
by a processing device that upon Such execution cause the 
processing device to identify candidate words by finding 
characters in documents of the document corpus in which the 
characters are enclosed in pairs of Chinese book title marks, 
and add one or more of the candidate words to an input 
method editor dictionary. 
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0013 In another aspect, in general, a system includes a 
data store and the processing device. The data store stores a 
document corpus. The processing device identifies candidate 
words by finding characters in documents in the document 
corpus in which the characters are enclosed in pairs of Chi 
nese book title marks, and adds one or more of the candidate 
words to an input method editor dictionary. 
0014. In another aspect, in general, a system includes 
means for identifying context signals in documents, means 
for identifying characters bounded by the context signals, 
means for identifying one or more candidate words defined by 
the characters bounded by the context signals, and means for 
adding one or more of the candidate words to an input method 
editor dictionary. 
0015. In another aspect, in general, a system includes 
means for identifying pairs of Chinese book title marks in 
documents, means for identifying a string of one or more 
characters bounded by each pair of Chinese book title marks, 
means for identifying a candidate word defined by each string 
of one or more characters, and means for adding one or more 
of the candidate words to an input method editor dictionary. 
0016. In another aspect, in general, a computer-imple 
mented method includes identifying candidate words in 
search queries, each candidate word including one or more 
consecutive characters, and for each candidate word, deter 
mining a first count representing a number of times that the 
candidate word is the only word in the search queries, and 
determining a second count representing a number of times 
that the candidate word and one or more other words are 
included in each of the search queries. The method includes 
adding one or more of the candidate words to an input method 
editor dictionary based on a relationship between the first 
count and the second count. 

0017 Implementations of the method can include one or 
more of the following features. Adding one or more of the 
candidate words to the input method editor dictionary 
includes adding a candidate word to the input method editor 
dictionary when the first count is larger than the second count. 
Adding one or more of the candidate words to the input 
method editor dictionary includes adding a candidate word to 
the input method editor dictionary when the first count is 
larger than the second count and the first count is larger than 
a threshold value. Determining the second count includes 
counting a number of search queries that each includes the 
candidate word and one or more other words, in which the 
candidate word and the one or more other words are separated 
by one or more white spaces or punctuation marks entered by 
users who submitted the search queries. The method includes 
obtaining the search queries from a search log. The search log 
includes search queries Submitted by users of a search Ser 
W1C. 

0.018. In another aspect, in general, an apparatus includes 
a data store to store search queries, and a processing device to 
identify candidate words in the search queries, each candidate 
word including one or more consecutive characters. For each 
candidate word, the processing device determines a first 
count representing a number of times that the candidate word 
is the only word in the search queries, and determines a 
second count representing a number of times that the candi 
date word and one or more other words are included in each of 
the search queries. The processing device adds one or more of 
the candidate words to an input method editor dictionary 
based on a relationship between the first count and the second 
COunt. 
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0019. Implementations of the apparatus can include one or 
more of the following features. The processing device adds a 
candidate word to the input method editor dictionary when 
the first count is larger than the second count. The processing 
device adds a candidate word to the input method editor 
dictionary when the first count is larger than the second count 
and the first count is larger than a threshold value. The pro 
cessing engine counts a number of search queries that each 
includes the candidate word and one or more other words, in 
which the candidate word and the one or more other words are 
separated by one or more white spaces or punctuation marks 
entered by users who submitted the search queries. 
0020. In another aspect, in general, a system includes a 
data store to store search queries, and a processing engine 
stored in computer readable medium and including instruc 
tions executable by a processing device that upon Such execu 
tion cause the processing device to identify candidate words 
in the search queries, each candidate word comprising one or 
more consecutive characters. The processing engine includes 
instructions that upon execution cause the processing device 
to, for each candidate word, determine a first count represent 
ing a number of times that the candidate word is the only word 
in the search queries, and determine a second count repre 
senting a number of times that the candidate word and one or 
more other words are included in each of the search queries. 
The processing engine includes instructions that upon execu 
tion cause the processing device to add one or more of the 
candidate words to an input method editor dictionary based 
on a relationship between the first count and the second count. 
0021 Implementations of the system can include one or 
more of the following features. The processing engine 
includes instructions executable by the processing device and 
upon Such execution cause the processing device to add a 
candidate word to the input method editor dictionary when 
the first count is larger than the second count. The processing 
engine includes instructions executable by the processing 
device and upon Such execution cause the processing device 
to add a candidate word to the input method editor dictionary 
when the first count is larger than the second count and the 
first count is larger than a threshold value. The processing 
engine includes instructions executable by the processing 
device and upon Such execution cause the processing device 
to count a number of search queries that each includes the 
candidate word and one or more other words, in which the 
candidate word and the one or more other words are separated 
by one or more white spaces or punctuation marks entered by 
users who submitted the search queries. 
0022. In another aspect, in general, an apparatus includes 
a dictionary having words identified based on a first count 
representing a number of times that the word is the only word 
in search queries and a second count representing a number of 
times that the word and one or more other words are in each 
of the search queries. The apparatus includes an input method 
editor configured to select words from the dictionary. 
0023 Implementations of the apparatus can include one or 
more of the following features. The input method editor 
includes a Chinese input method editor. The words include 
Hanzi characters. The search queries are identified from a 
search log. 
0024. In another aspect, in general, a system includes a 
data store and a processing engine. The data store stores a 
dictionary that includes words that are identified based on a 
first count representing a number of times that the word is the 
only word in search queries and a second count representing 
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a number of times that the word and one or more other words 
are included in each of the search queries. The processing 
engine is stored in computer readable medium and includes 
instructions executable by a processing device that upon Such 
execution cause the processing device to provide an input 
method editor to enable a user to select words from the dic 
tionary. 
0.025 In another aspect, in general, a system includes a 
data store and a processing engine. The data store stores a 
dictionary that includes words that are identified based on a 
first count representing a number of times that the word is the 
only word in search queries and a second count representing 
a number of times that the word and one or more other words 
are included in each of the search queries. The processing 
engine causes a processing device to provide an input method 
editor to enable a user to select words from the dictionary. 
0026. In another aspect, in general, a system includes 
means for identifying candidate words based on a first count 
representing a number of times that the word is the only word 
in search queries and a second count representing a number of 
times that the word and one or more other words are included 
in each of the search queries, and means for adding one or 
more of the candidate words to an input method editor dic 
tionary. 
0027. The systems and methods disclosed herein may 
have one or more of the following advantages. A dictionary 
can be automatically established or enhanced based on a 
corpus of documents and query logs. IME utilizing the dic 
tionary can provide more accurate identifications of candi 
date words for selection. Also, by using the system and 
method disclosed herein, the dictionary can be efficiently 
updated, and the speed and efficiency for the computer pro 
cessing the logographic script, for example, Chinese charac 
ters, can be improved, and therefore the user's input speed of 
the logographic script can be increased. 
0028. The details of one or more embodiments of the 
subject matter described in this specification are set forth in 
the accompanying drawings and the description below. Other 
features, aspects, and advantages of the Subject matter will 
become apparent from the description, the drawings, and the 
claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0029 FIG. 1 is a block diagram of an example device that 
can be used to implement the systems and methods described 
herein. 
0030 FIG. 2 is a block diagram of an example editor 
system. 
0031 FIG. 3 is a diagram of an example input method 
editor environment. 
0032 FIG. 4 is a diagram of an example word and phrase 
determination engine. 
0033 FIG. 5 is a flow diagram of an example process for 
determining words and phrases based on a document corpus. 
0034 FIG. 6 is a flow diagram of an example process for 
determining words and phrases based on search query logs. 
0035 FIG. 7 is a flow diagram of an example process for 
determining words and phrases. 
0036 FIG. 8 is a diagram of an example word and phrase 
determination engine. 
0037. Like reference numbers and designations in the 
various drawings indicate like elements. 
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DETAILED DESCRIPTION 

0038 FIG. 1 is a block diagram of an example device 100 
that can be utilized to implement the systems and methods 
described herein. The device 100 can, for example, be imple 
mented in a computer device. Such as a personal computer 
device, or other electronic devices, such as a mobile phone, 
mobile communication device, personal digital assistant 
(PDA), and the like. 
0039. The example device 100 includes a processing 
device 102, a first data store 104, a second data store 106, 
input devices 108, output devices 110, and a network inter 
face 112. Abus system 114, including, for example, a data bus 
and a motherboard, can be used to establish and control data 
communication between the components 102,104,106, 108, 
110 and 112. Other example system architectures can also be 
used. 

0040. The processing device 102 can, for example, include 
one or more microprocessors. The first data store 104 can, for 
example, include a random access memory storage device, 
Such as a dynamic random access memory, or other types of 
computer-readable medium memory devices. The second 
data store 106 can, for example, include one or more hard 
drives, a flash memory, and/or a read only memory, or other 
types of computer-readable medium memory devices. 
0041. Example input devices 108 can include a keyboard, 
a mouse, a stylus, etc., and example output devices 110 can 
include a display device, an audio device, etc. The network 
interface 112 can, for example, include a wired or wireless 
network device operable to communicate data to and from a 
network 116. The network 116 can include one or more local 
area networks (LANs) and/or a wide area network (WAN). 
Such as the Internet. 

0042. In some implementations, the device 100 can 
include input method editor (IME) code 101 in a data store, 
such as the data store 106. The input method editor code 101 
can be defined by instructions that upon execution cause the 
processing device 102 to carry out input method editing func 
tions. In an implementation, the input method editor code 101 
can, for example, include interpreted instructions, such as 
script instructions, for example, JavaScript or ECMAScript 
instructions, that can be executed in a web browser environ 
ment. Other implementations can also be used, for example, 
compiled instructions, a stand-alone application, an applet, a 
plug-in module, etc. 
0043. Execution of the input method editor code 101 gen 
erates or launches an input method editor instance 103. The 
input method editor instance 103 can define an input method 
editor environment, for example, user interface, and can 
facilitate the processing of one or more input methods at the 
device 100, during which time the device 100 can receive 
composition inputs for input characters, ideograms, or sym 
bols, such as, for example, Hanzicharacters. For example, the 
user can use one or more of the input devices 108 (for 
example, a keyboard, Such as a Western-style keyboard, a 
stylus with handwriting recognition engines, etc.) to input 
composition inputs for identification of Hanzi characters. In 
Some examples, a Hanzi character can be associated with 
more than one composition input. 
0044. The first data store 104 and/or the second data store 
106 can store an association of composition inputs and char 
acters. Based on a user input, the input method editor instance 
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103 can use information in the data store 104 and/or the data 
store 106 to identify one or more candidate characters repre 
sented by the input. In some implementations, if more than 
one candidate characteris identified, the candidate characters 
are displayed on an output device 110. Using the input device 
108, the user can select from the candidate characters a Hanzi 
character that the user desires to input. 
0045. In some implementations, the input method editor 
instance 103 on the device 100 can receive one or more Pinyin 
composition inputs and convert the composition inputs into 
Hanzi characters. The input method editor instance 103 can, 
for example, use compositions of Pinyin syllables or charac 
ters received from keystrokes to represent the Hanzi charac 
ters. Each Pinyin syllable can, for example, correspond to a 
key in the Western style keyboard. Using a Pinyin input 
method editor, a user can input a Hanzi character by using 
composition inputs that include one or more Pinyin syllables 
representing the Sound of the Hanzi character. Using the 
Pinyin IME, the user can also input a word that includes two 
or more Hanzi characters by using composition inputs that 
include two or more Pinyin syllables representing the sound 
of the Hanzi characters. Input methods for other languages, 
however, can also be facilitated. 
0046. Other application software 105 can also be stored in 
data stores 104 and/or 106, including web browsers, word 
processing programs, e-mail clients, etc. Each of these appli 
cations can generate a corresponding application instance 
107. Each application instance can define an environment that 
can facilitate a user experience by presenting data to the user 
and facilitating data input from the user. For example, web 
browser Software can generate a search engine environment; 
e-mail software can generate an e-mail environment; a word 
processing program can generate an editor environment, etc. 
0047. In some implementations, a remote computing sys 
tem 118 having access to the device 100 can also be used to 
edit a logographic script. For example, the device 100 may be 
a server that provides logographic script editing capability via 
the network 116. In some examples, a user can edit a logo 
graphic script stored in the data store 104 and/or the data store 
106 using a remote computing system, for example, a client 
computer. The device 100 can, for example, select a character 
and receive a composition input from a user over the network 
interface 112. The processing device 102 can, for example, 
identify one or more characters adjacent to the selected char 
acter, and identify one or more candidate characters based on 
the received composition input and the adjacent characters. 
The device 100 can transmit a data communication that 
includes the candidate characters back to the remote comput 
ing System. 
0048 FIG. 2 is a block diagram of an example input 
method editor system 120. The input method editor system 
120 can, for example, be implemented using the input method 
editor code 101 and associated data stores 104 and 106. The 
input method editor system 120 includes an input method 
editor engine 122, a dictionary 124, and a composition input 
table 126. Other storage architectures can also be used. A user 
can use the IME system 120 to enter, for example, Chinese 
words or phrases by typing Pinyin characters, and the IME 
engine 122 will search the dictionary 124 to identify candi 
date dictionary entries each including one or more Chinese 
words or phrases that match the Pinyin characters. 
0049. The dictionary 124 includes entries 128 that corre 
spond to characters, words, or phrases of a logographic script 
used in one or more language models, and characters, words, 
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and phrases in Roman-based or western-style alphabets, for 
example, English, German, Spanish, etc. Each word corre 
sponds to a meaning and may include one or more characters. 
For example, a word (“Asli)having the meaning “apple' 
includes two Hanzi characters and "T"that correspond to 
Pinyin inputs “ping and “guo, respectively. The character 
"T" is also a word that has the meaning “fruit.” The dictionary 
entries 128 may include, for example, idioms (for example, 
“iff EXT) proper names (for example, “Blti-Jiti III) names 
of historical characters or famous people (for example, 
“BXT, LT) terms of art (for example, "ieš?siphrases (for 
example, “-11N1 GEx),book titles (for example, 
"ALS3") titles of art works (for example, "if BEF FE”)or movie 
titles (for example, "E")etc., each including one or more 
characters. 
0050. Similarly, the dictionary entries 128 may include, 
for example, names of geographical entities or political enti 
ties, names of business concerns, names of educational insti 
tutions, names of animals or plants, names of machinery, Song 
names, titles of plays, names of Software programs, names of 
consumer products, etc. The dictionary 124 may include, for 
example, thousands of characters, words and phrases. 
0051. In some implementations, the dictionary 124 
includes information about relationships between characters. 
For example, the dictionary 124 can include scores or prob 
ability values assigned to a character depending on other 
characters adjacent to the character. The dictionary 124 can 
include entry scores or entry probability values each associ 
ated with one of the dictionary entries 128 to indicate how 
often the entry 128 is used in general. 
0052. The composition input data store 126 includes an 
association of composition inputs and the entries 128 stored 
in the dictionary 124. In some implementations, the compo 
sition input data store 126 can link each of the entries 128 in 
the dictionary 124 to a composition input (for example, 
Pinyin input) used by the input method editor engine 122. For 
example, the input method editor engine 122 can use the 
information in the dictionary 124 and the composition input 
data store 126 to associate and/or identify one or more entries 
128 in the dictionary 124 with one or more composition 
inputs in the composition input data store 126. Other associa 
tions can also be used. 
0053. In some implementations, the candidate selections 
in the IME system 120 can be ranked and presented in the 
input method editor according to the rank. 
0054 FIG. 3 is a diagram of an example input method 
editor environment 300 presenting five ranked candidate 
selections 302. Each candidate selection can be a dictionary 
entry 128 or a combination of dictionary entries 128. The 
candidate selections 302 are identified based on the Pinyin 
inputs 304. A selection indicator 308 surrounds the first can 
didate selection, i.e., "25"indicating that the first candidate 
selection is selected. The user can also use a number key to 
select a candidate selection, or use up and down arrow keys to 
move the selection indicator 308 to select the candidate selec 
tion. 
0055 As described above, the IME engine 122 accesses 
the dictionary 124 to identify candidate entries that are asso 
ciated with Pinyin characters entered by the user. The dictio 
nary 124 can be updated with new words or names periodi 
cally. For example, names and words that are commonly 
typed by users of the IME system 120 may change over time 
in response to news events and changes in the Society. In some 
implementations, the dictionary 124 can be established and/ 
or updated based on characters, words, and phrases that are 
identified from documents and search queries. 
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0056 FIG. 4 is a diagram of an example of a word and 
phrase determination engine 400 that identifies dictionary 
entries 128 (for example, Chinese characters, words, and 
phrases). In some implementations, the engine 400 identifies 
Chinese words and phrases using a context signal based deter 
mination engine 406 and/or a query based determination 
engine 408. The context signal based determination engine 
406 processes the documents 420 in a document corpus 402 to 
identify words and phrases using context signals. The query 
based determination engine 408 searches queries 418 in 
search query logs 404 to identify Chinese words and phrases 
based on whether the words or phrases appear in the search 
queries alone or in combination with one or more other words 
orphrases. The identified words and phrases can be merged in 
a merger engine 414 and added as entries 128 to the dictionary 
124. In some implementations, only one of the update meth 
ods can be used, for example, the dictionary 124 can be 
updated by use of either the document corpus 402 or the 
search query logs 404. 
0057. In some implementations, the context signal deter 
mination engine 406 is configured to determine candidate 
dictionary entries 422 from the documents 420 using context 
signals that identify bounded content. Example context sig 
nals include marks, characters, hypertext mark up language 
tags, and/or formatting that identify bounded content, such as 
quotation marks, special identifier characters, underlining, 
etc 

0058 An example context signal can include Chinese 
double book title marks, for example, <<>>, and/or Chinese 
single book title marks, for example, <>. Chinese book title 
marks are commonly used to mark titles or names of docu 
ments and/or cultural works, for example, books, articles, 
newspapers, journals, and magazines. Chinese book title 
marks can also be used to mark the titles or names of cultural 
works Such as, for example, Songs, movies, television shows, 
plays, operas, dramas, Symphonies, dances, paintings, stat 
utes, and regulations, etc. The book title marks can identify 
multiple titles, for example, when a first title includes a sec 
ond title, the first title is marked using the double book title 
mark, and the second title is marked using the single book title 
mark. 

0059 Chinese book title marks are context signals that 
mark the boundaries of words or phrases. Thus, when one or 
more characters (for example, Hanzi characters) appear 
inside a pair of Chinese book title marks, there is a high 
likelihood that the one or more characters correspond to one 
or more words or phrases. The following examples of names 
or titles of cultural works being marked by Chinese book title 
marks are illustrative: (ÉTS 3 (“Dream of the Red Cham 
ber book), (iii) in K2(“Upper River During the Qing 
Ming Festival” painting), (“Crouching Tiger, Hidden 
Dragon” movie), and U 3755 L3&Mill (“Beethoven's 
Ninth Symphony’). 
0060. The documents 420 can, for example, include docu 
ments that can be accessed over a network. The documents 
420 can include, for example, web pages, e-books, journal 
articles, e-mail messages, advertisements, instant messages, 
blogs, legal documents, or other types of documents. The 
document corpus 402 may include documents 420 that cover 
a wide variety of Subjects, such as news, literature, movies, 
music, political debates, scientific discoveries, legal issues, 
health issues, environmental issues, etc. The document cor 
pus 402 can be established by gathering the documents 420 
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from, for example, a local area network or a wide area net 
work, such as a corporate Intranet or the public Internet. The 
number of documents 420 processed can thus be in the range 
of millions of documents, or more. The documents 420 may 
include, for example, Hanzi characters, English characters, 
numbers, punctuation marks, symbols, HTML codes, etc. 
Other documents can also be used, for example, an electronic 
collection of literary works, an electronic library, etc. 
0061. In some implementations, the context signal deter 
mination engine 406 scans each of the documents 420 to 
identify pairs of Chinese book title marks. For each pair of 
Chinese book title marks that are identified, the engine 406 
identifies a candidate entry 422 defined by a string of charac 
ters, for example, one or more Hanzi bounded by the pair of 
Chinese book title marks, and adds the candidate entry 422 to 
a first dictionary 410. The candidate entry 422 may include 
one or more words or phrases. If a term within a pair of 
Chinese book title marks is separated by a punctuation mark, 
Such as a hyphen or colon, the term can be treated as two 
separated terms. For example, the engine 406 may process 
(ET, AE : fly N3EX52(the Chinese title for the computer 
game “Need for Speed: Underground') and determine that 
there are two candidate entries 422: Eti (, AE is one candi 

date entry 422 and it. N3EX is another candidate entry 422. 
0062 Each candidate entry 422 is associated with a count 
that represents the number of occurrences of the candidate 
entry 422 in the documents 420. In some implementations, 
the engine 406 is configured such that each occurrence of the 
candidate entry 422 in the same document 420 causes the 
count to be increased by one. Thus, for example, ifa candidate 
entry 422 occurs three times in one document 420 and five 
times in another document 420, the count for the candidate 
entry is increased by eight. In some implementations, the 
engine 406 is configured Such that the count is increased by 
one each time a candidate entry 422 occurs in a separate 
document, regardless of the number of the times that the 
candidate entry 422 occurs within each document. In this 
case, for example, if the candidate entry 422 occurs three 
times in one document 420 and five times in another docu 
ment 420, the count associated with the candidate entry 422 is 
increased by two. 
0063. In some implementations, the engine 406 identifies 
pairs of Chinese book title marks that bound Chinese charac 
ters and do not bound characters of other languages. In this 
case, if a pair of Chinese book title marks bound a Chinese 
word and an English word, the Chinese word is not consid 
ered to be a candidate entry. In some implementations, the 
engine 406 processes the textbound by each pair of Chinese 
book title marks to remove non-Chinese characters and adds 
the remaining Chinese characters as a candidate entry 422 to 
the first dictionary 410. 
0064. In some implementations, the engine 406 sets a 
range for the number of characters included in each candidate 
entry 422. For example, the engine 406 may require that each 
candidate entry 422 has at least three Chinese characters and 
not more than ten Chinese characters. 
0065. After processing all the documents 420 to identify 

all the candidate entries 422 that are marked by Chinese book 
title marks, the engine 406 filters the candidate entries 422 to 
remove the candidate entries with counts less thana threshold 
value. In some implementations, the threshold value can be 
set between 20 to 40, for example, 30. The threshold can, for 
example, be utilized to remove candidate entries 422 that 
contain errors, have word(s) or phrase(s) that are rarely used, 
or that occur infrequently for Some other reason. 
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0066. In some implementations, the query based determi 
nation engine 408 is configured to identify candidate dictio 
nary entries 416 from the search query logs 404. The search 
query logs 404 can include search queries 418 submitted by 
multiple users of one or more search services (for example, 
Google search) over a period of time. The engine 408 identi 
fies candidate entries 416 by finding consecutive strings of 
characters in the search queries 418. A search query 418 may 
include one or more candidate entries 416 that are separated 
by one or more white spaces or punctuation marks that are 
entered by a user who submitted the search query 418. For 
example, a search query Hysittigest aincludes the phrase 
"ti"Et (meaning “world's fastest”) and the word 
"fi2:LAX (meaning “supercomputer) that are separated by a 
white space. Each of the phrase "Lly-lit' and the word 
"E?táti; is identified by the engine 408 as a candidate entry 
416. 

0067. In some implementations, the engine 408 assigns 
two count numbers to each candidate entry 416, a query count 
qf and a user-segmented count Sf. The query count qf is used 
to represent the number of times that the candidate entry 416 
is the only word or phrase in the search queries. For example, 
the query count qf associated with the entry "Ertz&ES: repre 
sents the number of search queries 418 that include only the 
word "Eitilj". The user-segmented count Sf is used to rep 
resents the number of search queries 418 that each include the 
candidate entry 416 and one or more other words or phrases, 
where the candidate entry 416 and the one or more other 
words or phrases can be separated by, for example, one or 
more white spaces or punctuation marks entered by users who 
submitted the search queries. The candidate entry 416 and the 
associated query count qf and user-segmented count Sfare 
stored in a second dictionary 412. 
0068 For example, if the engine 408 finds a search query 
418 that includes "ti"Et the user-segmented count sfforthe 
candidate entry "It Flis incremented by 1, and the user 
segmented count Sf for the candidate entry "Élijk is also 
incremented by 1. If the engine 408 finds a search query 418 
that includes only "#335):”, the query count qf for the candi 
date entry "Exit is is incremented by 1. 
0069. After the engine 408 processes all of the search 
queries to determine all of the candidate entries 416 and 
associated query counts qf and user-segmented counts Sf the 
engine 408 removes from the dictionary 412 candidate entries 
416 in which the user-segmented count Sfis equal to or greater 
than the query count Sf (i.e., Sfedf). The engine 408 also 
removes candidate entries 416 in which the query count qf is 
less thana threshold value (i.e., qf-threshold). In some imple 
mentations, the threshold value can be set to a value in the 
range of 3 to 10. The query count qf is a measure of frequent 
ness of the candidate word in the search queries. Removing 
candidate entries having a low query count qf can remove 
candidate entries 416 that contain errors or are rarely used. 
0070 The candidate entries 416 remaining in the dictio 
nary 412 are ones whose query count qf is greater than the 
user-segmented count Sf (i.e., qf>Sf) and have occurred at 
least a certain number of times in the search queries 418 (i.e., 
qfethreshold). When the number of times a particular string 
of consecutive characters appears by itself in the search que 
ries 418 is greater than the number of times that the string 
appears with one or more other strings or characters in the 
search queries 418, there is a high likelihood that the particu 
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lar string of consecutive characters correspond to one or more 
words or phrases, and is suitable as a dictionary entry 128 in 
the IME dictionary 124. 
0071. In some implementations, the engine 400 includes a 
merger engine 414 that merges the dictionary entries 422 and 
416 from the first and second dictionaries 410 and 412, 
respectively, by removing duplicate dictionary entries. The 
non-duplicative dictionary entries are added to the IME dic 
tionary 124. 
(0072 FIG. 5 is a flow diagram of an example process 500 
for determining words and phrases based on a document 
corpus (for example, document corpus 402). The process 500 
can, for example, be implemented in a system that includes 
one or more server computers. 
0073. The process 500 identifies context signals in docu 
ments (502), and identifies characters bounded by the context 
signals (504). For example, the context signals can be Chi 
nese book title marks, the characters can be Hanzicharacters, 
and the documents can be the documents 420 in the document 
corpus 402 of FIG. 4. For example, the engine 406 of FIG. 4 
can identify the context signals and the characters bounded by 
the context signals. 
0074 The process 500 identifies one or more candidate 
words defined by the characters bounded by the context sig 
nals (506). For example, the candidate words can be the 
entries 422 of FIG. 4. 
(0075. The process 500 adds one or more candidate word to 
an input method editor dictionary (508). For example, the 
dictionary can be the first dictionary 410 of FIG. 4 or the IME 
dictionary 124 of FIG. 2. 
0076 FIG. 6 is a flow diagram of an example process 600 
for determining words and phrases based on search query logs 
(for example, search query logs 404). The process 600 can, 
for example, be implemented in a system that includes one or 
more server computers. 
(0077. The process 600 identifies candidate words in 
search queries, each candidate word including one or more 
consecutive characters (602). For example, the characters can 
be Hanzicharacters, the candidate words can be the entry 416, 
and the search queries can be the search queries 418 of search 
query logs 404 FIG. 4. For example, the engine 408 can 
identify the candidate words in the search queries 418. 
0078 For each candidate word, the process 600 deter 
mines a first count representing a number of times that the 
candidate word is the only word in the search queries (604), 
and determines a second count representing a number of 
times that the candidate word and one or more other words are 
included in each of the search queries (606). For example, in 
each of the search queries counted by the second count, the 
candidate word and the one or more other words can be 
separated by one or more white spaces or punctuation marks 
entered by the user. The engine 408 can determine the first 
count and the second count, for example, qf and Sf. 
0079. After determining all the words have been processed 
(608), the process 600 adds one or more of the candidate 
words to an input method editor dictionary based on a rela 
tionship between the first count and the second count (610). 
For example, the dictionary can be the first dictionary 410 of 
FIG. 4 or the IME dictionary 124 of FIG. 2. For example, the 
engine 408 may add a candidate word to the dictionary when 
the first count is greater than the second count. 
0080. In some implementations, the processes 500 and 
600 can be combined and the words and phrases can be added 
to a dictionary by a merger process. 
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0081 FIG. 7 is a flow diagram of an example process 700 
for determining words and phrases based on a document 
corpus (for example, document corpus 402) and search query 
logs (for example, search query logs 404). The process 700 
can, for example, be implemented in a system that includes 
one or more server computers. The process 700 includes two 
processes 722 and 724 that can be performed in parallel to 
generate first and second dictionaries that are merged into a 
final dictionary. 
I0082. The process 722 identifies documents (702). For 
example, the documents can be the documents 420 in the 
document corpus 402 of FIG. 4. 
I0083. The process 722 identifies pairs of Chinese book 
title marks in the documents 420, and identifies strings of 
characters marked by the pairs of Chinese book title marks 
(704). For example, the Chinese book title marks can be << 
>> or < >, and the string of characters can include Hanzi 
characters. For example, the engine 406 of FIG. 4 can identify 
the Chinese book title marks and strings of characters. 
0084. The process 722 designates each string of characters 
marked by the Chinese book title marks as a candidate entry, 
and adds the candidate entry to a first dictionary (706). The 
process 722 also associates a count with the candidate entry, 
in which the count represents the number of occurrences of 
the candidate entry in the documents. For example, the first 
dictionary can be the first dictionary 410 of FIG. 4, and the 
engine 406 can add or update the candidate entries 422 and 
associated counts in the first dictionary 410. 
0085. After all the documents have been processed to 
identify all the pairs of Chinese book title marks, and all the 
strings of characters marked by the Chinese book title marks 
have been added as candidate entries to the first dictionary, the 
process 722 filters the candidate entries in the first dictionary 
by comparing the counts with a threshold value (708). If a 
count is lower than the threshold value, the candidate entry 
associated with the count is removed from the first dictionary. 
For example, the engine 406 can filter the candidate entries 
422 in the first dictionary 410. 
I0086. The process 724 identifies search queries (710). For 
example, the search queries can be the search queries 418 of 
the search logs 404 of FIG. 4. 
0087. For each search query, the process 724 identifies a 
string of consecutive characters, or strings of consecutive 
characters that are separated by white space(s) or symbol(s) 
that are not characters, where the white space(s) or symbol(s) 
are entered by the user (712). For example, the characters can 
be Hanzi characters, and the search queries can be the search 
queries 418 of FIG. 4. For example, the engine 408 can 
identify the string of consecutive characters, or the strings of 
consecutive characters in each of the search queries 418. 
0088. The process 724 identifies a candidate entry as being 
defined by each String of consecutive characters, and adds the 
candidate entry to a second dictionary (714). The process 724 
also associates a query count qfanda user-segmented count Sf 
with each candidate entry. The query count qf represents the 
number of search queries that include only the candidate 
entry, and the user-segmented count Sfrepresents the number 
of search queries that each includes the candidate entry and 
one or more other strings of characters. 
0089 For example, the candidate entries can be the can 
didate entries 416 of FIG.4, and the second dictionary can be 
the second dictionary 412. For example, the engine 408 can 
add or update the candidate entries 416 in the second dictio 
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nary 412, and can initialize or update the query counts qf and 
user-segmented counts Sf associated with the candidate 
entries 416. 

0090. After all the search queries have been processed and 
all the strings of consecutive characters have been added as 
candidate entries to the second dictionary, the process 724 
filters the candidate entries in the second dictionary (716). 
The process 724 compares the query count qf to the user 
segmented count Sf, and compares the query count qf to a 
threshold value. For example, the process 722 removes from 
the second dictionary the candidate entries in which the query 
count qf is less than a threshold, and removes candidate 
entries in which the query count qf is equal to or less than the 
user-segmented count Sf. After filtering, the candidate entries 
in the second dictionary are ones in which the query count qf 
is greater than the user-segmented count Sf, and the query 
count qf is at least the threshold value. For example, engine 
408 filters the candidate entries 416 in the second dictionary 
412. 

0091 After the processes 722 and 724 are completed, each 
of the first and second dictionaries have candidate entries. The 
process 700 merges the first and second dictionaries by 
removing duplicate candidate entries to generate a final dic 
tionary (718). The candidate entries in the final dictionary are 
added to an IME dictionary (720). For example, the merger 
engine 414 of FIG. 4 can be used to merge the first and second 
dictionaries 410 and 412, and the candidate entries in the final 
dictionary can be added to the IME dictionary 124 of FIG. 2. 
0092. In some implementations, rather than using Chinese 
book title marks to identify candidate dictionary entries, 
hypertext markup language (HTML) title tags can be used to 
identify candidate dictionary entries from web documents. 
For example, a pair of HTML tags <title> and </title> mark 
the title of an HTML document. A string of characters 
bounded by the <title> and </title> HTML tags can be iden 
tified as a candidate dictionary entry and added to the dictio 
nary 124 if a threshold criterion is met (for example, the 
number of times that the String of characters appearin the web 
documents is greater than a threshold value). 
0093. Although various implementations have been 
described, other implementations can also be used. For 
example, various forms of the flows shown above may be 
used, with steps re-ordered, added, or removed. Also, 
although several implementations and methods have been 
described, it should be recognized that numerous other imple 
mentations are contemplated. For example, the input engine 
122 can be capable of mapping composition inputs from a 
western keyboard to input Chinese, Japanese, Korean and/or 
Indic characters. In some examples, Some or all implementa 
tions described can be applicable to other input methods, Such 
as Cangjie input method, Jiufang input method, Wubi input 
method, or other input methods. The weight values for dif 
ferent types of documents, and the classification of types of 
documents, can be different from those described above. The 
number of words and documents being processed, and the 
Sources of the documents in the document corpus 402, can be 
different from those described above. The processes 722 and 
724 in FIG. 7 can be performed sequentially. In some imple 
mentations, the engine 406 may identify non-duplicative 
documents 420 in the document corpus 402, and identify 
candidate entries and associated counts based on the non 
duplicative documents. In some implementations, the dictio 
nary 124 can include characters, words, and phrases obtained 
from pre-existing dictionaries. 
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0094. In some implementations, the context signal based 
engine 406 of FIG. 4 can be configured such that the count 
increases as a function of the number of times that the candi 
date entry 422 occurs in each document. For example, the 
count can be increased by one each time that the candidate 
entry 422 occurs in the same document, up to a limit (for 
example, three) for each document. Thus, if the upper limit is 
three and the candidate entry 422 occurs five times in the 
same document, the count is increased by three. For example, 
the count can be increased as a log function of the number of 
times that the candidate entry 422 occurs within the same 
document. In some implementations, the engine 406 is con 
figured such that the count increases as a function of the 
location where the candidate entry 422 occurs in each docu 
ment. For example, the count can be increased by 1.5 if the 
candidate entry 422 appears in the title of the document 420 
(or Subject line of an e-mail message), and the count can be 
increased by 1 if the candidate entry 422 appears in other 
places of the document 420. Other methods for modifying the 
count based on occurrences of the candidate entry 422 in the 
documents 420 can also be used. 

0095. In some implementations, several dictionaries, for 
example, a legal dictionary, a medical dictionary, a science 
dictionary, and a general dictionary, can be used. Each dic 
tionary can be established by starting with a dictionary asso 
ciated with a particular field. The word and phrase determi 
nation engine 400 is used to process a document corpus 
having documents and search query logs having search que 
ries biased toward the field associated with the dictionary. For 
example, to establish the probability values of the words in 
the legal dictionary, a document corpus having documents 
and search query logs having search queries biased toward the 
legal field can be used. The IME system 120 can allow the 
user to select the field of interest (for example, legal, medical, 
Science) when entering characters, and the candidate words 
can be selected from the dictionary related to the field of 
interest. 

0096 Referring to FIG. 8, in some implementations, the 
context signal based engine 406 and the search query based 
engine 408 write to a single dictionary 800. For example, the 
engine 406 processes the documents 420 and adds or updates 
candidate entries 802 to the dictionary 800. Each candidate 
entry 802 processed by the engine 406 is associated with a 
document occurrence count, representing the number of 
occurrences of the candidate entry 802 in the documents 420. 
The engine 408 processes the search queries 418 and adds or 
updates the candidate entries 802 to the dictionary 800. Each 
candidate entry 802 processed by the engine 408 is associated 
with a query count and a user-segmented count. 
0097. After the engines 406 and 408 process all of the 
documents 420 and search queries 418 to determine all of the 
candidate entries 802 and associated document occurrence 
counts, query counts, and user-segmented counts, the engine 
400 removes from the dictionary 800 the candidate entries 
802 in which certain criteria are met, for example: (1) the 
document occurrence count is less than a first threshold value, 
(2) the user-segmented count is equal to or greater than the 
query count, or (3) the query count is less than a second 
threshold value. The remaining candidate entries 802 are 
added to the IME dictionary 124. In some implementations, 
the engines 406 and 408 can write to the IME dictionary 124 
directly, and add, update, or filter the entries 128 in the dic 
tionary 124. 
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0.098 Embodiments of the subject matter and the func 
tional operations described in this specification can be imple 
mented in digital electronic circuitry, or in computer soft 
ware, firmware, or hardware, including the structures 
disclosed in this specification and their structural equivalents, 
or in combinations of one or more of them. Embodiments of 
the subject matter described in this specification can be 
implemented as one or more computer program products, i.e., 
one or more modules of computer program instructions 
encoded on a tangible program carrier for execution by, or to 
control the operation of data processing apparatus. The tan 
gible program carrier can be a propagated signal or a com 
puter readable medium. The propagated signal is an artifi 
cially generated signal, for example, a machine generated 
electrical, optical, or electromagnetic signal, that is generated 
to encode information for transmission to Suitable receiver 
apparatus for execution by a computer. The computer read 
able medium can be a machine readable storage device, a 
machine readable storage Substrate, a memory device, a com 
position of matter effecting a machine readable propagated 
signal, or a combination of one or more of them. 
0099. The term “data processing apparatus' encompasses 
all apparatus, devices, and machines for processing data, 
including by way of example a programmable processor, a 
computer, or multiple processors or computers. The appara 
tus can include, in addition to hardware, code that creates an 
execution environment for the computer program in question, 
for example, code that constitutes processor firmware, a pro 
tocol stack, a database management system, an operating 
system, or a combination of one or more of them. 
0100. A computer program (also known as a program, 
Software, Software application, Script, or code) can be written 
in any form of programming language, including compiled or 
interpreted languages, or declarative or procedural lan 
guages, and it can be deployed in any form, including as a 
stand alone program or as a module, component, Subroutine, 
or other unit Suitable for use in a computing environment. A 
computer program does not necessarily correspond to a file in 
a file system. A program can be stored in a portion of a file that 
holds other programs or data (for example, one or more 
Scripts stored in a markup language document), in a singlefile 
dedicated to the program in question, or in multiple coordi 
nated files (for example, files that store one or more modules, 
Sub programs, or portions of code). A computer program can 
be deployed to be executed on one computer or on multiple 
computers that are located at one site or distributed across 
multiple sites and interconnected by a communication net 
work. 

0101 The processes and logic flows described in this 
specification can be performed by one or more programmable 
processors executing one or more computer programs to per 
form functions by operating on input data and generating 
output. The processes and logic flows can also be performed 
by, and apparatus can also be implementedas, special purpose 
logic circuitry, for example, an FPGA (field programmable 
gate array) or an ASIC (application specific integrated cir 
cuit). 
0102 Processors suitable for the execution of a computer 
program include, by way of example, both general and special 
purpose microprocessors, and any one or more processors of 
any kind of digital computer. Generally, a processor will 
receive instructions and data from a read only memory or a 
random access memory or both. The essential elements of a 
computer are a processor for performing instructions and one 
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or more memory devices for storing instructions and data. 
Generally, a computer will also include, or be operatively 
coupled to receive data from or transfer data to, or both, one 
or more mass storage devices for storing data, for example, 
magnetic, magneto optical disks, or optical disks. However, a 
computer need not have such devices. Moreover, a computer 
can be embedded in another device, for example, a mobile 
telephone, a personal digital assistant (PDA), a mobile audio 
or video player, a game console, a Global Positioning System 
(GPS) receiver, to name just a few. 
0103 Computer readable media suitable for storing com 
puter program instructions and data include all forms of non 
Volatile memory, media and memory devices, including by 
way of example semiconductor memory devices, for 
example, EPROM, EEPROM, and flash memory devices: 
magnetic disks, for example, internal hard disks or removable 
disks; magneto optical disks; and CD ROM and DVD ROM 
disks. The processor and the memory can be supplemented 
by, or incorporated in, special purpose logic circuitry. 
0104. To provide for interaction with a user, embodiments 
of the subject matter described in this specification can be 
implemented on a computer having a display device, for 
example, a CRT (cathode ray tube) or LCD (liquid crystal 
display) monitor, for displaying information to the user and a 
keyboard and a pointing device, for example, a mouse or a 
trackball, by which the user can provide input to the com 
puter. Other kinds of devices can be used to provide for 
interaction with a user as well; for example, feedback pro 
vided to the user can be any form of sensory feedback, for 
example, visual feedback, auditory feedback, or tactile feed 
back; and input from the user can be received in any form, 
including acoustic, speech, or tactile input. 
0105 Embodiments of the subject matter described in this 
specification can be implemented in a computing system that 
includes a back end component, for example, as a data server, 
or that includes a middleware component, for example, an 
application server, or that includes afront end component, for 
example, a client computer having a graphical user interface 
or a Web browser through which a user can interact with an 
implementation of the subject matter described is this speci 
fication, or any combination of one or more Such back end, 
middleware, or frontend components. The components of the 
system can be interconnected by any form or medium of 
digital data communication, for example, a communication 
network. Examples of communication networks include a 
local area network (“LAN”) and a wide area network 
(“WAN'), for example, the Internet. 
0106 The computing system can include clients and serv 

ers. A client and server are generally remote from each other 
and typically interact through a communication network. The 
relationship of client and server arises by virtue of computer 
programs running on the respective computers and having a 
client server relationship to each other. 
0107 While this specification contains many specific 
implementation details, these should not be construed as limi 
tations on the scope of any invention or of what may be 
claimed, but rather as descriptions of features that may be 
specific to particular embodiments of particular inventions. 
Certain features that are described in this specification in the 
context of separate embodiments can also be implemented in 
combination in a single embodiment. Conversely, various 
features that are described in the context of a single embodi 
ment can also be implemented in multiple embodiments sepa 
rately or in any suitable subcombination. Moreover, although 
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features may be described above as acting in certain combi 
nations and even initially claimed as Such, one or more fea 
tures from a claimed combination can in some cases be 
excised from the combination, and the claimed combination 
may be directed to a subcombination or variation of a sub 
combination. 
0.108 Similarly, while operations are depicted in the draw 
ings in a particular order, this should not be understood as 
requiring that such operations be performed in the particular 
order shown or in sequential order, or that all illustrated 
operations be performed, to achieve desirable results. In cer 
tain circumstances, multitasking and parallel processing may 
be advantageous. Moreover, the separation of various system 
components in the embodiments described above should not 
be understood as requiring such separation in all embodi 
ments, and it should be understood that the described program 
components and systems can generally be integrated together 
in a single software product or packaged into multiple soft 
ware products. 
0109 Particular embodiments of the subject matter 
described in this specification have been described. Other 
embodiments are within the scope of the following claims. 
For example, the actions recited in the claims can be per 
formed in a different order and still achieve desirable results. 
As one example, the processes depicted in the accompanying 
figures do not necessarily require the particular order shown, 
or sequential order, to achieve desirable results. In certain 
implementations, multitasking and parallel processing may 
be advantageous. 
What is claimed is: 
1. A computer-implemented method, comprising: 
identifying context signals in documents; 
identifying characters bounded by the context signals; 
identifying one or more candidate words defined by the 

characters bounded by the context signals; and 
adding one or more of the candidate words to an input 

method editor dictionary. 
2. The method of claim 1 wherein identifying context sig 

nals in documents comprises identifying Chinese book title 
marks. 

3. The method of claim 2 wherein the Chinese book title 
marks comprise single book title marks or double book title 
marks. 

4. The method of claim 1 wherein identifying characters 
bounded by the context signals comprises identifying Hanzi 
characters bounded by the context signals. 

5. The method of claim 1 wherein the candidate words 
comprise Chinese words. 

6. The method of claim 1, wherein identifying context 
signals in documents comprises identifying hypertext 
markup language tags in electronic documents. 

7. The method of claim 1 wherein the input method editor 
dictionary comprises a Chinese input method editor dictio 
nary. 

8. The method of claim 1, comprising determining a count 
of each candidate word. 

9. The method of claim 8 wherein adding one or more of the 
candidate words to the input method editor dictionary com 
prises adding candidate words having a count that exceeds a 
threshold to the input method editor dictionary. 

10. The method of claim 8, wherein identifying context 
signals in documents comprises identifying non-duplicative 
documents. 
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11. The method of claim 10, wherein determining a count 
of each candidate word comprises determining the count of 
each candidate word based on only the non-duplicative docu 
mentS. 

12. The method of claim 1 wherein the documents com 
prise web documents obtained from the Internet. 

13. The method of claim 1, comprising identifying candi 
date words in search queries and adding one or more of the 
candidate words to the input method editor dictionary. 

14. The method of claim 13 wherein identifying candidate 
words in search queries comprises: 

for each candidate word, 
determining a first count representing a number of times 

that the candidate word is the only word in the search 
queries, and 

determining a second count representing a number of 
times that the candidate word and one or more other 
words are included in each of the search queries, and 

adding one or more of the candidate words to the input 
method editor dictionary based on a relationship 
between the first count and the second count. 

15. A method, comprising: 
establishing a dictionary that includes words that are iden 

tified based on characters bounded by context signals; 
and 

providing an input method editor configured to select 
words from the dictionary. 

16. The method of claim 15 wherein establishing the dic 
tionary comprises identifying words based on characters 
bounded by Chinese book title marks. 

17. The method of claim 15, comprising identifying can 
didate words in search queries and adding one or more of the 
candidate words to the dictionary. 

18. An apparatus, comprising: 
a dictionary that includes words that are identified based on 

candidate words that are associated with characters 
found in documents, in which each candidate word is 
associated with one or more characters bounded by the 
context signals; and 

an input method editor configured to select words from the 
dictionary 
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19. The apparatus of claim 18 wherein the candidate words 
comprise Hanzi characters. 

20. The apparatus of claim 18 wherein the context signals 
comprise Chinese book title marks. 

21. The apparatus of claim 20 wherein the Chinese book 
title marks comprise at least one of single book title marks or 
double book title marks. 

22. The apparatus of claim 18 wherein the dictionary com 
prises words identified based on a first count representing a 
number of times that the word is the only word in search 
queries and a second count representing a number of times 
that the word and one or more other words are in each of the 
search queries. 

23. The apparatus of claim 18 wherein the input method 
editor dictionary comprises a Chinese input method editor 
dictionary. 

24. A system, comprising: 
a data store to store a document corpus; and 
a processing engine stored in computer readable medium 

and comprising instructions executable by a processing 
device that upon Such execution cause the processing 
device to: 

identify candidate words by finding characters in docu 
ments of the document corpus in which the characters 
are enclosed in pairs of Chinese book title marks, and 

add one or more of the candidate words to an input 
method editor dictionary. 

25. A system, comprising: 
means for identifying context signals in documents; 
means for identifying characters bounded by the context 

signals: 
means for identifying one or more candidate words defined 
by the characters bounded by the context signals; and 

means for adding one or more of the candidate words to an 
input method editor dictionary. 
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