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oramic images in a virtual three-dimensional environment so as to create an
immersive three-dimensional experience is provided. Such a capability can
present a three-dimensional photographic experience of the real world that is
seamlessly integrated with the virtual three-dimensional environment. Depth
values associated with the panoramic images may be used to create three-di-
mensional geometry, which can be rendered as part of the virtual three-di-
mensional environment. Further, such a capability can enable a user to roam
freely through the environment while providing a more natural free-form ex-
ploration of the environment than existing systems.
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BACKGROUND OF THe INVENTION

Pield of the Invention

Embodiments relate generally to geographic information systems.

Background Art

A geographic information systermn (GI8) is a system for archiving, retrieving,
displaying or menipulating data indexed according to the data clements’ geographic
coordinates. The data elements may be a variety of data types such as, for example,
satellite imagery, maps, models of buildings and terrain, and other geographic features.
Further, data elemenis may include geo-located photographs of real world scenes
corresponding to various geographic locations. For example, the geo-located photographs
may correspond to a network of streets of a major metropolitan city. Such photographs
may also include paneramic tmages. The photographs may then be rendered to a display
using a substantiaily spherical model of the Earth.

However, the use of the spherical model (o render the photographs permit the
photographs to be viewed from only one position.  This is particularly due to a lack of
three-dimensional information associated with the photographs. Further, GIS data cannot
he incorporated for purposes of transitioning from one photograph to the next as the

substantially spherical mode! does not correspond to the actual geometry of the Earth.

BRIEF SUMMARY OF THE INVENTION

The capability to render and navigate three-dimensional panoramic images in a
virtual three-dimensional environment so as to create an immersive three-dimensional
experience is provided. Such a capability can present a three-dimensional photographic
experience of the real world that is scamlessly integrated with the virtual three-
dimensional environment. Depth vahies associated with the panoramic images may be
used to create three-dimensional geometry, which can be rendered as part of the virtual

three-dirnensional environment.  Further, such a capability can enable a user to roam
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freely through the environment while providing a more natural free-form exploration of
the environment than existing systems.

In an embodiment, a first panoramic image associated with & geographic location
is retrieved. The first panoramic bmage has metadata, which includes a2 link {o one or
more panoramic images associated with ancther geographic location, A depth map
associated with the first panoramic image is also retrieved based on additional
information included in the metadata. The depth map of the first panoramic image
includes depth values. Each depth value is associated a portion of the Hrst panoramic
image, such as a pixel or region of pixels, 1o model content of the first panoramic image.
A three-dimensional mesh of polvgons is generated for the f{irst panoramic image based
on the retrieved depth map. At least a portion of the panoramic image is projected onto
the generated three-dimensional mesh of polygouns to form a thyee-dimensional model of
the first panoramic image. The three-dimensional model ts then rendered at a first level
of detail within a three-dimensional environment based ot a current field of view
associated with & viewport, which displays the threc-dimensional environment frow the
perspective of a virtual camera,

Embodiments may be implementad using hardware, firmware, soflware, or g
combination thereof and may be implemented in one or wore computer systems or other
PIOCEsSIng systems,

Further embodiments, features, and advantages of the present invention, as well ag
the structure and operation of the various embodiments, are described in detail below with
reference to the accompanying drawings. It is noted that the invention is not limited 1o
the specific embodiments described herein.  Such embodiments are presented herein for
iflustrative purposes only, Additional embodiments will be apparent to persons skilled in

the relevant art(s) based on the information contained heren,

BRILF DESCRIPTION OF THE DRAWINGS/FIGURES

Embodiments are described, by way of exampie only, with reference to the
accompanying drawings. In the drawings, like reference numbers may indicate identical
or functionally similar elements. The drawing in which an clement first appears i
typically indicated by the lefimost digit or digits in the corresponding reference number.

FI3, 1 is a diagram of an exemplary GIS suitable for practicing an embodiment.
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FRGIHY FIG. 2 is an exemplary user interface of the (IS, according to an embodiment.
{0611} FIG. 3 is an cxemplary mapping moduie in the GIS for rendering and navigating

photographic panoramas within a 3B covironment, according o an embodiment,

Hi FIGS. 4A-13 show exemplary image frames rendered using textured 3D meshes in
a 30 enviverment, according o an embodiment.

(6613} FI3. 5 {s an image showing an exampie of a type of visual artifact along the edge
of a building rendered using a textured 3D mesh, according o an embodiment.

HEE FIG. 6 is a flowchart of an cxemplary method for rendering and navigating
panoramas within a three-dimensional virtual environment, according to an embaodiment,

[6015] FIG. 7 is a flowchart of an exempiary method for rendering a 3D mesh of
polvegons for a penoramic image based on an image depth map, according to an
embodiment.

{841s] FIG. B flustrales an example computer system in which embodiments can be
implemented.

106817] The accompanying drawings, which are incorporated herein and form part of the
specification, iHustraie the embodiments of present invention and, together with the
description, further serve to explain the principles of the invention and 1o enable a person

skitled in the relevant art(s) to make and use the invention.
DETAILED DESCRIPTION OF THE INVENTION

{0018] Embodiments relate to rendering and navigating photographic panoramas in an
interactive virtual three-dimensional environment.  While the present invention is
described herein with reference to Hlustrative embodiments for particular applications, it
should be understood that embodiments are not hmited thereto, Other embodiments are
possible, and modifications can be made to the embodiments within the spiri and scope
of the teachings hercin and additional fields in which the cmbodiments would be of
significant utility. Further, when a particular featore, structure, or charactenstic is
deseribed in connection with an embodiment, it is submitted thet it is within the
knowledge of one skilled in the relevant art to effect such feature. siructure, or
characteristic in connection with other embodiments whether or not explicitly described.

{6019] B would also be apparent to one of skill in the relevant art that the embodiments,

a3 described herein, can be implemented in many different embodiments of soliwarg,
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hardware, finnware, and/or the entities iHustrated in the figures. Any actual software
code with the specialized conirol of hardware to inplement embodiments is not Hmiting
of the demiled description.  Thus, the operational behavior of embediments will be
described with the understanding that modifications and variations of the embodiments
are possible, given the tevel of detail presented herein.

%

in the detailed description herein, references 1o “one smbodiment” “an
embodiment,” “an example embodiment,” ete., indicate that the embodiment described
may include a particular feature, siracture, or charscteristic, but every embodiment may
not necessarily include the particular feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodiment. Further, when a particular
feature, structure, or characteristic is described in comnection with an embodiment, it is
subrnitied that i is within the knowledge of one skilled in the art to effect such feature,
struciure, or characteristic in connection with other embodiments whether or not
explicitly described.

The ferms “panoramic image” and “pancrama’™ may, for example, refer to any
panoramic image that provide a 360-degree view of g real world scene.  Panoramas or
panoranic images may be stored in the form of a plurality of pancramic images or
panoramic image tiles, Such panoramas may further include thres-dimensional tmages,
including panoramic three-dimensional images that can be presenied on a display. Sucha
display can be any tvpe of electronic display for viewing images or can be any type of
rendering device adapted to view three-dirnensional images. A panorama may also have
an associated geometry, which may define how fo render the panorama in three
dimensional space. To render the panorams, the panorgms may be texture-mapped o s
associated geometry. In a example, the geometry may be z sphere or oylinder. In another
example, the geometry may be a depth map specifying the depth of corresponding pinels

or regions of the panorama.

Nystem

Embodiments, as described herein, can be implemented in a OIS o render and
navigate photographic panoramas in a virtual three-dimensional (3D} epvironmoent. In an
example, such a GIS can be confipured to oporate in a client-server computer
architccture, as illustrated in FIG. 1, descrbed below., An example of such a GIS

includes, but is not Himited 1o, Google Farth from Google Inc. of Mountain View, CA.
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FIG. 1 is a disgram of an exemplary GIS system 100 suitable for practicing an
embodiment. In the example shown ju FIG, 1, systemn 100 includes a chient 1190, requests
130, GIS data 140, servers 136-152, a database 160, and 2 nctwork 170, Chent 110
includes a browser 120, which implements a2 mapping module 125, according o an
embodiment.  According to an embodiment, system 100 may be a GIS configured in 2
client-server architecture, as noted above.

Client 110 communicates with ong or more servers 159, for example, across
network 170, Although only servers 150-152 are shown, more servers may be used as
necessary. Network 170 can be any network or combination of networks that can carry
data communication. Such network can include, bw is not Hmited to, a local ares
network, medium area petwork, and/or wide area network such as the Internet. Client
£10 can be a general-purpose computer with a processor, local memory, a display, and
one or more input devices {e.g., # mouse, QWERTY keyboard, touch-screen, microphone,
joystick, or T9 keybeard). Such compuiing device can include, but is not bimited to, &
mobile phone, a personal digital assistant (PDA), a compuier, a cluster of compulers, a
set-top box, or other similar type of device capable of processing instructions, Servers
150-152, similarly, can be implemented using any gencral-purpose computer capable of
serving data io chent 110, Although only servers 150-152 are shown, additional servers
may be used as necessary.

In an embodiment, one or more of servers 150-152 (bereinafier “server(s) 1507
are GIS servers that serve GIS data 140 to client 110 over network 170 based on requests
130 sent by browser 120, Browser 120 can be a geospatial browser configured to provide
an imterface to the GIN. Such a geospatial browser can be a standalone client application
executable by client 110 or operable as a plug-in of an web or Internet browser.

In an example, server(s} 150 receive requests 138 from browser 120 to transmit
(1S data 140 corresponding to a geographic region of interest on the spherical surface.
For example, a request may include a bounded geographic search area in the form of 2
bounding box having latitude/ongitude data points associated with the geographic region
of interest on the spherical surface. In response io receiving the request, server(s) 150
may communicate with database 160 to retrieve GIS data 140 corresponding o the region

of interest. GIS data 140 can include image data such as, for example, satellite imagery,
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digital maps, aerial photographs, sireet-level photographs. Further, the street-ievel
photographs may include three-dimensional panoramic images.

{86271 Although not shown in FIG. 1, server(s) 130 may also commusieate with one or
more content servers over network 170, For example, server(s) 150 may send reguests o
a map database and/or map server for retrieving portions of GIS data 140. For example,
GIS data 140 may include map data including, but not limited to, elevation data,
longitude/latitude data, and GPS coordinates. The provided map data can be stored in, for
example, a database of map information communicatively coupled to server(sy 130.
Aliernatively, or in addition 1o, one or more third-party map data services can be used o
provide the map data to server(s) 150,

6628} In an embodiment, server(s) 130 determines descriptive features associated with
the geographic {L.e., latitude/longitude) data points that should be displayed and generates
a compressed file in a Keyhole Markup Language (KML), which may be referred to as a
SKMZ” file. The KML may include description of user-generated overlays of GIS data,
in a language such as KML. These kinds of overlays include, but are not limited to:
geolocated icons, geolocated image overlays to be draped over the depth-image, lines,
polygons, tracks, and tours. The KML language allows users to generate their own
content, and position it in 3. This markap can be shared across the GIS system and this
new rendering technigue. Such descriptive features may be stored as map layer data in
database 1680 or some other storage location accessible to server{sy 150. The map layer
data may include, for example, a database of restaurants, museums, national monuments,
and/or other places of interest. Server(s) 150 may then transmit both images {e.g,, in the
form of image tiles) in addition 1o descriptive features corresponding to the
latitude/tongitude data points within the bounding box over network 170, Additional
details of KML and KMZ files would be apparent 10 8 person skilled in the relevant ant
given this description.

16029] Moreover, KML may also enable a user (o specify a tour.  Tours enable scripted
camera motion through the panoramas and other GIS data. The KML language allows
users io encode for flight-paths through the environment, and as such, the system for
choosing which panoramas to fetch, process and render must be decoupled from user-

input, to allow for scripted camera motion to trigger panorama changes, efc.
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in an embodiment, browser 120 can implement mapping modude 125 o render
and navigate GIS data 140 in a 3D environment that includes a three dimensional model
of the Earth, As will be described in further deigil below, GIS data 140 can be used to
render and display sireet level panoramic images in a display area of a graphical user

interface {GUI) of browser 120 from the perspective of g virtual camera,

Exampie GUI

FIG. 2 shows an exemnplary GUI 200 of a geospatial browser {e.g., browser 120 of
FIG. 1, deseribed above), according 10 an embodiment. In the example shown in FIGL 2,
geographic data 1s shown in z display area 210, In an embodiment, display arca 210 uses
a viewport embedded within the geospatial browser to present the geographic data from
the perspective of a virtual camera. In an embodiment, the perspective is defined by a
view frustum such as, for example, a truncated three~-dimensional pyramid. Geographic
data within the view frustum can be displayed at varving levels of detail depending on s
distance from the virtual camera. Example geographic data displayed in display avea 210
includes images of the Farth. | is noted that images of other planets (c.g., Mars) and/or
celestial bodies (g.g., the Moon) may also be displaved in display area 210, For example,
these images can be rendered onio a geometry representing the Eanth's terrain crealing @
three dimensional model of the Earth., Other data that may be displayed include three
dimensional models of buildings corresponding to city blocks,

User interface 200 includes controls 220 for changing the virual camera’s
orientation, Controls 220 ensble a user to change, for example, the virtual camera’s
altitude, latitude, longitude, pitch, vaw and roll.  In an embodiment, controls 228 are
wanipulated using a8 computer pointing device such as a mouse. As the virtual camera’s
orientation changes, the virtual camera’s frusturn and ihe geographic information/data
displayed also change. In addition to controls 220, a user can also control the virtual
camera’s orieniation using other computer input devices such as, for example, a computer
kevboard or a joysiick.

In the example shown, the virtual camera has an aerial perspective of the Earth,
In an embodiment, the user may select a target corresponding o a geographical Jocation
on the Farth by selecting an appropriate position within display area 210, The virtual
camera may then incrementally zoom down to a lower altitude based on the sclected

target. A threshold altitude near ground-level may be reached that can be used to infer
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that the user intends o view ground-level objects up close. For example, near ground-
fevel, where satellite imagery may become blurry or less useful, several factors may be
taken into account to infer such user intent. Such factors can include, but are not limited
10, proximity © the ground, the motion of the virtual camers, and user input (e.z., mouse
movemenis},

In an embodiment, display area 210 can be used to display street level images
associated with a geographical location. For example, the street level images may
comprise photographs of buildings and other features that are presented 10 a user from a
sireet level perspective {e.g., 2 person walking on the street at the geographic location) as
compared (0 a top-down aerial perspeciive. Further, street level Images are panoramic
images such as, for example, 360-degree panoramas centered at the geographic location
associated with an image. In an embodiment, cach panoramic sireet level image may
comprise a plurality of photographs representing  different perspectives from a
geographical vantage point.

In an embodiment, controls 220 may be sutomatically updated once the threshold
altitude, as described above, 18 reached so as to provide a visual indicator, such as a
contrel button, for enabling ground level navigation that, when selected, changes the
appearance of displaved agerial satellite imagery in areas where panorama dala is
available. For cxample, streets with available panorama data may be highlighted. In
addition. updated controls 220 may enable the user to activate a street level view of the
geographic location in display area 210 by further seleciing a point on the image. Whena
point is selected by the user, a characier or gvatar icon can be displayed in the image at
the point.

In a further embodiment, the avatar ivon can include an Indicator of which
direction the avatar icon is facing. The viewing direction and orientation of the virtual
camera and thus, the visual representation of the panorama within the viewport, can be
configured to match the orientation of the avatar icon. In an embodiment, the viewport of
display area 210 presents a panoramic image of the selected geographic area. The user
can click and drag (e.g., using an input device such a5 g mouse) the image directly within
display arca 210 in order to change the viewing direction of the virtual camera so as to
iook around 360 degrees. (ontrols 220 can be used as navigation controls or inputs in

order to, for example, zeom and pan within the three-dimensional virtual enviromnent.
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Example Mapping Module

FIGL 3 s an architecture diagram of an sxemplary mapping module 380 of a IS,
according to an cmbodiment. For case of oxplanation, mapping module 300 will be
doscribed with respect to GIS system 100 of FIG, 1. as deseribed above. For example,
mapping module 300 may be used to implement mapping module 125 of browser 120 of
system 100, However, ernbodiments are not intended to be limited thereto,

fn an embodiment, mapping module 300 includes a user interaction module 318, a
GUI 312, g target module 314, g path planner module 316, a path motion module 318, a
motion wodule 320, a local memory 330, a cache nede manager 340, 8 rendering module
353G, a network interface 365, and a display interface 380, In an embodiment, cache nede
manager 340 includes an hmage feicher 322 and refrieval Hst 3435, In an alternative
embodiment, image fetcher 322 may be included in renderer meodule 356, Renderer
module 350 ncludes a GIS manager 3724, polygon generaior 326, and iessellator 328,
Local memory 338 includes a view specification 332 and guad node tree 334, Cache
node manager 340 includes a retrieval hist 345,

In an embodiment, the components of mapping module 300 can be Implemented,
for example, as software running on a client machine. Mapping module 33 interacts
with one or more GIS sorvers {o.g., server(s) 150 of FIG. 1, a8 doscribed above} to
refrieve images of the Barth and other geospatial information/dsta for viewing by a user.
Together, the images of the Eanh and other geospatial data form a three dimensional
meddel in a three dimensional envirenment.,  In an embodiment, software objects are
grouped according to functions that can run asynchroncusly {(e.g., time independently)
from one gnother.

fn general, mapping moedule 300 operaies as follows. User interaction module 310
eceives user mput regarding a location that g user desires to view and, through motion
module 320, constructs view specification 332, Rendering engine 350 uses view
specification 332 {o decide what data is 10 be drawn and draws the data. Cache node
manager 340 runs i an asynchronows thread of control and builds a quad node tree 334
by populating it with quad nodes retrieved from a remole server via a network {eg.,
network 170 of FIG. 1, as described above).

In an embodiment of user interface module 318, a user inputs location information

using (YU 312, For exampie, GUE 312 may be implemented using GUE 200 of FIG. 2, as
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cscribed above.,  The nser ipput results, for example, in the generation of view
specification 332, View specification 332 can be placed in local memuory 330, where it is
used by rendering engine 350,

Motion module 328 uses location information received via GUI 312 to adjust the
position and/or orientation of a virtual camera. In an embodiment, motion module 320
constructs view specification 332, as noted above.  The virtual camera is used, for
example, for viewing a displaved three-dimensional model of the Earth in a2 thres-
dimensional environment. A user may view a displayed three dimensional model on g
display device {e.g.. a CRT computer montior or LOID soreen) from the standpoint of the
virtual camera.  In an embodiment, motion moedule 330 also determines view
specification 332 based on the position of the virtual camera. the orentation of the virtual
camera, and the horizontal and vertical fields of view of the virtual camers.

Yiew specification 332 defines the virtual camera’s viewable volume within 2
three dimensional space. In an embodiment, the viewable volume may be a view frustum
{or simply “frustum™), and the position and orientation of the frustum with respect, for
example, 1o a three dimensional map. In an embodiment, the frustum is in the shape of a
pruncated pyramid, as mentioned above., The frustum has minimum and maxunom view
distances that can change depending on the cwrrent field of view. As a user’'s view of g
three dimensional rap s manipulated using GUI 312, the orientation and position of the
frustum changes with respect to the 3D virtual onvironment.  Thus, as user input is
recetved, view specification 332 changes.  As noted above, view specification 332 i3
placed in focal memory 330, where it is used by renderer module 350

In an embodiment, renderer modole 350 draws data from the perspective of the
virtual camera, as described above.  Also as described gbove, the viriual camers'’s
perspeciive represents the viewpoint of the user viewing conterd on a display, such as, for
exarnple, an LUD display screen. Content information corresponding to the GIS data ean
be displaved at varving levels of details depending on its distance from the virual
camera.  Such content information may comprise any type of digial media content
inciuding, but not limited 1o, imagery of real-world scenes captured from a video camera
or computer-generated imagery, such as, for example, imagery of virtual scenes from &

video game.
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In an embodiment, the user can manipulate the user’s viewpoml of the frustum
using an input device, such as, for example, a joystick or frack-pad. In an embodiment,
user interaction medule 310 receives the user input and sends it directly to renderer
module 3530, Based on the received user input from user input module 2190, renderer
module 350 changes, in real-time, the orientation and position of the frustum. Further,
renderer module 330 can use 2 model-view matrix (or simply “view matrix™) (o specify
the position and orientation of objects within the viewable content area with respect to the
virtual camera. For example, the objects may be digital models of objects within a scene
reprasented in a street level image. The virtual camera also has a position and orientation
in three-dimensional space that is used as a reference point to create the view mairix that
will be applied to the models or objects in the scene. The view matrix franslates and
rotates objects to place them in three-dimensional space relative to the virtnal camera,
where the camera i at the origin. A person skilled in the relevant art given this detailed
description would appreciate that any of a number of various ways can be used 10 create a
view matrix for a media frame.

In accordance with one embodiment, view specification 332 apecifies parameters
of the virtual camera from the model-view matrix of the current 3D model to be drawn.
Such camera parameters generslly specify the posttion and orientation of the viriual
camera in three-dimensional space. Such parameters can include, but are pot limited to,
directional coordinates, {e.g.. latitude, longitude, north, south, in-between), altitude and
pitelviilt {e.g., level, down, up, in-between), vaw/rell {e.g., level, ult clockwise, 6l
counterclockwise, in-between), horizonial field of view, and vertical field of view,

In one example operation, and with the above camera parameters in mind, assume
the user presses the lefi-arrow (or right-arrow) key. This would signal motion module
320 that the view should move Ieft (or nght). Motion mwodule 320 implenments such a
ground level “pan the camera”™ type of control by adding {or subtracting) a small value
(c.g., one degree per arrow Key press) to the heading angle. Similarly, to move the virtual
camera forward, the motion module 320 would change the X, Y. Z coordinates of the
viriual camera’s position by first computing a unit-length vector along the view direction
{(HPR) and adding the X, Y, 4 sub-components of this vector to the camera’s position
after acaling cach sub-component by the desired speed of motion. In these and simtlar

ways, motion module 320 adjusts view specification 332 by incrementally updating XYZ
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and HPR to define the new view position ““just after a move.” In this way, motion
module 320 is responsible for navigating the virtual camers through the three dimensional
environment.

180481 According 1o an embodiment, a set of panoramic images is retrieved from the
server({s) based on a current field of view assoclated with a virtual three-dimensional (303}
environment used by the GIS to display images of real world scenes. As will be
described in further detail below, depth values associated with each panoramic image can
be used to create 3D geometry for each frnage. The 3D geometry may be, for example
and without limitation, a coarse mesh of polygons (e.g., iriangles} that can be rendered
with photographic textures in the virtual 3D environment. In an embodiment, the depth
information and the photographic textures associated with each panoramic image may be
streamed from one or more server(s) {e.g., server(s} 150 of FIG. 1, as described above} to
a client {e.g., chient 110 of F1G. 1, as described above) in which mapping module 300 is
implemented over a network {(e.g., network 170 of FIG. 1, as described above).

180349] In an embodiment, image fetcher 322 is operable to retrieve the set of panoramic
image associated with geographic locations within the GIS. For example, a geographic
focation may comrespond to a point selected by the user on a map displayed in the display
area of & geospatial browser, as described above. Further, the panoramas may include
latitude/longitude  information, GPS  coordinates, and/or other geographic data
corresponding a particular geographic location. Image fetcher 322 may communicate
with the server(s) over the network to retrieve the panoramic images and any information
associated with the panoramic images. It is noted that the panoramic images may also be
stored in a memory of the client. [mage fetcher 322 may then retricve the stored
pancramic image from memory as necessary. In an altemative embodiment, image
fetcher 322 may be implemented i renderer module 350,

00560} {n an embodiment, each panoramic image is stored as a multi-resolution hierarchy
of image ties. In an embodiment, the multi-resolution hierarchy of image tiles may
tnclude a hierarchy of images corresponding to the panoramic image with increasing
tevels of detail. Images of different levels of resolution are subdivided into a serigs of
sub-images or “iile” data objects. In an example, three different copics of an image with
a high level of detail {c.g., 1024 pixels) may be divided into a different number of tiles

representing different levels of detail.  The resolution of cach sot of tiles can be re-
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sampled such that cach tile has the same mumber of pixels. The sets of tiles devived from
the three different image copies may be used to define regions at different levels of
specificity.  Additional aspects of such multi-resolution image tiles would be apparent t©
a person skilled in the relevant art given this descripﬁom

In an embodiment, image tiles may be retrieved by image fetcher 322 for the
panoramic image io be rendered. The rendered or to be rendered panoramic image may
be referred to herein as the “active” panoramic image or panorama. In addition, image
fercher 322 may also rewrieve {or “pre-fetch™) image tiles for panoramic images that
correspond {e geographic locations that neighbor or are in close proximity to the
geographic location of the active panoramic image. Such pre-fetched panoramas may be
referred to herein as “neighboring” panoramic images or panoramas. In an embodiment,
the image tiles retrieved for the active panorama are at a higher resolution than those of
the neighboring panoramas. Lower-resolution image tiles may be retrieved for
neighboring panoramas since they may not necessarily be rendered. This is also helps to
reduce latency and the amount of memory required to store such images, as the lower-
resolution images have a smaller file size than higher-resolution tiles.

As a feature, in the case where there exists large amounts of excess bandwidih and
computational power on both the client and server sides, it may be destrable to prefetch
adjacent panoramas at full reselution to further reduce fetching time and scene resolving
artifacts like popping. However, a tradeoff of fetching pancramas at full resolution is that
the network traffic and server effort may be wasted if these panoramas are never viewed.
Yo optimize this tradeoff, a heuristic that determines the probability that a panorama will
be viewed may be used. Additionallv or alternatively, a heuristic that determines the
likely order in which the panoramas will need to be fetched may be used.  Using the first
heuristic, one embodiment reduces the resolution of the panoramas that are prefotched
based on the probahility heuristic. Additionally, the prefetches are sequenced {due to
limited bandwidth) according to the use-order heuristic.

These two related heuristics: “viewing probability” and “view order”™ may be
constructed by looking at the graph-theoretic depth from the currently active panorama
{i.e. how many links distant), and the relationship between the camera orientation and the
direction of travel towards those other panoramas. For example, a panorama one link

away is more likely to be needed than a panorama that is two links away. Likewise, a
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panorama that is in the view direction 1s more likely to be needed than one behind the
User.

{B0584] As noted above, each panoramic image can be associated with depth information
corresponding to image objects at vartous points within a scene represented by the umnage,
according to an embodiment. The depth information can include, for example, depth
values that describe the proximity of an image object to a first position. The first position
can be, for example, the position of a camera vsed {0 capture the image. In an
embodiment, the surface of the image object may be represented as a collection of points.
Fach point, in turn, may be represented as a vector, whereby each point is stored with
respect 1o its distance to the camera, and its angle with respect to the direction in which
the camera is pointed.

[B085] The depth information may be collected in a variety of ways, including, but not
imited to, using a laser range finder and image matching. In an embodiment, camera
arrangements employing two or more cameras, spaced slightly apart vet looking at the
same scene may be used. According 1o an embodiment, image matching is used to
analyze slight differences botween the images captured by each camera in ovder t©

stermine the distance at each point in the images. In another embodiment, the distance
information may be compiled by using a single video camera, mounted on a vehicle and
fraveling at a particular velocity, to capture images of scenes as the vehicle moves
forward. A laser range finder may also be used in combination with the camera taking
the image. By using image maiching, the subseguent frames of the captured images may
be compared to extract the different distances between the objects and the camera. For
example, image objects located at a further distance from the camera position will stay in
the frame longer than image objects located closer to the camera position.

16656} Although some formats may be more advantageous than others, embodiments are
not limited o any particular format of storing the depth information. In an embodiment,
the depth information is sent from a server as a depth map comprising a grid of discrete
values, where each element of the grid corresponds with a pixel of a two-dimensional
image. The value of the depth map at each pixel may represent the distance from a first
position to an image object. For example, the value of the depth map at each pixel may
represent the distance from a camera position, of the carera used to capture the unage,

and the image object represented in the image. [t would be apparent to a person skilled in
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the relevant art given this description that any onc of varicus fle formats may be used for
such a depth map. For example, the depth map may be stored as an extensible mavkup
fanguage (XML} file. In an embodiment, the depth map and other information associated

ith the panoramic image can be stored independently of the image itself.

In an embodiment. polygon gensrator 326 generates a three-dimensional mesh of
polygons {e.g., triangles) for a panoramic image based on a depth map associgted with the
panoramic image. In an embodiment, polygon generator 326 uses tessellator 328 1o
tessetlate & 3D model corresponding to the panoramic image with polygon geometry
having depth values al each vertex. The deunsity of the three-dimensional mesh may be
generated 50 as o match the density of the depth map (e.g., 33x256)

In an embodiment, tessellator 328 uniformly tesselistes the depth map to form the
ithree-dimensional mesh of polvgons.  In altemnative embodiment, tessellator 328
adaptively tessellates the depth map according to one or more properties associated with
ohject surfaces represented by the geometry of the 31 model. For example, the object
surfaces may correspord to imapge objects in the scene represented by the panoramic
image. Such propertics may include, but are not himited to, planarily and size of a given
surface. An advantage of such an embediment i3 improved rendering performance on
low-power computing devices {e.g., laptops or mobile devices),

In an embodiment, renderer module 350 renders a textured version of the 313 mesh
using photographic textures based on the active pancorama 1o be rendered in the 3D
environment. In an embodiment, renderer module 330 projects image tiles associated
with the active panoramic image onto the 30 mesh. As described above, the image tiles
may be stored at various resclution levels. Therefore, the textured 31 mesh can be
rendered gt various reschuion levels by renderer module 330, according io an
embodiment. Further, the textured 3D mesh is rendered by renderer module 350 with the
3D environmeni displayed to the user via GUI 312, The operation of renderer medule
350 is described in further detatd below.

fnstead of blending hetween multiple images to generate novel viewpoints as in
convention image-based rendering approaches, the 3D geometry is ussd fo generate a
warped view of a single panoramic image. This more fithiully reproduces the scene
{.g.. by not blending between mis-registered pixels) and maintains contexi while the

virtual camera is in motion within the 3D environment through correct parallex. In
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addition, as the virtual camera transitions 10 a new panorama, renderer module 350 s
configured to fade between the panoramas over a short time period, which prevents the
user from seeing two blended images.

In an embodiment, information asseciated with each panoramic image also
includes metadata. The metadais may be vsed to specify information associated with a
panoramic image including, but not lmited to, a position of a carnera {(e.g., yaw, pitch,
and roll), GPS coordinates, and an panorama identifier (e.g., a string valueg that identifies
the panorama in the GIS) In an embodiment, the metadata of each panoramic image also
includes connectivity information that speeifies a link o one or more neighboring
panoramas. In an embadiment, a directed graph of linked panoramas can be constructed
based on the connectivity information included in the metadaia of each panoramic image.
Such a directed graph can then be used to guide a user of the GIS along these links.

In an example, such links correspond to a strect network n the virtual 3D
environment of the GIS and the panoramic images represent different street-level views
along the streets of the network. I an embodiment, GUI 312 can be used to provide
navigation contrels {0 enable a user o navigate within the 3D environment between
various locations and viewpoints asscciated with the panoramic images. For example,
additional controls may be rendered a5 a three-dimensional overlay with the textured 3D
madel of the panoramic image. The three-dimensional overlay can include a navigation
control that enables a user to chauge the virtual camera’s position within the 3D
envirorument 1o navigate between locations associated with the different panoramic
images.

As described above, each panoramic fmage moay be associated with a geographic
location and may include a set of geographic coordinates {e.g., latitude/longiiude
coordinates) corresponding to the geographic location, In an embodiment, GIS manager
324 is conligured o geo-locate cach pancramic image within the GIS based on the
geographic coordinates included in the metadata.  Accordingly, the geographic
coordinates associated with cach panoramic image may be utilized such that movement in
the virtual 31 environment can correspond 1o movement in the real world as depicted in
the panoramic 1BAges.

In an embodiment, target roodule 314 determines a larget ocation n the three-

dimensional environment. o one embodiment, target module 314 accepts an wput from g
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user that specifies a target location, such as an address or coordinates.  In another
embodiment, target module 314 may recetve posttion dalg represonting a postiion on &
viewport selecied by a user, exiend a ray based oun the position selected by the user, and
determine the target location to be an intersection of the ray with an obiect in the three-
dimnensional model.

Path planner module 316 determines a path along a representation of a street in the
three-dimensional environment. The path may span from a fivst position corresponding (o
an initlal location of the virtual camera 10 a second posiiion corresponding o the {arget
Iocation. Path planner module 316 determings the path to turn at an intersection in a
representation of 4 street network in the three-dimensional envivonment. At the turn, path
plarmer modude 316 may interpolate a spline at the turn in the path to smooth motion of
the virtual camera.

Path motion modale 318 moves a virtual camera in the three-dimensional
gnvironment toward the target location along the path and orients the virtual camera o
face the target location as the virtual carmera moves along the path. Path motion madule
318 may use the path to prefetch geographic information from a GIS server {(eg.,
server(s) 150 of FIG. 1, as desoribed above).

According to an cmbodiment, the targst module 314 aufomatically chooses the
best possible panorama for a given viewpoint and view direction of the virtual camera in
the 3D eovironment. Further, for areas in the 30 environment in which there may be
{ittle or no coverage, the viewpoints may be restricted to a smaller set of known-good
regions. Such known-good regions may correspond 1o, for example, a camera posttion
used 10 capiure a particular panoramic image. For exampile, the known-good regions may
tend 10 be near the centers of panoramas. In an embodiment, guad node tree 334 can be
used on top of the directed graph of linked panoramas to spatially partition the
panoramas.  Quad node tree 334 can then be used to perform operations such gs, for
examnple, quickly finding the nearest panorama associated with a particular geographic
location and the given viewpoint and view dircction in the 3D ecnvironment, as noted
above. Aspects of quad node tree 334 are described in further detail below.

FIGS. 4A-413 show exemplary image frames 400A-4000 rendered using textured
3D meshes in a 3D environment, according to an embodiment. Each image frame

corresponds to a difforent viewpoint within the 30 environment a3 a virtual camera is
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moved along a representation of a sireet.  In this example, the virtual camera starls at
4004, proceeds to 4008, then to 4000, and stops at 400D, The 3D effect can be seen by
comparing the relative motion of the foreground and background buildings in each frame
as the virtual camera progresses from one frame to the next. lu particular, the foreground
buiidings appear 1o move a much greater distance than the background buildings in the
distance.

Further, 1o provide a smooth user experience over slow networks, the neighboring
pancramas may be pre-feiched by image fetcher 322 using a breadth-first traversal of the
panorama comnectivity graph.  As the user moves (0 the nearby panoramas {e.g., using
navigation controls provided in GUT 312), the image and gssociated data may already be
fetched by image fetcher 322, This allows switching between panoramas only after the
resources assoctated with a pancrama have been loaded, therchy proventing image
“nopping” as the images are rendered by renderer module 250, 1n addition, due to limited
network bandwidth, tmage fetcher 327 may utilize a prioritization scheme for these
fetches based on, for example, proximity, speed, and view direction of the virtual camera
in the 3D environment.

In an embodiment, a neighboring pancramic image is sutomatically rendered in
the 31 environment as the user moves along a path between the panoramic images. The
path may be, for example, a representation of a street in the 3D environment. As noted
above, image tiles for the neighboring panoramic image may be stored {e.g., In a cache
memory} at a lower resolution. However, as the 313 mesh {e.g., also siored in the cache
memory) generated for the neighboring panorama is rendered in the 3D enviromment, it
may he textured with corresponding image tiles at higher resolutions.  As npoted
previously, renderer module 350 can fade between rendered portions of the currently
active panorama and the neighboring, or soon to be active, panorama such that the user is
presented a visually smooth transition from one panorama to the next.

In an example, the panoramic image data may be streamed. Image fetcher 322
may maintain & metadata graph and stream portions of panoramic image data based on the
metadata graph. The streaming may operate as follows. lmage foicher 322 ensures that
the appropriate metadata has been fetched for nearby panoramas in the graph based on the
position of the virtusl camera as well as the I of the currently rendering panorama. In

one embodiment, image fetcher 322 traverses the connection metadata to a specified
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depth, ensuring that all position, connectivity, and other metadata has been fetched for all
panoramas in the nearby vicinty of the graph. H image ficher 322 crawls the graph and
finds 2 panorama & with metadata indicating s connection 10 another pancrama B, 1 the
metadata has not vot been fetched for B, 2 roguest s gonerated and sent o the server. In
another embodiment, the server provides a spatial query in the form of a tile. When atile
etch is sent, the metadata for all pancramas inside that tile may be refurned. In the update
step, the camerg position is examined, and the proximily o adjacent tles is caleulated. If
the view is considered o be sufficiently proximal to one or more tiles, those tiles are
requested from the server. When they return, the metadata is unpacked and added © the
1o the wetadata graph maininined by image fetcher 322

According ¢ an embodiment, renderer module 330 has cycles corresponding to
the dispiay device’s video refresh rate {e.g.. 60 cyeles per second). In one particular
embodument, renderer module 330 performs a cyele of (1) waking up, {1} reading the view
specification 332 that has been placed by motion module 320 in a daa structure accessed
drawable data contained in the quad nodes residing in quad node tree 334, The drawable
data may be associated with a bounding box {e.g., a volume that contains the data or other
such identifier). If present, the bounding box is inspected to see if the drawable data i3
potentially visible within view specification 332, Potentially visibie data is drawn. while
data known not 1o be visible is ignored. Thus, the renderer uses view specification 332 t©
determine whether the drawable payload of a quad node resident in quad node tree 334 s
not 1o be drawn, as will now be more fully explained.

Initdally, and in acoordance with one embodiment of the present invention., there is
nie data within guad node tree 334 to draw, and renderer module 350 draws a star Held by
default (or other sultable default display mageryy. (Quad node tree 334 is the data soures
for the drawing that renderer 350 does except for this star ficld, Renderer module 3350
traverses guad node free 334 by attempting 1o access each quad node resident in goad
node tree 334, Fach quad node is 2 data structure that has up o four references and an
optional payload of data. I a guad node’s payload is drawable data, renderer module 350
will compare the bounding box of the payioad {(if any) against view specification 332,
drawing it so long as the drawable data is not wholly ouiside the frustum and is not

considered inappropriate to draw based on other factors. These other factors may include,
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for example, distance from the camera, tilt, or other such considerations. If the payload is
not wholly outside the frustum and 8 pot considered nappropriate o draw, renderer
maodule 35G also atterapts 0 access each of the up o four references in the quad node. If
a reference is to another quad node in local memory (e.g.. memory 330 or other local
memory), renderer module 358 will attempt o access any drawable data in that other
guad node and alsoe potentially attempt 1o access any of the up to four references in that
other quad node. The renderer module’s atterupts to access each of the up to four
references of 8 guad node are detected by the guad node tiselfl

{8741 As previously explained. a guad node is a data structure that may bave a payload
of data and up to four references to other files, each of which in turn may be a quad node.
The files referenced by a quad node are referred to herein gs the children of that guad
node, and the referencing quad node is referred to herein as the parent. In some cases, a
file contains not only the referenced child, but descendants of that child as well. These
aggregates are known as cache nodes and may nchade several quad nodes.  Such
aggregation fakes place in the course of database construction. In some instances, the
payload of data is cmpty. Each of the references to other files comprises, for instance, a
filename and a corresponding address in local memory for that file, i any. Initially, the
reterenced files are all stored on one or more remote servers {e.g., on server(s) of the
(FIS), and there 18 no drawable data present on the user’s compater.

{9751 (Juad nodes and cache nodes have built-in accessor functions.  As previously
explained, the renderer module’s attempts 1o access cach of the up to four references of a
guad node are detected by the guad node fiself. Upon the renderer module’s attempt o
access a child quad node that has a filename but no corresponding address, the parent
quad node places {e.g., by operation of its accessor function) that flename onto a cache
node retrieval tist 345, The cache node retrigval list comprises a list of information
identifying cache nodes to be downloaded from a GIS server. If a child of 2 quad node
has a local address that is not null, the renderer module 350 uses that address in local
memory 330 to access the child quad node.

{80761 (uad nodes are configured so that those with drawable payleads may include
within their payvicad a bounding box or other location identifier. Renderer module 350
performs a view frustum cull, which corapares the bounding bos/location wentifier of the

guad node paviead (I present) with view specification 332, If the bounding bex 13
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compiletely disjoint from view specification 332 {e.g.. none of the drawable data is within
the frustumy), the payload of drawable data will not be drawn, even though it was already
retrieved from a GIS server and siored on the user’s computer. Otherwise, the drawable
data is drawn,

64771 The view frustum cull determines whether or not the bounding box (if any) of the
guad node paviead is completely disjoint from view specification 332 before renderer
module 350 traverses the children of that quad node. 1Y the bounding box of the guad
node is completely disjoint from view specification 332, renderer module 350 does not
attempt fo access the children of that quad node. A child quad node never extends
beyond the bounding box of iis parent quad node. Thus, once the view frustum cull
determines that a parent quad node is completely digjoint from the view specification, it
can be assumed that all progeny of that quad nede are also compictely disjoint from view
specification 332,

{BGT8] Quad node and cache node payloads may contain data of vanious types. For
example, cache nodc pavioads can contain satellile images, toxt labels, political
boundaries, 3 dimensional vertices along with point, line or polygon connectivity for
rendering roads, and other types of data. The amount of data in any quad nede payload is
fimited 10 a maximum value, However, in some cases, the amount of data needed to
describe an area at & particular resolution exceeds this maximum valpe. In those cases,
such as processing vector data, some of the data is contained in the parent payload and the
rest of the data at the same resolution is contained in the pavicads of the children {and
possitly even within the children’s descendents). There also may be cases in whick
children may conlain data of either higher resolution or the same resolution as their
parent. For example, a parent node might have two children of the same resolution as that
parent, and two additional children of different resolutions {e.g., higher) than that parent.

{379] The cache node manapger 340 thread, and each of one or more network loader 363
threads, operate asynchronously from renderer module 350 and user interaction module
310, Rendersr module 330 and user inferaction module 310 can also operate

asynchronously from each other, In some embodiments, as many as eight nelwork loader

g

i,

365 threads are independently executed, cach operating asynchronously from renderer
modide 350 and user interaction module 3190, The cache node manager 340 flwead builds

uad node tree 334 in local memory 330 by populating it with guad nodes retrieved from
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GIS server(s). Quad node free 334 begins with a root node when the cliend systems is
launched or otherwise started. The root node contains 8 filename (but no corresponding
address) and no data payload. As previously described, this root node uses a buiit-in
accessor function to self-report to the cache node retrieval list 345 after ©f has been
traversed by renderer module 350 for the first time.

130861 in each network loader 363 thread, a network loader traverses the cache node
retrieval list 345 {which in the embodiment shown in FIG. 3 is included in cache nede
manager 340, but can also be located in other places, such as the local memory 330 or
other storage facility} and requests the next cache node frorn the GIS server(s) using the
cache node’s filename. The network Joader only requests files that appear on the cache
node retrieval Hst. Cache node manager 340 allocates space in local memory 330 {or
other suitable storage facilityy for the returned file, which is organized into one or more
new guad nodes that are descendents of the parent quad node.  Cache node manager 340
can also deerypt or decompress the data file returned from the (IS server(s), if necessary
(e.g., to complement any encryplion or compression on the server-side). Cache node
manager 340 updates the parent guad node in quad node tree 334 with the address
corresponding to the local memory 330 address for cach newly counstructed child quad
node.

{0081} Upon s next traversal of gquad node tree 334 and traversal of the updated parent
quad node, renderer module 350 finds the address in local memory corresponding to the
child quad node and can access the child guad node. This may be done separately and
asynchronously in renderer module 350, The renderer’s traversal of the child quad node
progresses according to the same steps that are followed for the parent quad node. This
continues through quad node tree 334 until a node is reached that {s completely disjoint
from view specification 332 or is considered inappropriate to draw based on other {actors
as previously explained.

HE: In this particular embodiment, note that there is no communication between the
cache node manager thread and renderer module 350 other than the renderer module’s
reading of the quad nodes written or otherwise provided by the cache node manager
thread, Further note that, in this particular embodiment, cache nodes and thereby quad
nodes continue to be downloaded until the children returned contain only pavioads that

are completely disjoint from view specification 332 or are otherwise unsuitable for
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drawing, as previcusly explained. Network intorface 360 (c.g., a network interface card
or transeeiver) is configured to allow communications from the client to be semt over a
network, and 1o allow communications from the remote servers} io be recetved by the
client. Likewise, display imterface 380 {c.g., a display interface card) is configured o
allow data from a mapping module 10 he semt to a dsplay associated with the user’s
computer, so that the user can view the data. Each of network interface 360 and display

interface 380 can be implemented with conventional technology.

Visual Artifacts

As noted above, it is possible that the panoramas used may present an accurate
visugl represeniation of 8 scene from only 2 single point-ofwiew {c.g., the original
position of the camera used fo capture the image). Conseguently, locations outside this
point may not be sccurate. As the three-dimnensional mode! may not be entirely accurate,
pixels may be mapped onio surfaces with incorrect depth, thereby producing artifacts that
may cause image objects to appear in warped or unusual ways., Recall that a depth map
may only store distances from a position of the camera. Due o this formatting of the
depth map, discontimutios may result from when the resuliing three-dimensional model is
viewed from perspectives other the perspective of the camera. These discontinuitics may
Jead to artifacts.  For example, to cover the discontinuities, artificial planes may be
inserted,  The artificial plancs may not accurately represent the real-world and cause
visual artifacts,

FIG. 5 is an image 300 showing an example of g type of visual artifact along the
edge of a bullding rendered using a textured 303 mesh, according 0 an smbodiment. In
the example shown in FIG. 5, image 300 includes a cutaway 1o the wireframe to show the
trigngles 502 associated with inaccurate depth information corresponding to objects in an
tmage. Visual artifacts, referred 1o herein as “skins,” are due {o triangles 3852, which are
created along the boundarics of depth discontinuiiies and then viewed from a different
angle,

Referring back to FIG. 3, mapping maodeie 300, including any combination or
sub-combination of ifs components, can utilize several fechniques to reduce or climinate
such artifacts. In an example, the image arca corresponding to the artitacts can be filled
with information from other cameras. In an embodiment, the panorama data may also

include information about which panorama(s) has the best view of a particular spot. This
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data can be utilized so as to fetch the relevant panorama(s) and fill in the area containing
the artifact. In another example, these areas may be treated as missing data.  In this
example, the edge may be tessellated with iriangles and then clamped to the back plane.
This example would require the skins be identified by, for example, applying a threshold
to determine depth discontinuity. The foregoing cxamples are provided for illustrative
purposes only and embodiments are not intended to be limited thereto. A person skilled
in the art would appreciate that other techniques may be used to reduce or eliminate such

image artifacis,

Method

{0086} FIG. 6 is a flowchart of an exemplary method 600 for rendering and navigating
panoramas within a three-dimensional virtual environment, according to an embodiment,
For ease of explanation, GIS system 100 of FIG, 1 and mapping module 300 of FIG. 3, as
described above, will be used to describe method 600, but is not intended io be limited
thereto. Method 600 begins with step 601 to determine which panorama to retrieve. The
panorama may be determined based on the view position, a metadata graph, or both. For
example, step 601 may include receiving a link to the first panorama from metadata
corresponding to another previcusly loaded panorama, and identifying the linked
panorama.

{80871 At step 602, a portion of a first panoramic image 1s received. As described above,
the first panoramic image may be associated with a geographic location.  Further, the
panoramic image may include or be associated with metadata and a depth map. Also as
described above, the metadata and depth map may be stored and retrieved separately from
the panoramic image. Thus, step 602 may also include retrieving the metadata and the
depth map associated with the panoramic image,

{G088] The metadata includes at least one link to one or more additional panoramic
images. For example, the one or more additional panoramic images may be neighboring
panoramas representing a street-level scene of a second geographic location in close
proximity to the first geographic location associated with the first panoramic image.
Further, the link beiween the panoramas may represent a sireet that connects the
respective geographic locations associated with the first panoramic image and the one or

MOre PAROramic images.
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[B89] In an embodiment, the panoramic image may be stored as a multi-reschution
hierarchy of images, as described sbove. Thus, retrieving the first panoramic 1mage in
step 602 may also include, for exarple, retricving a series of images grouped as tiles al
various levels of detail to be rendered or displayed in a GUI {e.g., GUI 312 of mapping
module 300, as shown in FIG. 3 and described above}. The image tiles may be retrieved
from one or more server(s) {e.g., server{s) 150 of FIG. 1, as described above) ina (I8
over a network (e.g.. network 170, as described above), as described above. In addition,
the retrieved or fetched tiles roay be stored, for example, a memory or other focal storage
focation at a client device {e.g., client 110 of FIG. 1, as described above}. Step 662 may
be performed by, for example, image feicher 322 of FIG. 3, as described above,

{80941 Method 600 then proceeds o step 604, in which a 313 mesh of polygons for the
first pancramic image is generated based on the depth map associated with the first
panoramic image. Siep 604 may be performed by, for example, polygon generator 326 of
FIG. 3, as described above. In step 606, the generated 3D mesh of palyvgons is rendered
within a virtual 3D environment based on a current field of view from the perspective of &
virtual camera. Step 606 may be performed by, for example, renderer module 350 of
FIG. 3, as described above. The rendering of step 606 1s described in greater detail with
respect to FIG. 7.

{60911 FiGG. 7 is a process flowchart of an excmplary methed 700 for rondering a 3D
mesh of polvgons for a pancramic frage based on an image depth map, according to an
embodiment. Like method 600, for ease of explanation, method 700 will be described
with respect to mapping module 360 of FIG. 3. Method 700 begins in step 702, in which
the depth map associated with the panoramic image is tessellated to form a 3D mesh of
polygons, as described above. Step 702 may be performed by, for example, tessellator
328 of FIG. 3, as described above. Method 700 then proceeds to step 704, which includes
projecting photographic images associated with the panoramic iimage onio the 3D mesh of
polygons o form a textured 3D mesh of polygons (e, a 3D medel}. The photographic
images may be in the form of image tiles retrieved from a server via a network (as o step
602 of method 608, described shove). Method 700 concludes in step 706, in which the
textured 3D mesh is rendered within a 313 virtual envivonment. Steps 704 and 706 may

be performed by, for example, renderer module 350 of FIG. 3, as described above.
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Referring back to FIG. 6, once the textured 30 model is rendered in the 3D
environment, method 600 can proceed o step 808, which includes enabling 2 user to
navigate io different viewpoints of the rendered 3D model in the virtual 3D environment.
For example, a GUI of a GIS used o present the 3D environment may include user
navigation controls for enabling the user to wavel along a representation of 3 sireet in the
3D environment in response to user input via the navigation controls.

Although not shown in FIG. 8, method 600 wmay include additional steps such as
determining a path along a represeniation of the street in the 3D environment and moving
a virtual camera along the determined path in response to user input. The virtual camera
may be moved from a first position corresponding to a st location associated with first
panoramic image to a second position corresponding 1o a second location associated with
a neighboring panoramic image in the 31 environment.  As described above, since the
panoramic images may be geo-located, movement in the virtual 3D world can correspond
o mmovernent in the photographic world as represented by the rendered panoramic images.
Further, portions of the neighboring panorama can be sutomatically rendered within the
3D envirorunent as the virtual camera is woved along the path from the first position to
the second position.  These additional steps may be performed by, for example, a
combination of the components of mapping medule 300 of FIG. 3, as deseribed above.

Une advantage of embodiments of methods 600 and 700 as described herein is
that such embodiments create an immersive 3D experience for g user of g GIS. The user
is presented a three-dimensional photographic experience of the real world that is
searnlessty imegrated with a virmual 3D environment {step 606 and step 706). Further,
embodiments enable the user o roam freely through the 3D envirownent (siep 608) so
that the user can experience a more natural free-form exploration of the environment than

existing Sysioms,

Example Computer System Irnplementation

Embodiments shown in FIGS, 1.3, 6, and 7. or any part(s) or function{s) thereof,
may be implemented using hardware, software modules, firmware, tangible computer
readable media having instructions stored thereon, or a combination thereof and may be
implemented in one or more corpputer systems or other processing sysiems.

FIG. & gdhustrates an example computer system 30U in which embodiments, or

portions thereof, may be implemented as computer-readable code. For example, client
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110 in FIG. 1 and mapping modole 300 of FIG. 3 cap be imoplemented in computer
systent 800 using hardware, software, firmware, tangible computer readable media having
instructions stored thereon, or a combination thereof and may be implemented in one or
more computer systems or other processing systems.  Hardware, software, or any
combination of such may embody any of the modules and components in FIGS. -3,

H programmable logic i3 used, snch logic may oxecule on g commercially
available processing platform or a special purpose device. One of ordinary skill in the art
may appreciate that embodimenis of the disclosed subject matter can be practiced with
varicus computer system configurations, including wulti-core multiprocessor systems,
minicomputers, mainframe computers, computer lnked or clustered with distributed
functions, as well as pervasive or miniature computers that may be embedded inw
virtually any device.

For instance, af least one processor device and a memory may be used io
implement the ghove described embodimenis. A processor device may be a single
processor, a pluralily of processors, or combinations thereofl Processor devices may have
one OF more processor “eores.”

Various embodiments of the invention are described in terms of this example
computer system 800, Afler reading this description, it will become apparent {0 & person
skilled in the relevant art how to implement the invention using other computer sysiems
and/or computer architectures.  Although operations may be described gs a sequential
process, some of the operations may in fact be performed iu parallel, concwrently, and/or
in a dstributed environment, and with program code stored locally or remetely for access
by single or multi-processor machines. In addition, in some embodiments the order of
operations mway be rearranged without departing from the spirit of the disclosed subject
inatier,

Processor device 804 may be a special purpoese or a general purpose processor
device, As will be appreciated by persons skilled in the relevant art, processor device 804
may also be a single processor in a multi-core/multiprocessor system, such system
operating alone, or in a cluster of computing devices operating in a cluster or server fanm.
Processor device 804 is connecied 1o a communication infrastructure 806, for example, a

bus, message queue, network, or multi-core message-passing scheme.
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6181} Cenmnputer system 800 also includes a main memory 808, for example, random
access memory {(RAM), and may also include a secondary memory 818, Secondary
memory 810 may include, for example, a hard disk drive 812, removable storage drive
814, Removable storage drive 814 may comprise a floppy disk drive, a magnetic tape
drive, an optical disk drive, a flash memory, or the like. The removable storage drive 814
reads from and/or writes t0 a removable storage unit 818 in a well known manner.
Removable storage unit 818 may comprise a floppy disk, megnetic tape, optical disk, etc.
which is read by and writien to by removable storage drive 814, As will be appreciated
by persons skilled in the relevant art, removable storage unit 8318 includes a computer
usable storage medium having stored therein computer software and/or data.

162} in aliernative implementations, secondary memory 810 may include other similar
means for allowing compuier programs or other instructions to be loaded into computer
svstern 800, Such means may include, for example, a removable storage unit 822 and an
interface 820. Examples of such means may include a program cariridge and cartridge
interface (such as that found in video game devices). a removable memory chip {such as
an EPROM, or PROM) and associated socket, and other removable stovage units 822 and
interfaces 820 which allow software and daia to be wansforred from the removable
storage unit 822 to computer system 800,

{6193] Computer system 800 may also include a comwmunications interface 824,
Communications interface 824 allows software and data to be transferred between
corputer sysierm 800 and external devices. Conynunications interface 824 may include 2
modem, a network interface (such as an Ethernet card), 8 communications pori, g
PCMCIA siot and card, or the like. Software and data fransferred vig communications
interface 824 may be in the form of signals, which may be electronic, electromagnetic,
optical, or other signals capable of being received by communications interface 824
These signals may be provided to communications interface 824 via a communications
path 826, Communications path 826 carries signals and may be implemented using wive
or cable, fiber optics, a phone line, a cellular phove link, an RP link or other
communications channels.

10184} In this document, the terms “compuier program mediom” and “computer usable
medium” are used to generally refer to media such a3 removable storage unit 818,

removable storage unit §22, and a hard disk installed in hard disk drive 812, Compuler
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program medium and computer usable medium may alse refer to memorics, such as main
memory 808 and secondary momory 810, which may be memory semiconductors {e.g.
DRAMs, ¢l

Computer programs {alse called computer control logic) are stored in main
memory 808 and/or secondary memory 819, Computer programs may also be received
vig conununications interface 824, Such computer programs, when executed, enable
computer syvstem 800 to implement the present inveniion as discussed hersin.  In
particudar, the computer programs, when executed, eunable processor device 804 to
implement the processes of the present invention, such gs the stages in the methods
illustrated by flowcharts 600 and 700 of FIGK. 6 and 7, respectively, discussed above.
Accordingly, such computer programs represent coniroliers of the computer system 800,
Where the invention is implemented using software, the software may be stored in a
computer program product and loaded into computer systemn 800 using removable storage
drive 814, interface 828, and hard disk drive 812, or communications interface 824.

Embodiments of the invention alse may be directed to computer program proeducts
comprising software stored on any computer useable mediumn,  Such sefiware, when
executed in one or more data processing device, causes a data processing device(s) to
operate as deseribed herein, Embodiments of the invention empley any computer useable
or readable medium. Examples of computer useable medivms include, but are not Hmited
o, primary storage devices {e.g., any type of random access memaory), secondary storage
devices {g.g., hard drives, floppy disks, CD ROMS, ZIP disks, tapes, magnelic storage
devices, and optical storage devices, MEMS, nano-iechnological storage device, etc.}, and
cormrnunication mediums (2.g., wired and wireless communications networks, local area

networks, wide area networks, intranets, ete).

Conclusion

The Summary and Abstract sections may set forth one or more but not all
exemplary embodiments of the present invention as conlemnplated by the inventor(s), and
thus, are not infended to limit the present invention and the appended claims in any way.

Embodiments of the present invention have been described above with the aid of
functional building blocks illustrating the implementation of specified functions and
relationships thereof.  The boundaries of these functional building blocks have been

arbitrarily defined herein for the convenience of the description.  Alternate boundaries
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can be defined so long as the specified functions and relationships therpef are
appropriately performed.

{B169] The foregoing description of the specific embodiments will so fully reveal the
general nature of the invention that others can, by applying knowledge within the skill of
the art, readily modify and/or adapt for various applications such specific embodiments,
without undue experimentation, without departing from the general concept of the present
invention. Therefore, such adaptations and modifications are intended to be within the
meaning and range of eguivalents of the disclesed embodiments, based on the teaching
and guidance presented herein. ¥t is to be understood that the plraseclogy or terminology
herein is for the purpose of description and not of limilation, such that the terminology or
phraseclogy of the present specification is to be imerpreted by the skilled artisan in hight
of the teachings and guidance.

Biigy The breadth and scope of the present invention should not be limited by any of the
above-described exemplary cmbodiments, bul should be defined only in accordance with

the following claims and their equivalents.
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WHAT IS CLAIMED IS:

i A computer-implemented method for renderning and navigating photographic
panoramas 1o an interactive vivtual three-dimensional environment, comprising:

refrieving, using one or more compating devices, a first panoramic image associated
with a first geographic location, the first panoraroic image having first mctadata that includes
a first Hnk o ove or more-panoranic images associated with a second geographic location
and a first depth map, the first depth map including a plurality of different depth values, each
depth value associated with corresponding iroage objects af various poinds within a scene
represented by the first panoramic image, wherein cach depth value inclodes a respective
distance of the corresponding froage object from a vivtual camera and a respective angle with
respect to the direction in which the virtual camera is pointed;

gencrating, by the one or more computng devices, a fivst three-dimensional model for
the first panoramic image based on the first depth map associated with the {irst panoranne
imnage; and

projecting, by the one or more computing devices, at least a portion of the fivst
panoranic imnage onte the generated first three-dimensional model to form a fivst three-
dunensional model of the first panoramic iroage.
2. The rocthod of clasm 1, hurther comprising:

rendering, by the one or more computing deviees, the first three-dimensional model of
the first panoramic imnage at a first level of detatl within the three dimensional environment
based on a viewable volume of a cwrrent field of view associated with a viewport that
displays the three-dimensional environment from a perspective of a virtual camera, wherein

the first level of detadd is based on a resolution of the first panoramic tmage.

prs;

The method of claim 1, further compnsing:

refrieving, by the one or more computing devices, the one or MOTe Panoramic images
based on the first metadata of the first panoramic irnage, the one o roore panoTamic Inages
being at a second leve] of detail and having a second depth map corresponding 1o image
objects and second metadata that includes a second link to a third panoramic irnage
associated with a third geographic location;

generating, by the one or morne computing devices, a second three-dimensional model

for the one or more panoramic imnages based on the second depth roap associated with the one
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Of TROTC panorainic images, the sccond depth map including depth values associated with
wnage objects 1o a second sceoe represenied by the oue oF woTe panoranic ruages;

projecting, by the one or more computing devices, at least a portion of the one or
more pasorarmc images onto the geoerated second three-dimensional medel to form a second
three-dimensional model of the one or more panoranne images; and

storing, by the one or more computing devices, the second three-dimensional roodel
of the one or more panoramic images i a memory so that the second three-dimensional
moddel of the one or more panoramuc irpages is available for subsequent incremental
SECAMIng i response I0 a user navigation request to view the second three-dimensional
model of the ong or more panoramic images,

wherein the retrieving the one OF roore Panoramic images occurs prioy fo the user
navigation request to view the second three-dimensional model of the ane or more panoramic

images o prefetch the one or MOTS PUEROIAMIC TNAZES,

4. The method of claim 3, further comprising:

wherein the second level of detail is lower than the {irst level of detail 1o which the
portion of the first three-dimensional mode! of the first panoramic image 18 rendered.
5. The method of claim 3. wherein the retrieving of the first pancramic image further
coraprises retrieving a fivst set of image tdes associated with the st panoramic image, the
first set of tmage tiles having a {irst image resolution; and

wherein the retrieving of the one or more panoramic images further comprises
refrieving a second set of tmage tiles associated with the one or more panoramic images, the
second set of nage tiles having a second tmage resolution, wherein the second image

resolution is lower than the first oage resolufion.

. he method of claim 3 {urther comprising:
¥ The method of claim 3 further comprising

prefetehing, by the one or more computing devices, panoramic images adjacent 1o the
18t DANOTANC UNage | ¢ DRE OF MIOTe panorarmic irnages, the panoramic images having ¢
first panoramic image or the ONe OF TIOTC PERGTIrIc iraages, the panoramic images having a
ull resolotion, wherein a probability heuristic determines a probability in which the retrieve
full resolution, wherein a probability heuristic determines a probability in which the retrieved
panoranuc nmages are viewed and the resolution of the pancramic images are reduced based

on the probability heuristic.
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7. The method of claim 6, wherein a view order heuristic defermines a likely order in
which the panorargic images are prefetched, the panoranuc 1mages sequenced based oo the

view order heuristic.

g. The method of claim 3, further comprising:

geo-tocating the first panoramic irnage and the one or more panoramic images within
a geographic information system (IS) based on the respective first and second metadata,
wherein the {irst and second metadata {urther includes gengraphic coordinates corresponding
o the respective first and second geographic locations associated with frst panoraroic image
and onc or more panoramic images, and locations within the three-dimensional environment

correspond o geographic locations within the (G1S.

9. The method of claim 8, wherein the rendering further comprises:

rendering a three-dimensional overlay with the portion of the first three-dimensional model of
the first panoramis image, the three-dimensional averlay including a navigation control that
enables a user to change the virtual camera’s position within the three-dunensional
environment in order 0 navigate between locations associated with the first panoramic image

and the one or more panoraroe inages within the three-dumensional environment.

1 The rocthod of clasim 9, wherein at least a porhion of the metadata s defined by a user

in a geographic description langnage.

11 The method of claum 1), wherein the metadata defines a path to move the camera
through the first three-dimensional model of the first panoramic image and sccond throe-

dinensional model of the one or MO panoTarmic unages.

12. The method of claim 9, further compnising:

determining a path along a representation of a street in the three-dimensional
enviroranent in TRSponse to nser input via the navigation condrol;

moving the virtual camera along the determined path from a fivst position
corresponding 0 a {irst location associated with the first panoramic image 16 a second
position corresponding (0 a second location associated with the one or more panoramic

impages in the three-dimensional environment; and
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antomatically rendering at least a portion of the stored second three-dimensional
rodel of the one or more panorarmce images at the frst lovel of detadl within the three-
dimensional environment as the virtual camera 1s moved along the path from the first position

i the second position.

13 The rocthod of claim 12, wherein the astomatically rendering comprises:

fading between the rendered portion of the first three-dimensional model of the frst
panoranuc nmage and the rendered portion of the second three-dimensional model of the one
O MOTe PRROTamic images such that the user ¢ presented a visually smooth tansition from
the first threg-dimensional model of the first panoranic image to the second three-

dinensional model of the one or MO panoTarmic unages.

14, The method of claim 13, wherein the projecting the first three-dimensional model of
the first panoramic image cowprises:

projecting the first set of image tiies onto the generated first three-dimensional model
to form a first textured three-dimensional mesh of polygons, wherein the fivst three-
dimensional model is rendered at the first image resolution, and

wherein the projecting the second three-dimensional wmodel of the one or more
DANCIAMIc IMAges comprises:

projecting the second set of 1nage tles onto the geonerated second three-dimensional
model o form a second textured three-dimensional mesh of polygons, wherein the second

three-dimensional model is stored at the second image resclution.

15. The method of claim 1, wherein the generating the first three-dirpensional mode!
COTOPTISEs:

tesseliating the first depth map associated with the first panoramic image to form {irst
three-dimensional geometry for the Grst three-dimensional model, wherein vertices of the
first three-dimensional geometry cach have depth values based on the plurality of depth
vatues of the first depth map, such that a density of the first three-dimensional model maiches

a density of the fivst depth map.

16, The method of clatm 135, wherein the tessellating of the fivst depth map associated
with the first panoramic HNage comprises:

untorroly tessellating the fivst depth map o form the first three-divoensional model.
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17. The rocthod of clasm 13, wheretn the tessellating of the Grst depth map associated
with the first panoramic image comprises:

adaptively tessellating the st depth map according 1o one or rore properties
associated with object surfaces represented by the first three-dimensional geometry, the
object surfaces corresponding to the image objects in the first scene represcnted by the first

panoranic Hnage.

18, A system for rendering and navigating photographic panoramas 1o an jnferactive
visual three-dimensional envirenment, comprising:

an image fetcher configured to retrieve a first panoramic image associated with a st
zeographic location, the first panoramic image having first metadata that includes a first link
L0 OnE OF INOIe DanoTamic images associated with a second geographic location and a first
depth nap, the first depth map inchuding a plurality of different depth values, cach depth
vaiue associated with corresponding irnage objects at various points within a scene
represented by the first panoramic image, wherein each depth value includes a respective
distance of the corresponding tmage object from a virtual camera and a respective angle with
respect to the divection 1n which the virtual carpera 1s pointed;

a polygon generator configured (o generate a first three-dimensional model for the
{irst panoramic unage based on the st depth

a renderer modale configured to project at least a portion of the first panoramic image
onto the generated fivst three-dimensional model to form a first three-dimensional model of
the first panoramic image; and

a graphical user interface (GUI) configured o enable a user to navigaie betweon
ditferent views of the rendered st three-dimensional model within the three~-dimensional

environment.

19, The system of claim 18, wherein the renderer module is further configured render the
first three-dirnensional maoded of the first panoraroic image at a first level of detatd within the
three dimensional envivonment based on a viewable volume of a corrent field of view
associated with a viewport that displays the three-dimensional environment from a
perspective of a virtual camera, wherein the first level of detail 1s based on a resolution of the

first panoramic image.
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26, The system of claim 18, wherein the tmage fetcher is further configured to retricve the
ONe OF MOTe panoramic inages based on the first metadata of the frst pavoraric image, the
ONS OF IMOES panoramic images having a seccond depth map corresponding o image objects
and second reladata that joclndes a second bnk to a third panoraroic image associated with a
third geographic location,

wherein the polygon generator is {urther configured o generate a second three-
dimensional model for the one or more panoranic images based on the second depth map
asseciated with the one or more panoramic irages, the second depth map including depth
ahues associated with image objects 1o 2 second scene represented by the one or more
panoramic images, and

wherein the renderer roodule 13 further confligured {o project at least a portion of the
ONC OF IMOES panoramic images onto the generated second three-dimensional model toform a
second three-dimensional moded of the one or more pancraraic images, and store the secand
three-dimensional model in a memory at a second level of detail so that it is available {or
subsequent incremental streaming in response {6 user navigation rogquests, wherein the second
level of detarl is lower than the first level of detail in which the portion of the {irst three-

dimensional model of the first panoramic tmage is rendered.
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