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1. 

MEDIATION OF TASKS BASED ON 
ASSESSMENTS OF COMPETING 
COGNITIVE LOADS AND NEEDS 

BACKGROUND 

Human attention can be divided among a plurality of tasks. 
For example, current automobiles comprise multiple systems 
that may require the operators attentionata same or different 
time. Further, as an example, interpersonal communications 
using mobile devices has become ubiquitous, and often 
occurs during performance of another task (e.g., driving). 
Commonly, certain tasks, such as driving, become somewhat 
automated, particularly when the operator is very familiar 
with the route, and there are few distractions or other issues to 
draw the operator attention. In these situations, for example, 
the performers of the initial or primary task often feel com 
fortable enough to engage in a secondary task, such as com 
municating with a third party using a mobile device. 

SUMMARY 

This Summary is provided to introduce a selection of con 
cepts in a simplified form that are further described below in 
the Detailed Description. This Summary is not intended to 
identify key factors or essential features of the claimed sub 
ject matter, nor is it intended to be used to limit the scope of 
the claimed Subject matter. 
When dividing attention between a primary task (e.g., 

operating a vehicle), which can be somewhat automated, and 
a secondary task (e.g., communicating with a third-party), 
people often feel comfortable performing the second task due 
to automation and comfort level. However, it is desirable to 
maintain a level of safety, as studies have shown that a sec 
ondary task can take up cognitive resources that are needed by 
the primary task, for example, particularly when Sudden 
changes may occur in the environment, which may lead to 
less than desirable outcomes (e.g., accidents). For example, a 
pilot flying a plane while browsing the Internet may miss an 
intended landing; a person texting while driving may not see 
a pedestrian in the road; a train operator that is interacting 
with their mobile device may not notice a stop signal. 
Among other things, one or more techniques and/or sys 

tems are disclosed that can provide for automated detection 
and classification of a cognitive load of an operator of a piece 
of equipment or system (the primary task). Such as driving by 
the driver of a vehicle. The classification can be based on 
Surface and/or deeper analysis of the primary task (e.g., the 
speed, complexity, and situation of a driving situation), and 
the cognitive load that may be needed to perform a secondary 
task being performed concurrently (e.g., a hands-free conver 
sation of a certain level of cognitive engagement in a car). 
Further, the complexity of the primary task can be based on 
characteristics of the task, and inferences about the current or 
forthcoming primary automated engagement can guide deci 
sions based on the analysis of the two tasks, and potential 
intervening interferences (e.g., stop signs, curves in the road, 
etc.). 

In one embodiment for mediating tasks in real-time for 
safety-related concerns, a nature of a primary task that has a 
relation to safety (e.g., human safety) is determined, and a 
nature of a secondary task that draws attention away from the 
primary task is also determined. A risk factor that can repre 
sent a potential lack of cognitive resources for the primary 
task is determined by applying the nature of the primary task 
and the nature of the secondary task to a trained risk factor 
model (e.g., classifier trained to identify risk cost of engaging 
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in both tasks). The risk factor can then be applied to one or 
more safety-related systems in real-time, for example, to 
mitigate potential safety concerns. 
To the accomplishment of the foregoing and related ends, 

the following description and annexed drawings set forth 
certain illustrative aspects and implementations. These are 
indicative of but a few of the various ways in which one or 
more aspects may be employed. Other aspects, advantages, 
and novel features of the disclosure will become apparent 
from the following detailed description when considered in 
conjunction with the annexed drawings. 

DESCRIPTION OF THE DRAWINGS 

FIG. 1 is flow diagram of an exemplary method for medi 
ating tasks in real-time for safety-related concerns. 

FIG. 2 is a flow diagram illustrating an alternate embodi 
ment of an exemplary method for mediating tasks in real-time 
for safety-related concerns. 

FIG.3 is a flow diagram illustrating an exemplary embodi 
ment where one or more techniques described herein may be 
implemented. 

FIG. 4 is a flow diagram illustrating another exemplary 
embodiment where one or more techniques described herein 
may be implemented. 

FIG. 5 is a component diagram of an exemplary system for 
mediating tasks in real-time for safety-related concerns. 

FIG. 6 is a component diagram illustrating one embodi 
ment where one or more systems and/or techniques described 
herein may be implemented. 

FIG. 7 is an illustration of an exemplary computer-readable 
medium comprising processor-executable instructions con 
figured to embody one or more of the provisions set forth 
herein. 

FIG. 8 illustrates an exemplary computing environment 
wherein one or more of the provisions set forth herein may be 
implemented. 

DETAILED DESCRIPTION 

The claimed subject matter is now described with reference 
to the drawings, wherein like reference numerals are used to 
refer to like elements throughout. In the following descrip 
tion, for purposes of explanation, numerous specific details 
are set forth in order to provide a thorough understanding of 
the claimed subject matter. It may be evident, however, that 
the claimed subject matter may be practiced without these 
specific details. In other instances, structures and devices are 
shown in block diagram form in order to facilitate describing 
the claimed Subject matter. 

FIG. 1 is flow diagram of an exemplary method 100 for 
mediating tasks in real-time for safety-related concerns. The 
exemplary method 100 begins at 102 and involves determin 
ing a nature of a primary task related to safety, at 104. In one 
embodiment, a primary task may comprise operating some 
system where an operators attention is directed toward the 
operation of the system. As an example, a primary task may 
comprise operating a vehicle, such as driving an automobile, 
train, airplane, or some other transportation typically, which 
necessitates the operators attention be directed toward the 
vehicle's operation, and where the lack of attention could 
cause an undesired effect (e.g., accident). The primary task is 
not limited to any particular embodiment, merely that the 
primary task have a safety component, for example, such that 
lessened cognitive resources directed toward the primary task 
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may result in Some safety concerns. That is, vehicular and/or 
transportation related examples provided herein are just that, 
non-limiting examples. 

In one embodiment, determining the nature of the primary 
task can comprise identifying contextual elements of the pri 
mary task. For example, situational conditions (e.g. an object 
unexpectedly appearing in the driving path) can add complex 
ity to a task, thereby increasing a need for cognitive resources 
(e.g., more visual attention) by the operator. Further, some 
contextual elements may provide the operator with a sense 
that their cognitive resources can be divided more readily, 
Such as driving a car along a flat, Smooth highway during the 
day, with little traffic. Therefore, in one embodiment, identi 
fying the nature of the primary task can comprise gathering 
information about the context of the primary task, where 
situational elements can be identified, for example, and used 
to put the primary task in context for probabilistic determi 
nations about the task. 
At 106 in the exemplary method 100, a nature of a second 

ary task is determined, where the secondary task draws atten 
tion away from the primary task. In one embodiment, the 
secondary task may comprise a task that is performed while 
performing the primary task, where the secondary task uti 
lizes cognitive resources that may also be used to perform the 
primary task. That is, for example, the secondary task can 
distract the operator of a vehicle from performing the primary 
task of operating the vehicle. As an example, communicating 
with a third-party using a mobile device is a common second 
ary task performed by operators of vehicles. In this example, 
people often use mobile phones to talk, text, and/or email 
while driving their cars. Depending on the nature of the con 
Versation or task that is being undertaken, cognitive resources 
that may be used to manage driving safety may be inadvert 
ently diverted towards the secondary task. 

Further, in one embodiment, determining the nature of the 
secondary task can comprise identifying contextual elements 
of the secondary task. For example, with similarities to the 
primary task, situational conditions can add complexity to a 
secondary task, necessitating that more cognitive resources 
may be needed for the secondary task, thereby drawing more 
cognitive resources away from the primary task. As an illus 
trative example, when a vehicle operator answers a call on 
their mobile phone, they may look down to see who is calling, 
thereby diverting their visual resources away from the opera 
tion of the vehicle. As another example, while on a call, they 
may be asked to recall some information, thereby distracting 
them from the primary task of driving. 

At 108 in the exemplary method 100, a risk factor, which 
can represent a potential lack of cognitive resources, is deter 
mined by applying the nature of the primary task and the 
nature of the secondary task to a trained risk factor model. In 
one embodiment, a risk factor model may be developed using 
empirical data to train a type of probabilistic model (e.g., 
classifier) to identify a risk factor. 

For example, a probabilistic model can comprise a set of 
mathematical equations that provide a representation of 
behaviors of Something (e.g., object, action) when random 
variables are introduced. In this example, the probabilistic 
model can be trained over different primary tasks for different 
secondary tasks, where various contextual elements are intro 
duced to determine training risk factors. In this example, the 
contextual elements can come from empirical data (e.g., test 
ing on Subjects performing the primary and secondary tasks), 
and the resulting risk factor can identify the various out 
comes, such as longer response times to stimulus arising in 
relation to the primary task. Further, the model can be 
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4 
adjusted accordingly during training to yield desired risk 
factor outcomes for the variety of potential situations. 
As an illustrative example, a study was performed where 

participants drove simulated vehicles (e.g., primary task) on 
routes composed of segments that posed different types of 
navigation challenges (e.g., various contextual elements of 
primary task). While driving, the participants would periodi 
cally respond to a mobile phone call (e.g., secondary task) by 
pushing a button to initiate a hands-free operation. The calls 
were one of three kinds of engagement: listen to news and 
facts (e.g., assimilate information), answer questions (e.g., 
retrieve information), and provide directions (e.g., generate 
information) (e.g., contextual elements of secondary task). 

Additionally, in this study, for respective driving trials, the 
drivers were asked to either focus mainly on their driving, on 
the conversation, or do their best to both drive and handle the 
phone-based tasks. As an example, results of the driving trials 
(e.g., were the drivers distracted based on response times or 
visual observation, did accidents occur, etc.) can be used to 
determine how a risk factor correlates to the model. In one 
embodiment, data collected from Such a study (or ongoing 
studies or collection of empirical evidence) can be used to 
train a probabilistic model to determine a risk factor for 
engaging in both the primary and secondary task where vari 
ous contextual elements are introduced. Further, continually 
collecting Such empirical data can provide for continually 
updating and refining the probabilistic model to determine 
risk factors. 
At 110 in the exemplary method 100, the risk factor is 

applied to one or more safety-related systems in real-time. In 
one embodiment, the risk factor may trigger one or more 
systems to take control away from the operator, and perform 
automated operation, for example. As an example, recently, 
pilots were cited for working on a laptop computer (e.g., 
secondary task) while flying a passenger airplane (e.g., pri 
mary task). The airplane was approaching the flight landing 
path (e.g., contextual elements of primary task), and the pilots 
were too focused on what they were doing on the laptop (e.g., 
contextual elements of the secondary task) to land the plane, 
resulting in continued flight past the desired landing Zone. As 
an example, if the pilots were actually in the flight path for 
landing and the risk factor indicated that the pilots may not 
have the cognitive resources (e.g., necessary attention) to 
perform the landing, the risk factor can be applied to activate 
and/or deactivate one or more systems to mitigate perfor 
mance of the secondary task. For example, a system may 
prevent use of the laptop (e.g., or other communications 
device) during landing of the plane and/or automated controls 
may take over to land the plane. 

In another embodiment, the risk factor may be applied to 
provide one or more alerts to the primary task performer. For 
example, warning systems can be activated to let the pilots 
know that they may not have the necessary cognitive 
resources to perform both the primary and secondary tasks, 
thereby allowing the operator to disengage from the second 
ary task. Such warnings may occur in one embodiment, in a 
verbal instruction form and/or as one or more other types of 
auditory cues (e.g., alarm(s)) so as to minimize distraction 
from the primary task, for example. In another embodiment, 
the risk factor can be applied to activate one or more systems 
that mitigate performance of the secondary task. For example, 
a system may prevent use of the laptop (e.g., or other com 
munications device) during landing of the plane. 

Having applied the risk factor to one or more safety sys 
tems in real-time, the exemplary method 100 ends at 112. 

FIG. 2 is a flow diagram illustrating an alternate embodi 
ment of an exemplary method 200 for mediating tasks in 
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real-time for safety-related concerns. The alternate exem 
plary method 200 begins at 202 and involves determining the 
nature of the primary, safety-related task, at 204, as described 
above. At 206, the nature of the secondary task that draws 
attention away from the primary task is determined, as 
described above. 
At 208, a nature of a potential intervening interference that 

may occur during the performance of the primary and sec 
ondary tasks is determined. When a performer is undertaking 
a primary task and a secondary task, cognitively, the per 
former may create an interleaving of tasks into a somewhat 
Smooth combined transaction. 
As an example, when the primary task is relatively easy 

and/or rote for the performer (e.g., driving a well-known route 
on a smooth, flat highway with little traffic) the performer 
may often feel that a secondary task (e.g., answering a phone 
call) will have little or no deleterious impact on the primary 
task. In this example, the secondary task can be cognitively 
decomposed into chunks, where a performer's cognitive state 
for the primary task remains relatively unchanged. In Such 
situations, merely looking away for a second may not have 
any effect on the primary task, and the performer can return to 
the primary task with little or no effect. Further, the individual 
chunks within the secondary task can be interleaved into the 
primary task. 

However, an unexpected intervening event, for example, 
can break down this Smooth interleaving of the primary and 
secondary tasks, for example. In one embodiment, there may 
be a plurality of potential intervening interferences that could 
occur while undertaking the primary task. For example, while 
operating a vehicle, traffic in front of the vehicle may stop, 
something (or someone) may suddenly be presented in front 
of the vehicle, a traffic signal may indicate a stop, or even 
sudden weather events may interfere. These example (and 
more) may comprise potential intervening interferences with 
the primary task, which, if not handled appropriately, may 
result in a safety-related issue (e.g., accident). 
Much like as was described above for the primary and 

secondary tasks, respective potential intervening interfer 
ences can have contextual elements. For example, there may 
be interferences that are a minor distraction, or may be a 
serious and immediate concern, necessitating that more cog 
nitive resources may be needed to handle the intervening 
interference. For example, a minor interference may be an 
indication that the vehicle is low on fuel and the operator may 
need to stop soon to refuel. A serious and immediate interfer 
ence may be a child running out in front or the vehicle, 
necessitating an immediate avoidance maneuver, for 
example. However, if the cognitive resources are divided 
between the primary and secondary task, the operator may not 
be prepared for the interference. 

At 210 in the exemplary method 200, a risk factor is deter 
mined for a potential lack of cognitive resources by applying 
the nature of the primary task, the nature of the secondary 
task, and the nature of the potential intervening interference 
to the trained risk factor model. In this embodiment, for 
example, the contextual elements of the potential intervening 
interference can be used, along with those of the primary and 
secondary tasks, to identify a potential risk factor for per 
forming the primary and secondary tasks concurrently. 
As described above, at 214, the risk factor can be applied to 

one or more safety systems in real-time. Having applied the 
risk factor to safety systems, the exemplary method 200 ends 
at 214. 

FIG.3 is a flow diagram illustrating an exemplary embodi 
ment 300 where one or more techniques described herein may 
be implemented. At 302, a primary task is initiated, such as 
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6 
operating a vehicle (e.g., driving). At 304, the nature of the 
primary task-related is determined by determining a context 
of the vehicle operation task in real-time. For example, 
vehicle telemetry can be gathered from on-board vehicle sys 
tems, at 314. Further, other, non-vehicle systems, at 316, may 
provide information to be gathered to determine the contex 
tual elements of the primary task. 

In one embodiment, information about vehicle conditions 
306 may be gathered, such as sensor data from a speed sensor, 
operational conditions of the vehicle from an on-board diag 
nostic system, directional information from a sensor in the 
steering (e.g., steering column), road conditions from han 
dling telemetry (e.g., shock sensors), even weather conditions 
from external rain/wind detection sensors (e.g., windshield 
wiper speed from automated wiper systems). In this embodi 
ment, a plurality of different sensors may provide real-time 
telemetry that can be used to identify contextual elements for 
the primary task. 

In another embodiment, route complexity 312 details may 
be gathered and used as contextual elements for the primary 
task. For example, an on-board (or remote) navigation system 
can provide real-time vehicle location data (e.g., using GPS 
or radar), and a stored route map can help identify potential 
routes of travel. Further, the stored (or updated on-the-fly) 
mapping system may be able to provide information about 
immediate or intended routes of travel where route conditions 
may be more (or less) complex, Such as winding curves, 
School Zones, blind turns, potential city congestions, etc. 

In another embodiment, traffic condition 308 information 
may be may be gathered and used as contextual elements for 
the primary task. For example, currently traffic services that 
identify traffic conditions can be provided to an on-board 
system. In this example, the traffic information can be 
retrieved from the on-board traffic service. Further, sensors in 
a vehicle may be able to provide information about proximity 
of other vehicles, and the telemetry from these sensors can be 
used to indicate a real-time traffic conditions. In another 
embodiment, environmental conditions 310 may be may be 
gathered and used as contextual elements for the primary 
task. For example, a weather service can provide local, real 
time weather conditions, and predicted conditions. Further, 
vehicle sensors may be able to determine, for example, imme 
diate conditions, such as temperature, rain, wind speed, and 
others. 
At 318, a probabilistic model 350 can be determined for the 

primary task. In one embodiment, the primary task may be 
classified based on the contextual information gathered about 
the primary task, such as using a predictive modeling tech 
nique or classifier trained for the purpose. For example, a 
classification for a primary task where an experienced train 
conductor is driving a train down a well known, visually clear 
stretch of track, out in the country, with few or no crossing, 
may be very different than for a new conductor, on an 
unknown stretch of track, in a congested city, with poor 
visibility conditions due to weather. In this embodiment, the 
primary task model 350 may be used for risk factor determi 
nation. 
At 320, based on the primary task, potential intervening 

interferences can be determined for the primary task. For 
example, based on a planned or potential route of travel, the 
potential interferences may be identified. Such as traffic con 
gestion, stopping, high density Surprise areas (e.g., School 
Zones, neighborhood parks, high accident area), construction, 
and others. At 322, the nature of the respective potential 
interferences can be determined, by gather in information 
about the potential intervening interferences that could inter 
fere with a primary task operation (e.g., vehicle operation). 
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Determining the nature of the potential intervening inter 
ference can comprise determining conditions for traffic-re 
lated interferences 326. For example, information about traf 
fic-related interferences may comprise information gather 
from database systems, at 334, such a traffic services, or 
vehicle telemetry, at 336, such as on-board proximity sensors 
(e.g., detecting a car in front, airplane nearby, train on the 
track, etc.). Determining the nature of the potential interven 
ing interference can also comprise determining conditions for 
route-related interferences 330. For example, an on-board 
navigation system may be able to provide details about route 
conditions that may necessitate most of the operator's cogni 
tive resources, such as complex turns, high-speed sections, 
rough or dangerous roads, or stopping points. 

Further, determining the nature of the potential intervening 
interference can also comprise determining conditions for 
environmental related interferences 328. For example, both 
remote and/or an on-board services/sensors may be able to 
provide weather-related information, such as rain, Snow, or 
other conditions that may provide an interference to typical 
vehicle operation. Additionally, determining the nature of the 
potential intervening interference can also comprise deter 
mining primary task performer related interferences 324. For 
example, an operator nodding off during primary task opera 
tion may be detected in real-time by on-board sensors, at 336. 

At 332, a probabilistic model for the potential intervening 
interferences 352 can be determined, such as described above 
for the primary probabilistic model determination. 

FIG. 4 is a flow diagram illustrating another exemplary 
embodiment 400 where one or more techniques described 
herein may be implemented. At 402, a secondary task is 
undertaken (e.g., some form of communication), for example, 
in conjunction with the primary task of FIG. 3. For example, 
while the vehicle operator is driving they receive a call on 
their mobile device and attempt to answer and engage in the 
call. 
At 404, contextual information for the secondary task, Such 

as a communications-related task, can be collected in real 
time. For example, the contextual elements of the communi 
cations-related task can comprise real-time information 
related to the operator's mobile communications device inter 
action with a third party (e.g., talking on the phone). In one 
embodiment, real-time telemetry can be gathered for the sec 
ondary task, such as communication information from one or 
more communication device related Systems 414. 

For example, a type of communication 406 may be deter 
mined from the communications device. Such as a text mes 
sage, call, email, information retrieval from website, etc. 
Further, elements of the communication 408 can be detected 
that may be used to give context to the secondary task. For 
example, speech recognition systems can determine whether 
a question is being asked. In this example, a when a question 
is asked of the operator performing the primary task it may 
require some recall cognitive resources on behalf of the 
operator. 

Studies have shown that when a person attempts to recall 
information they typically utilize a significant portion of their 
cognitive resources, for example, which may be required for 
performance of the primary task. As an example, the operator 
may be asked to give directions to a place that is very familiar 
to them, where the cognitive resources needed may be inter 
leaved more readily with the performance of driving the 
vehicle, due to their ability to break both tasks into chunks, as 
described above. However, if they are asked to recall some 
thing that is not readily known (e.g. directions to a destination 
they have not traveled to in many years), more cognitive 
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resources may be directed toward the secondary task, which 
may cause problems performing the primary task. 

Further, information related to the third-party 410 with 
whom the task performer is communicating may be deter 
mined as a contextual element of the secondary task. For 
example, caller ID may be used to identify a caller, email 
username to a recipient, or username/ID for a text recipient. 
Further, in this example, an operator talking with their boss, 
wife, husband, mother or father, may have a different stress 
level or concentration level than when talking to a friend or 
other person, thereby causing different levels of cognitive 
resources to be utilized. Additionally, a level of interaction 
412, for example, can be determined for contextual informa 
tion of the secondary task. For example, if the operator is 
engaged in a long conversation, back and forth texting, inter 
net searching, etc., this can be determined by retrieving 
telemetry from the communications device, at 414. For 
example stress analysis of Voice signals and/or speech pat 
terns that Suggest stress can be detected in a conversation, and 
an increase in cognitive demand, and/or a transition between 
cognitive tasks, for example, may be inferred from the stress 
analysis. In one embodiment, the communications telemetry 
can be combined (e.g., matched) with telemetry from the 
vehicle to identify when an operator may behaving trouble 
performing the primary task while engaged in the secondary 
task. 
At 416, a probabilistic model for the secondary task 450 is 

determined, much as described above for the primary task. At 
418, the secondary task model 450, and the primary 350 and 
interference 352 task models, from FIG. 3, are input into a 
trained classifier. As described above, the classifier can be 
trained to determine the risk factor, such as by using labeled 
classification data for one or more primary and secondary 
tasks. The classifier can be run over the inputs to determine 
the risk factor 452 for performing the primary task and sec 
ondary tasks at a same time, with the potential for the inter 
vening interferences. 

In one embodiment, the risk factor may represent a risk 
based cost associated with a potential lack of cognitive 
resources for the primary task, when divided amongst the 
primary and secondary tasks. The risk-based cost takes into 
account the potential for an intervening event, for example, 
based on the interference model. For example, the risk factor 
may represent (e.g., in numerical or other form) a risk level 
for driving a vehicle in traffic, in the rain on a city road at 
night, while talking on the phone to your boss who is asking 
you to recall what happened in a meeting yesterday, and your 
coming up to a busy intersection. In this example, the risk 
factor may be high. 
At 422, the risk factor can be applied to safety-related 

systems. In one embodiment, a threshold for activating a 
safety related system may be lowered, at 424, based on the 
risk factor. For example, systems that may pose a safety 
concern in certain situations often comprise a threshold for 
activating some built-in safety system (e.g., alert, Switch over, 
shut down, slow down, turn off) when those situations are 
imminent (e.g., nuclear melt-down, airplane collision, intru 
Sionina dangerous area of production line machinery). In this 
embodiment, for example, a threshold that is met in order to 
activate the safety system can be lowered (or raised) so that 
the safety system is more sensitive to activation at an earlier 
time. 

Further, in one embodiment, the risk factor may be applied 
to mitigate performance of the secondary task, at 426. For 
example, if a driver is talking on the phone while driving, and 
the risk factor indicates a risk cost that is higher thana desired 
cost (e.g., too risky to be dividing their cognitive resources 
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based on the situation) the phone call may be cut off. Such as 
with a courteous message to both parties indicating a reason 
for the disconnection. As another example, the phone call 
may be put on hold until the risk factor falls below a desired 
level of risk cost (e.g., the driver is no longer driving over an 
old one lane bridge). 

Additionally, the operator may be prevented from making 
or receiving any calls, texts, emails or other communication’s 
alerts until the risk factor meets the desired risk cost threshold 
for dividing the operators cognitive resources. In another 
embodiment, the safety-related systems may be applied 
externally to the immediate vicinity of the operator. For 
example, when traveling through a school Zone, high accident 
area, during high traffic congestion, or other areas that may 
require more use of the operator's cognitive resources, a 
system may mitigate use of communications devices in cer 
tain situations (e.g., certain hours, weather, other conditions). 

Applying the risk factor to safety-related systems can also 
comprise activating a safety related system. For example, 
upon approach to land at an airport, if the risk factor indicates 
that the pilots of the airplane are sharing too much of their 
cognitive resources with a secondary task, an automatedland 
ing system can be activated to provide for landing the plane. 
As another example, a car's braking system may be activated 
when a driver is distracted by texting and the traffic in front 
Suddenly stops, or it is determined that they are entering a 
high density Surprise area (e.g., where more intervening inter 
ferences may occur). Further, cars and other vehicles are 
currently equipped with many safety related systems (e.g., 
driver alerts, control take over, system shut down) that may 
immediately implement the use of a risk factor to identify 
when to activate. In one embodiment, this can serve as an 
initial safeguard against unexpected events and may be fol 
lowed by an automatic Suspension of the secondary task so 
that the operator has time to redirect attention to the primary 
task, for example. 
A system may be devised that provide for facilitating safety 

when an individual attempts to perform two or more tasks at 
a same time, thereby dividing their cognitive resources 
between the tasks. FIG. 5 is a component diagram of an 
exemplary system 500 for mediating tasks in real-time for 
safety-related concerns. A primary task determination com 
ponent 502 determines one or more primary task related 
factors for a safety-related primary task, and a secondary task 
determination component 504 determines one or more sec 
ondary task related factors for a secondary task that draws 
attention away from the primary task. That is, for example, 
contextual elements of the primary and secondary tasks can 
be identified, such as for determining a risk associated with 
performing both tasks concurrently. 
A risk factor determination component 506 is operably 

coupled with the primary task determination component 502, 
the secondary task determination component 504 and a com 
puter-based processor 510. The risk factor determination 
component 506 determines a risk factor 550 for a potential 
lack of cognitive resources for the primary task (e.g., as they 
are divided with the second task) by applying the one or more 
primary task related factors and the one or more secondary 
task related factors to a trained risk factor model 512. 

In one embodiment, the trained risk factor model 512 can 
be trained to provide risk factor determinations by running an 
untrained classifier over sets of labeled data that indicate 
potential risks for performing both a primary and secondary 
task, given particular circumstances. Training information 
can be provided by empirical data, learned from performing 
studies in various situations, for example. In this embodi 
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ment, when the primary and secondary factors are input to the 
trained classifier, a risk factor can be determined, in accor 
dance with the prior training. 
A safety systems application component 516 is operably 

coupled with the risk factor determination component 506, 
and it applies the risk factor 550 to one or more safety-related 
systems 552 in real-time. For example, the risk factor 550 can 
indicate a potential risk cost for performing both the primary 
and secondary task at a same time, given the circumstances. 
The risk factor can be sent to the safety systems, which may 
perform some action based on a desired risk factor threshold, 
for example. 

FIG. 6 is a component diagram illustrating one embodi 
ment 600 where one or more systems and/or techniques 
described herein may be implemented. An interference deter 
mination component 634 determines one or more interfer 
ence factors for one or more potential intervening interfer 
ences that could occur during performance of the primary and 
secondary tasks. Further, in this embodiment 600, the risk 
factor determination component 506 is configured to deter 
mine the risk factor for the potential lack of cognitive 
resources, such as for performing the primary task, by apply 
ing the one or more primary task related factors, the one or 
more secondary task related factors and the one or more 
interference factors to the trained risk factor model 512. 
The interference determination component 634 is operably 

coupled with one or more traffic-related systems 620 that 
provide real-time traffic-related information, one or more 
travel-route related systems 622 that provide real-time travel 
route related information, and one or more task-performer 
related systems 624 that provide real-time information 
related to a primary task performer. 
The primary task determination component 502 is oper 

ably coupled with one or more vehicle systems 644 that can 
provide safety-related telemetry in real-time to the primary 
task determination component 502, and one or more non 
vehicle systems 630 that can provide vehicle operation-re 
lated information in real-time to the primary task determina 
tion component 502. Further, the primary task determination 
component 502 comprises a primary probabilistic modeling 
component 632 that determines the one or more primary task 
factors using a primary probabilistic model from inputted 
safety-related telemetry and vehicle operation-related infor 
mation. 
The secondary task determination component 504 is oper 

ably coupled with one or more communications device 
related systems 628 that provide real-time communications 
telemetry related to the secondary task. Further, the second 
ary task determination component 504 comprises a secondary 
probabilistic modeling component 636 that determines the 
one or more secondary task factors using a secondary proba 
bilistic model from inputted communications telemetry 
related to the secondary task. 
The safety systems application component 516 comprises 

a threshold lowering component 638 that lowers a threshold 
for activating a safety related system 652 based on the risk 
factor. Further, the safety systems application component 516 
comprises a safety-system activation component 640 that 
provides a signal for activating a primary task-related safety 
system (e.g., 652) based on the risk factor. For example, the 
safety-system activation component 640 may send a signal to 
a safety device (e.g., automatic braking system) to activate 
when a risk factor threshold is met. Additionally, the safety 
systems application component 516 comprises a secondary 
task mitigation component 642 that can mitigate or inhibit 
performance of the secondary task based upon the risk factor. 
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In another embodiment, the safety system may also turn on 
or activate external signals (e.g. a light similar to a brake light 
that is visible by surrounding vehicles). For example, an 
external light may indicate that the driver may be engaged in 
additional tasks while driving. In this example, this may allow 5 
other drivers to calibrate their safety maintenance accord 
ingly. As another example, a police or parent alert may be 
activated, such as to senda warning signal to the police and/or 
parents when a particular threshold is met. As another 
example, an alert may be sent out (or recorded internally to 
the system) to a company when operators of their vehicles 
meet a desired threshold. It will be appreciated that these 
types of safety systems comprise add-ons that are Voluntary 
"opt-ins' or may be based on Some contractual arrangement, 
for example. 

Still another embodiment involves a computer-readable 
medium comprising processor-executable instructions con 
figured to implement one or more of the techniques presented 
herein. An exemplary computer-readable medium that may 20 
be devised in these ways is illustrated in FIG. 7, wherein the 
implementation 700 comprises a computer-readable medium 
708 (e.g., a CD-R, DVD-R, or a platter of a hard disk drive), 
on which is encoded computer-readable data 706. This com 
puter-readable data 706 in turn comprises a set of computer 25 
instructions 704 configured to operate according to one or 
more of the principles set forth herein. In one such embodi 
ment 702, the processor-executable instructions 704 may be 
configured to perform a method, such as the exemplary 
method 100 of FIG. 1, for example. In another such embodi- 30 
ment, the processor-executable instructions 704 may be con 
figured to implement a system, such as the exemplary system 
500 of FIG. 5, for example. Many such computer-readable 
media may be devised by those of ordinary skill in the art that 
are configured to operate in accordance with the techniques 35 
presented herein. 

Although the subject matter has been described in lan 
guage specific to structural features and/or methodological 
acts, it is to be understood that the subject matter defined in 
the appended claims is not necessarily limited to the specific 40 
features or acts described above. Rather, the specific features 
and acts described above are disclosed as example forms of 
implementing the claims. 
As used in this application, the terms "component.” “mod 

ule.” “system”, “interface', and the like are generally 45 
intended to refer to a computer-related entity, either hard 
ware, a combination of hardware and software, Software, or 
Software in execution. For example, a component may be, but 
is not limited to being, a process running on a processor, a 
processor, an object, an executable, a thread of execution, a 50 
program, and/or a computer. By way of illustration, both an 
application running on a controller and the controller can be 
a component. One or more components may reside within a 
process and/or thread of execution and a component may be 
localized on one computer and/or distributed between two or 55 
more computers. 

Furthermore, the claimed subject matter may be imple 
mented as a method, apparatus, or article of manufacture 
using standard programming and/or engineering techniques 
to produce Software, firmware, hardware, or any combination 60 
thereof to control a computer to implement the disclosed 
subject matter. The term “article of manufacture' as used 
herein is intended to encompass a computer program acces 
sible from any computer-readable device, carrier, or media. 
Of course, those skilled in the art will recognize many modi- 65 
fications may be made to this configuration without departing 
from the scope or spirit of the claimed subject matter. 
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FIG.8 and the following discussion provide a brief, general 

description of a suitable computing environment to imple 
ment embodiments of one or more of the provisions set forth 
herein. The operating environment of FIG. 8 is only one 
example of a suitable operating environment and is not 
intended to Suggest any limitation as to the scope of use or 
functionality of the operating environment. Example comput 
ing devices include, but are not limited to, personal comput 
ers, server computers, hand-held or laptop devices, mobile 
devices (such as mobile phones, Personal Digital Assistants 
(PDAs), media players, and the like), multiprocessor systems, 
consumer electronics, mini computers, mainframe comput 
ers, distributed computing environments that include any of 
the above systems or devices, and the like. 

Although not required, embodiments are described in the 
general context of "computer readable instructions' being 
executed by one or more computing devices. Computer read 
able instructions may be distributed via computer readable 
media (discussed below). Computer readable instructions 
may be implemented as program modules. Such as functions, 
objects, Application Programming Interfaces (APIs), data 
structures, and the like, that perform particular tasks or imple 
ment particular abstract data types. Typically, the functional 
ity of the computer readable instructions may be combined or 
distributed as desired in various environments. 

FIG. 8 illustrates an example of a system 810 comprising a 
computing device 812 configured to implement one or more 
embodiments provided herein. In one configuration, comput 
ing device 812 includes at least one processing unit 816 and 
memory 818. Depending on the exact configuration and type 
of computing device, memory 818 may be volatile (such as 
RAM, for example), non-volatile (such as ROM, flash 
memory, etc., for example) or some combination of the two. 
This configuration is illustrated in FIG. 8 by dashed line 814. 

In other embodiments, device 812 may include additional 
features and/or functionality. For example, device 812 may 
also include additional storage (e.g., removable and/or non 
removable) including, but not limited to, magnetic storage, 
optical storage, and the like. Such additional storage is illus 
trated in FIG.8 by storage 820. In one embodiment, computer 
readable instructions to implement one or more embodiments 
provided herein may be in storage 820. Storage 820 may also 
store other computer readable instructions to implement an 
operating system, an application program, and the like. Com 
puter readable instructions may be loaded in memory 818 for 
execution by processing unit 816, for example. 
The term “computer readable media” as used herein 

includes computer storage media. Computer storage media 
includes Volatile and nonvolatile, removable and non-remov 
able media implemented in any method or technology for 
storage of information Such as computer readable instructions 
or other data. Memory 818 and storage 820 are examples of 
computer storage media. Computer storage media includes, 
but is not limited to, RAM, ROM, EEPROM, flash memory or 
other memory technology, CD-ROM, Digital Versatile Disks 
(DVDs) or other optical storage, magnetic cassettes, mag 
netic tape, magnetic disk storage or other magnetic storage 
devices, or any other medium which can be used to store the 
desired information and which can be accessed by device 
812. Any such computer storage media may be part of device 
812. 

Device 812 may also include communication connec 
tion(s) 826 that allows device 812 to communicate with other 
devices. Communication connection(s) 826 may include, but 
is not limited to, a modem, a Network Interface Card (NIC), 
an integrated network interface, a radio frequency transmit 
ter/receiver, an infrared port, a USB connection, or other 
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interfaces for connecting computing device 812 to other com 
puting devices. Communication connection(s) 826 may 
include a wired connection or a wireless connection. Com 
munication connection(s) 826 may transmit and/or receive 
communication media. 
The term “computer readable media” may include commu 

nication media. Communication media typically embodies 
computer readable instructions or other data in a “modulated 
data signal” Such as a carrier wave or other transport mecha 
nism and includes any information delivery media. The term 
"modulated data signal” may include a signal that has one or 
more of its characteristics set or changed in Such a manner as 
to encode information in the signal. 

Device 812 may include input device(s) 824 such as key 
board, mouse, pen, Voice input device, touch input device, 
infrared cameras, video input devices, and/or any other input 
device. Output device(s) 822 such as one or more displays, 
speakers, printers, and/or any other output device may also be 
included in device 812. Input device(s) 824 and output 
device(s) 822 may be connected to device 812 via a wired 
connection, wireless connection, or any combination thereof. 
In one embodiment, an input device oran output device from 
another computing device may be used as input device(s) 824 
or output device(s) 822 for computing device 812. 

Components of computing device 812 may be connected 
by various interconnects, such as a bus. Such interconnects 
may include a Peripheral Component Interconnect (PCI), 
such as PCI Express, a Universal Serial Bus (USB), firewire 
(IEEE 1394), an optical bus structure, and the like. In another 
embodiment, components of computing device 812 may be 
interconnected by a network. For example, memory 818 may 
be comprised of multiple physical memory units located in 
different physical locations interconnected by a network. 

Those skilled in the art will realize that storage devices 
utilized to store computer readable instructions may be dis 
tributed across a network. For example, a computing device 
830 accessible via network 828 may store computer readable 
instructions to implement one or more embodiments pro 
vided herein. Computing device 812 may access computing 
device 830 and download a part or all of the computer read 
able instructions for execution. Alternatively, computing 
device 812 may download pieces of the computer readable 
instructions, as needed, or some instructions may be executed 
at computing device 812 and some at computing device 830. 

Various operations of embodiments are provided herein. In 
one embodiment, one or more of the operations described 
may constitute computer readable instructions stored on one 
or more computer readable media, which if executed by a 
computing device, will cause the computing device to per 
form the operations described. The order in which some or all 
of the operations are described should not be construed as to 
imply that these operations are necessarily order dependent. 
Alternative ordering will be appreciated by one skilled in the 
art having the benefit of this description. Further, it will be 
understood that not all operations are necessarily present in 
each embodiment provided herein. 

Moreover, the word “exemplary” is used herein to mean 
serving as an example, instance, or illustration. Any aspector 
design described herein as "exemplary' is not necessarily to 
be construed as advantageous over other aspects or designs. 
Rather, use of the word exemplary is intended to present 
concepts in a concrete fashion. As used in this application, the 
term 'or' is intended to mean an inclusive 'or' rather than an 
exclusive “or'. That is, unless specified otherwise, or clear 
from context, “X employs A or B is intended to mean any of 
the natural inclusive permutations. That is, if X employs A: X 
employs B; or X employs both A and B, then “X employs A or 
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B' is satisfied under any of the foregoing instances. In addi 
tion, the articles “a” and “an as used in this application and 
the appended claims may generally be construed to mean 
“one or more unless specified otherwise or clear from con 
text to be directed to a singular form. 

Also, although the disclosure has been shown and 
described with respect to one or more implementations, 
equivalent alterations and modifications will occur to others 
skilled in the art based upon a reading and understanding of 
this specification and the annexed drawings. The disclosure 
includes all such modifications and alterations and is limited 
only by the scope of the following claims. In particular regard 
to the various functions performed by the above described 
components (e.g., elements, resources, etc.), the terms used to 
describe Such components are intended to correspond, unless 
otherwise indicated, to any component which performs the 
specified function of the described component (e.g., that is 
functionally equivalent), even though not structurally equiva 
lent to the disclosed structure which performs the function in 
the herein illustrated exemplary implementations of the dis 
closure. In addition, while a particular feature of the disclo 
sure may have been disclosed with respect to only one of 
several implementations, such feature may be combined with 
one or more other features of the other implementations as 
may be desired and advantageous for any given or particular 
application. Furthermore, to the extent that the terms 
“includes”, “having”, “has”, “with', or variants thereofare 
used in either the detailed description or the claims, such 
terms are intended to be inclusive in a manner similar to the 
term "comprising.” 
What is claimed is: 
1. A computer-based method for mediating tasks in real 

time for safety-related concerns, comprising: 
determining, at least in part via a processing unit, a nature 

of a primary task related to safety based on a complexity 
of the primary task, the complexity based on one or more 
characteristics of the primary task, the one or more char 
acteristics of the primary task not comprising speed, the 
one or more characteristics of the primary task corre 
sponding to at least one of a traffic condition or an 
environmental condition, the nature of the primary task 
indicative of cognitive resources required to perform the 
primary task: 

determining, at least in part via the processing unit, a nature 
of a secondary task, the nature of the secondary task 
indicative of cognitive resources required to perform the 
secondary task; 

determining, at least in part via the processing unit, a risk 
factor for a potential lack of the cognitive resources 
required to perform the primary task by applying the 
nature of the primary task and the nature of the second 
ary task to a trained risk factor model; and 

applying, at least in part via the processing unit, the risk 
factor to one or more safety-related systems in real-time. 

2. The method of claim 1, comprising: 
determining a nature of a potential intervening interfer 

ence; and 
determining the risk factor by applying the nature of the 

potential intervening interference to the trained risk fac 
tor model. 

3. The method of claim 2, determining the nature of the 
potential intervening interference comprising determining 
one or more of: 

traffic-related interferences; 
route-related interferences; 
environmental related interferences; or 
primary task performer related interferences. 
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4. The method of claim 1, the primary task comprising 
vehicle operation. 

5. The method of claim 4, the secondary task not compris 
ing vehicle operation. 

6. The method of claim 1, determining the nature of the 
primary task comprising determining a context of a vehicle 
operation task in real-time. 

7. The method of claim 6, determining the context of the 
Vehicle operation task comprising gathering real-time infor 
mation related to vehicle conditions. 

8. The method of claim 1, determining the nature of the 
secondary task comprising determining a context of a com 
munications-related task in real-time. 

9. The method of claim 8, determining the context of the 
communications-related task comprising gathering real-time 
information related to mobile communications. 

10. The method of claim 1, at least one of determining the 
nature of the primary task or determining the nature of the 
Secondary task comprising one or more of: 

gathering real-time telemetry from one or more systems 
associated with at least one of the primary task or the 
secondary task; 

gathering real-time task-related information from one or 
more non-task systems; or 

determining a probabilistic model for the nature of the 
primary task using the gathered telemetry and task-re 
lated information. 

11. The method of claim 1: 
where the primary task comprises a vehicle operation task, 

determining the nature of the primary task comprising 
performing one or more of: 
gathering real-time vehicle safety-related information: 
O 

gathering real-time vehicle operation-related informa 
tion. 

12. The method of claim 1, applying the risk factor to one 
or more safety-related systems in real-time comprising one or 
more of: 

lowering a threshold for activating a safety related system; 
activating a safety related system; or 
mitigating performance of the secondary task. 
13. The method of claim 1, applying the risk factor to one 

or more safety-related systems in real-time comprising one or 
more of: 

using the risk factor to automatically take control of one or 
more systems related to the primary task: 

using the risk factor to provide one or more alerts to one or 
more performers of the primary task: 

using the risk factor to activate one or more systems that 
mitigate performance of the secondary task; or 

using the risk factor to activate a cue indicative of multi 
tasking. 

14. A system for mediating tasks in real-time for safety 
related concerns, comprising: 

one or more processing units; and 
memory comprising instructions that when executed by at 

least one of the one or more processing units, perform a 
method comprising: 
determining a nature of a primary task related to safety 

based on a complexity of the primary task, the com 
plexity based on one or more characteristics of the 
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primary task, the one or more characteristics of the 
primary task not comprising speed, the one or more 
characteristics of the primary task corresponding to at 
least one of a traffic condition, an environmental con 
dition or a route condition, the nature of the primary 
task indicative of cognitive resources required to per 
form the primary task: 

determining a nature of a secondary task, the nature of 
the secondary task indicative of cognitive resources 
required to perform the secondary task: 

determining a risk factor for a potential lack of the cog 
nitive resources required to perform the primary task 
by applying the nature of the primary task and the 
nature of the secondary task to a trained risk factor 
model; and 

applying the risk factor to one or more safety-related 
systems in real-time. 

15. The system of claim 14, the method comprising: 
determining the risk factor by applying a nature of a poten 

tial intervening interference to the trained risk factor 
model. 

16. The system of claim 15, the method comprising deter 
mining the nature of the potential intervening interference. 

17. The system of claim 14, 
determining the nature of the primary task based on one or 
more of: 
real-time safety-related telemetry; or 
real-time vehicle operation-related information. 

18. The system of claim 14, the method comprising: 
determining one or more primary task factors using a pri 
mary probabilistic model; and 

determining one or more secondary task factors using a 
secondary probabilistic model. 

19. The system of claim 14, applying the risk factor to one 
or more safety-related systems in real-time comprising one or 
more of: 

lowering a threshold for activating a safety related system: 
activating a safety related system; or 
mitigating performance of the secondary task. 
20. A physical computer readable medium device compris 

ing instructions that when executed perform a method for 
mediating tasks in real-time for safety-related concerns, com 
prising: 

determining a nature of a primary task related to safety 
based on a complexity of the primary task, the complex 
ity based on one or more characteristics of the primary 
task, the one or more characteristics of the primary task 
not comprising speed, the nature of the primary task 
indicative of cognitive resources required to perform the 
primary task: 

determining a nature of a secondary task, the nature of the 
secondary task indicative of cognitive resources 
required to perform the secondary task: 

determining a risk factor for a potential lack of the cogni 
tive resources required to perform the primary task by 
applying the nature of the primary task and the nature of 
the secondary task to a trained risk factor model; and 

applying the risk factor to one or more safety-related sys 
tems in real-time. 


