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1. 

NETWORK MONITOR AND METHOD 

CROSS REFERENCE TO RELATED 
APPLICATION 

This is the U.S. National Stage of PCT/GB2003/003210, 
filed Jul. 30, 2003, which in turn claims priority to U.S. 
Provisional Patent Application Ser. No. 60/402.704, filed 
Aug. 13, 2002, both of which are incorporated herein in their 
entirety by reference. 
The present invention relates to a network monitor and 

method. 
Network monitoring systems analyse frames or packets of 

data as they pass through a network. The medium on which 
the data is carried is typically optical fibre or copper cable. 
The network monitor requires access to this medium in order 
to obtain visibility of the data passing through it. This requires 
the network monitor to be placed either in-line with the net 
work link or on the span port output of a network Switch or 
router. These connection methods are shown schematically in 
FIGS. 1(a) to 1(c). In particular, in FIG. 1(a) there is shown 
two network devices 1.2 connected by a link 3. In FIG. 1(b) 
there is shown an in-line connection of a network monitor 4 
between the two network devices 1.2. In FIG. 1 (c) there is 
shown the connection of the network monitor 4 to the span 
port output 5 of a network switch or router 6. The method of 
gaining access to data on the network link is commonly 
referred to as "tapping. 

In-line tapping may be achieved using passive or active 
tapping methods. Both of these methods require that the 
insertion into the network be unobtrusive so as not to affect 
the transmission of data between the devices on the network. 
An active tap re-drives the network data passing though it, 
typically using a retimer circuit which regenerates the signal, 
restoring signal amplitude and timing, thus restoring signal 
integrity Such that the ongoing signal passed back to the 
network is not degraded. Thus, an active tap may have to 
buffer and re-time the data in order to pass data between the 
two network segments. A passive tap does not provide for any 
regeneration of the signal. 

Active tapping of optical Gigabit Ethernet networks has 
been achieved using serial loopback or port-bypass features 
of serialiser-deserialiser (SERDES) devices in the front-end 
portion of the network monitor. This type of implementation 
is shown schematically in FIG. 2. The optical fibres 10 from 
the two sides of the network link are plugged into gigabit 
interface converters (GBICs) 11 of the network monitor 3, 
which convert the optical data stream into high-speed serial 
electrical signals. These signals are passed to the SERDES 
devices 12, which loop the serial data back to the opposite 
channel of the network monitor 3, which re-drives the data 
back onto the network link, whilst providing a copy of the 
data, in parallel form, to the FPGA programmable devices 13 
that process the data. 

Although active tapping has been employed to optical net 
work structures in manners such as that shown in FIG. 2, the 
use of high-speed serial loopback orport bypass tends to limit 
the network monitor 3 to having a fixed operation in either an 
in-line mode or end station mode. This is due to the need to 
connect and disconnect the crossover paths between the two 
sides of the monitor 3, to provide either a data path though the 
monitor 3 for in-line mode or to terminate the data path in the 
monitor 3 for end station mode. The constraint is due to the 
lack of cost-effective means to reliably switch high-speed 
electrical signals on the printed circuitboard of the monitor 3, 
whilst maintaining good signal integrity. Moreover, in prac 
tice each implementation of this type of active tap architec 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
ture usually only supports one network speed, therefore lim 
iting the scope of the product. This is typically due to the 
speed constraints on the serial loopback features of the SER 
DES devices 12. 

Passive tapping of 10 and 100 Base-T Ethernet networks, 
which operate on Category 5 twisted pair copper cables, has 
been achieved. However, 1000 Base-T, the copper implemen 
tation of Gigabit Ethernet, has not been possible due to the 
signalling techniques employed on the network link. These 
enable simultaneous full-duplex data transmissions on each 
twisted pair, unlike 10 and 100 Base-T which use separate 
pairs for transmit and receive signals. Complex signalling 
techniques are also likely to be employed in the forthcoming 
10 Gigabit network physical layer which will be referred to as 
10 GBase-T. Therefore, an active tap is likely to be the only 
feasible method of accessing networks which use complex 
signalling techniques. 

According to a first aspect of the present invention, there is 
provided a network monitor that taps data from a network link 
between two network devices, the network monitor compris 
ing: first and second interfaces that allow the network monitor 
to be connected in-line in a network link between two net 
work devices and to receive serial data therefrom and to 
transmit serial data thereto, each interface providing for 
serial-to-parallel conversion of data Such that serial data 
received from a said network link at the interface is output as 
parallel data, and each interface providing for parallel-to 
serial conversion of data such that parallel data received at the 
interface is output as serial data for transmission to a said 
network link; and, first and second programmable logic 
devices, the first programmable logic device being arranged 
to receive parallel data output by the first interface and to 
process said data for network analysis purposes, the second 
programmable logic device being arranged to receive parallel 
data output by the second interface and to process said data 
for network analysis purposes, each programmable logic 
device being controllable so as to selectively pass a copy of 
the received parallel data to the other programmable logic 
device so that the network monitor can operate in in-line 
mode and not to pass a copy of the received parallel data to the 
other programmable logic device so that the network monitor 
can operate in end Station mode, the second programmable 
logic device being arranged to pass the copy of the parallel 
data received from the first programmable logic device to the 
second interface for parallel-to-serial conversion and for 
transmission of the serial data back to a said network link 
when the network monitor is operating in in-line mode, the 
first programmable logic device being arranged to pass the 
copy of the parallel data received from the second program 
mable logic device to the first interface for parallel-to-serial 
conversion and for transmission of the serial data back to a 
said network link when the network monitor is operating in 
in-line mode. 
The use of programmable logic devices to perform the data 

connection between two channels provides flexible control 
over the routing of the data as their programmability allows 
their function to be changed during normal operation. This is 
particularly useful as it allows the network monitor to 
dynamically switch between operating as an in-line or end 
station monitoring device. In the preferred embodiment, stan 
dard interfaces, such as physical layer (PHY) ICs, are used, 
which provide a cost-effective method of providing an inter 
face to allow the network monitor to be interfaced with a 
network link operating at several different speeds with differ 
ent signalling technologies. The preferred embodiment of the 
present invention enables active tapping of data from any 
serial data network protocol and particularly an Ethernet net 
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work operating at 10, 100 and 1000 Base-T with data rates of 
10, 100 and 1000 Megabits per second, respectively. The 
preferred embodiment may also be applied to 10 GBase-T, 
operating at 10Gbps, which has yet to be fully specified and 
implemented. 

In a preferred embodiment, the monitor comprises a first 
parallel data frequency and width adjuster between the first 
interface and the first programmable logic device, the first 
parallel data frequency and width adjuster being constructed 
and arranged to reduce the frequency and to increase the 
width of parallel data received from the first interface by a 
predetermined amount prior to said data being passed to the 
first programmable logic device; and, a second parallel data 
frequency and width adjuster between the second program 
mable logic device and the second interface, the second par 
allel data frequency and width adjuster being constructed and 
arranged to increase the frequency and to reduce the width of 
parallel data received from the second programmable logic 
device by said predetermined amount prior to said data being 
transmitted to a said network link by the second interface 
when the network monitor is operating in in-line mode. The 
adjusting of data frequency and width facilitates the use of 
low cost programmable logic devices. The cost of a program 
mable logic device is typically proportional to its speed capa 
bility and therefore, programmable logic devices that operate 
at lower frequencies are cheaper. 

Preferably, the first parallel data frequency and width 
adjuster is provided by a multiplexer and the second parallel 
data frequency and width adjuster is provided by a demulti 
plexer. 
The network monitor preferably comprises a third parallel 

data frequency and width adjuster between the second inter 
face and the second programmable logic device, the third 
parallel data frequency and width adjuster being constructed 
and arranged to reduce the frequency and to increase the 
width of parallel data received from the second interface by a 
predetermined amount prior to said data being passed to the 
second programmable logic device; and, a fourth parallel data 
frequency and width adjuster between the first programmable 
logic device and the first interface, the fourth parallel data 
frequency and width adjuster being constructed and arranged 
to increase the frequency and to reduce the width of parallel 
data received from the first programmable logic device by 
said predetermined amount prior to said data being transmit 
ted to a said network link by the first interface when the 
network monitor is operating in in-line mode. The third par 
allel data frequency and width adjuster is preferably provided 
by a multiplexer and the fourth parallel data frequency and 
width adjuster is preferably provided by a demultiplexer. 

The network monitor preferably comprises a clock signal 
provider for providing a clock signal so that data can be 
clocked through the network monitor. Preferably, the clock 
signal provider is constructed and arranged to obtain said 
clock signal by recovering a clock signal from data received 
at the first and second interfaces respectively. The use of the 
recovered data clock to clock the data through the network 
monitor from the input of one channel though to the output of 
the opposite channel ensures that the data and clock remain 
synchronised throughout the network monitor. This mini 
mises the skew between the clock and the data. It also 
removes the requirement for memory based buffering 
between channels, therefore reducing the component count or 
logic requirement inside the programmable logic devices. 

Preferably, each programmable logic device is a field pro 
grammable gate array. 

According to a second aspect of the present invention, there 
is provided a method of monitoring data on a networklink, the 
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4 
method comprising: receiving data in serial form from a 
network link; converting the data in serial form to data in 
parallel form; passing the parallel data to a first program 
mable logic device for processing for network analysis pur 
poses; controlling the first programmable logic device Such 
that the method takes place selectively in in-line mode or in 
end Station mode, whereby in in-line mode the first program 
mable logic device provides a copy of the received parallel 
data, the copy of the received parallel data being converted to 
data in serial form, said serial data being transmitted back 
onto the network link, and whereby in end station mode the 
first programmable logic device does not provide a copy of 
the received parallel data for conversion into serial form and 
transmission back onto the network link. 
The method preferably comprises, after converting the data 

in serial form to data in parallel form, reducing the frequency 
and increasing the width of the parallel data by a predeter 
mined amount prior to said parallel data being passed to the 
first programmable logic device; and, when operating in in 
line mode, increasing the frequency and reducing the width of 
the copy of the parallel data by the predetermined amount 
prior to the copy of the parallel data being converted to data in 
serial form for transmission back onto the network link. 
The method preferably comprises recovering a clock sig 

nal from the data received in serial form from the network link 
and using the recovered clock signal when operating in in-line 
mode to clock the data throughout the step of converting of 
the data in serial form to the data in parallel form to the step 
of transmitting serial data being back onto the network link. 

Embodiments of the present invention will now be 
described by way of example with reference to the accompa 
nying drawings, in which: 

FIGS. 1(a) to 1 (c) respectively show schematically two 
network devices connected by a network link, an in-line con 
nection of a network monitor between the two network 
devices, and the connection of the network monitor to the 
span port output of a network Switch or router, all as known in 
the prior art; 

FIG. 2 shows schematically a block circuit diagram of a 
prior art network monitor, 

FIGS. 3(a) to 3(c) respectively show schematically two 
network devices connected by a link, an in-line connection of 
an example of a network monitor according to an embodi 
ment of the present invention between the two network 
devices, and operation of the network monitor in end station 
mode; 

FIG. 4 shows schematically a block circuit diagram of a 
network monitor according to an embodiment of the present 
invention; and, 

FIG. 5 shows schematically an example of the clocking of 
data through a network monitor according to an embodiment 
of the present invention. 

Referring now to FIG. 3, in FIG. 3(a) there is shown two 
network devices 1.2 connected by a link 3. In FIG.3(b) there 
is shown an in-line connection of an example of a network 
monitor 20 according to an embodiment of the present inven 
tion between the two network devices 1.2. Once inserted, the 
network monitor 20 is capable of disconnecting the in-line 
link to enable operation in end station mode as shown in FIG. 
3(c). 

Referring now to FIG.4, the network monitor 20 uses two 
identical circuits, referred to as Channel 1 and Channel 2, to 
tap data from the network. The network monitor 20 uses pairs 
of four different functional blocks to implement each of these 
circuits as shown in FIG. 4. These blocks are a physical layer 
IC 30, a multiplexer 40, field programmable gate array 
(FPGA) 50, and a e-multiplexer 60. 
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The physical layer (PHY) IC 30 provides the interface to 
the physical layer of the monitored network. The PHY IC 30 
is preferably a multi-speed Ethernet PHY IC, which provides 
speed negotiation and signalling changes between the various 
speeds available on Ethernet. The PHY IC30 performs serial 
to-parallel conversion of the data entering the network moni 
tor 20 from the network link. The PHY IC 30 also performs 
parallel-to-serial conversion of the data that is to be transmit 
ted back onto the network link from the network monitor 20. 
The line-side and system-side interfaces of the PHY IC 30 
may be industry standard. In practice, the PHY IC 30 may be 
changed to Support different physical layers. The use of stan 
dard PHY ICs 30 provide a cost-effective method of provid 
ing an interface that allows the network monitor 20 to be 
interfaced with a network link operating at several different 
speeds with different signalling technologies. 
The multiplexer 40 interfaces the received parallel data 

from the PHY IC 20 to the FPGA 50. The multiplexer 40 
applies a conversion factor X to the received data. In particu 
lar, the multiplexer 40 decreases the frequency of the data by 
X times and also increases the width of the data words by X 
times. For example, if data is transmitted into the multiplexer 
40 where X=2, then 10-bit words at a frequency of 125MHz 
are output as 20-bit words at a frequency of 62.5 MHz. The 
conversion factor is chosen so that the frequency of the data 
matches the capabilities of the chosen FPGA 50. This adjust 
ing of the data frequency and width facilitates the use of low 
cost FPGAs. 50. The cost of an FPGA is approximately pro 
portional to its speed capability and thus FPGAs that operate 
at lower frequencies are cheaper. This method of decreasing 
the frequency by X and increasing the word width by X 
results in no loss of bandwidth. 
The FPGA 50 processes the data passed to it by the multi 

plexer 40. The FPGA 50 takes a copy of the data which it has 
been passed for processing purposes. The FPGA 50 passes a 
copy of the data to the FPGA50 on the opposite channel if the 
network monitor 20 is operating in in-line mode. If required, 
the FPGA 50 on the opposite channel buffers the received 
data when the monitor 20 is operating in in-line mode. In this 
mode, the FPGA 50 on the opposite channel outputs the 
received parallel data to its associated de-multiplexer 60 for 
retransmission onto the network link. 
When the monitor 20 is not operating in in-line mode, a 

control signal is sent to each FPGA 50 to reconfigure it such 
that a copy of the data received at each FPGA 50 from a 
channel is not passed to the other FPGA 50. In this way, the 
network monitor 20 can act as an end station for two channels 
simultaneously. 
The use of FPGAs. 50, or some other functionally equiva 

lent programmable logic device, to perform the data connec 
tion between the two channels provides flexible control over 
the routing of the data through the network monitor 20 and 
thus allows the network monitor 20 to switch dynamically 
between in-line and end station modes. This is due to the 
flexibility provided by the reconfigurability of the FPGAs. 50 
or other programmable logic devices, allowing their function 
to be changed during normal operation. 
When the network monitor 20 is operating in in-line mode, 

the de-multiplexer 60 interfaces the parallel data received 
from the FPGA 50 to the PHY IC 30. The de-multiplexer 60 
increases the frequency of the data by X times and decreases 
the width of the data words by X times. For example, if data 
is transmitted into the de-multiplexer 60 where X=2, then 
20-bit words at a frequency of 62.5 MHZ are output to the 
PHY IC as 10-bit words at a frequency of 125 MHz. This 
method of increasing the frequency by X and decreasing the 
word width by X results in no loss of bandwidth. 
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6 
The conversion factor X of the de-multiplexer 60 and the 

multiplexer 40 should be the same to ensure that the retrans 
mitted data rate matches the received data rate. 

In a preferred embodiment, a synchronous clock signal is 
used to clock the data 80 through each of the aforementioned 
functional blocks 30-60. A clock signal 70 can be provided by 
the PHY IC30, which recovers a clock signal from the data 80 
received from the network link. This recovered data clock, 
and/or its derivatives, is used to clock the data 80 through each 
of the four functional blocks 30-60, before clocking the data 
80 into the PHY IC 30 of the opposite channel for retrans 
mission back onto the network link. FIG. 5 shows the flow of 
the clock signal 70 from Channel 1 to Channel 2 of the 
network monitor 20. The same arrangement is used to clock 
the transfer of data from Channel 2 to Channel 1. The fre 
quency of the clock signal 70 may be decreased or increased 
by the conversion factor X as required in order to match 
changes in the frequency of the data 80 as it passes through 
each block 30-60. This use of the received data clock to clock 
the data through every stage of the network monitor 20 
removes the need for re-timing the data. This is particularly 
valuable when the network monitor 20 is connected to a 1000 
Base-T network. This arrangement minimises the skew 
between the clock and the data and removes the requirement 
for memory based buffering between channels, therefore 
reducing the component count or logic requirement inside the 
FPGASSO. 
The flow of the clock signal 70 to the opposite channel only 

occurs during in-line mode. When the network monitor 20 is 
operating in end station mode, the clocks of the two channels 
are independent of each other. 

Embodiments of the present invention have been described 
with particular reference to the examples illustrated. How 
ever, it will be appreciated that variations and modifications 
may be made to the examples described within the scope of 
the present invention. For example, the multiplexer and de 
multiplexer blocks 40.60 could be replaced by programmable 
logic devices, such as FPGAs, though FPGAs that can operate 
at the speed required of these functional blocks are relatively 
expensive. 
The invention claimed is: 
1. A network monitor that taps data from a network link 

between two network devices, the network monitor compris 
ing: 

first and second interfaces that allow the network monitor 
to be connected in-line in a network link between two 
network devices and to receive serial data therefrom and 
to transmit serial data thereto, each interface providing 
for serial-to-parallel conversion of data such that serial 
data received from a said network link at the interface is 
output as parallel data, and each interface providing for 
parallel-to-serial conversion of data Such that parallel 
data received at the interface is output as serial data for 
transmission to a said network link; and, 

first and second programmable logic devices, 
the first programmable logic device being arranged to 

receive parallel data output by the first interface and to 
process said data for network analysis purposes, the 
second programmable logic device being arranged to 
receive parallel data output by the second interface and 
to process said data for network analysis purposes, each 
programmable logic device being controllable so as to 
selectively pass a copy of the received parallel data to the 
other programmable logic device so that the network 
monitor can operate in in-line mode and not to pass a 
copy of the received parallel data to the other program 
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mable logic device so that the network monitor can 
operate in end station mode, 

the second programmable logic device being arranged to 
pass the copy of the parallel data received from the first 
programmable logic device to the second interface for 
parallel-to-serial conversion and for transmission of the 
serial databack to a said network link when the network 
monitor is operating in in-line mode, 

the first programmable logic device being arranged to pass 
the copy of the parallel data received from the second 
programmable logic device to the first interface for par 
allel-to-serial conversion and for transmission of the 
serial databack to a said network link when the network 
monitor is operating in in-line mode. 

2. A network monitor according to claim 1, comprising: 
a first parallel data frequency and width adjuster between 

the first interface and the first programmable logic 
device, the first parallel data frequency and width 
adjuster being constructed and arranged to reduce the 
frequency and to increase the width of parallel data 
received from the first interface by a predetermined 
amount prior to said data being passed to the first pro 
grammable logic device; and, 

a second parallel data frequency and width adjuster 
between the second programmable logic device and the 
second interface, the second parallel data frequency and 
width adjuster being constructed and arranged to 
increase the frequency and to reduce the width of paral 
lel data received from the second programmable logic 
device by said predetermined amount prior to said data 
being transmitted to a said network link by the second 
interface when the network monitor is operating in in 
line mode. 

3. A network monitor according to claim 2, wherein the 
first parallel data frequency and width adjuster is provided by 
a multiplexer and the second parallel data frequency and 
width adjuster is provided by a demultiplexer. 

4. A network monitor according to claim 2, comprising: 
a third parallel data frequency and width adjuster between 

the second interface and the second programmable logic 
device, the third parallel data frequency and width 
adjuster being constructed and arranged to reduce the 
frequency and to increase the width of parallel data 
received from the second interface by a predetermined 
amount prior to said data being passed to the second 
programmable logic device; and, 

a fourth parallel data frequency and width adjuster between 
the first programmable logic device and the first inter 
face, the fourth parallel data frequency and width 
adjuster being constructed and arranged to increase the 
frequency and to reduce the width of parallel data 
received from the first programmable logic device by 
said predetermined amount prior to said data being 
transmitted to a said network link by the first interface 
when the network monitor is operating in in-line mode. 

5. A network monitor according to claim 4, wherein the 
third parallel data frequency and width adjuster is provided by 
a multiplexer and the fourth parallel data frequency and width 
adjuster is provided by a demultiplexer. 

6. A network monitor according to claim 1, comprising a 
clock signal provider for providing a clock signal So that data 
can be clocked through the network monitor. 

7. A network monitor according to claim 6, wherein the 
clock signal provider is constructed and arranged to obtain 
said clock signal by recovering a clock signal from data 
received at the first and second interfaces respectively. 
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8 
8. A network monitor according to claim 1, wherein each 

programmable logic device is a field programmable gate 
array. 

9. A network monitor according to claim 3, comprising: 
a third parallel data frequency and width adjuster between 

the second interface and the second programmable logic 
device, the third parallel data frequency and width 
adjuster being constructed and arranged to reduce the 
frequency and to increase the width of parallel data 
received from the second interface by a predetermined 
amount prior to said data being passed to the second 
programmable logic device; and, 

a fourth parallel data frequency and width adjuster between 
the first programmable logic device and the first inter 
face, the fourth parallel data frequency and width 
adjuster being constructed and arranged to increase the 
frequency and to reduce the width of parallel data 
received from the first programmable logic device by 
said predetermined amount prior to said data being 
transmitted to a said network link by the first interface 
when the network monitor is operating in in-line mode. 

10. A method of monitoring data on a network link, the 
method comprising: 

receiving data in serial form from a network link: 
converting the data in serial form to data in parallel form; 
passing the parallel data to a first programmable logic 

device for processing for network analysis purposes; 
controlling the first programmable logic device such that 

the method takes place selectively in in-line mode or in 
end station mode, 

whereby in in-line mode the first programmable logic 
device provides a copy of the received parallel data, the 
copy of the received parallel data being converted to data 
in serial form, said serial data being transmitted back 
onto the network link, and 

whereby in end station mode the first programmable logic 
device does not provide a copy of the received parallel 
data for conversion into serial form and transmission 
back onto the network link. 

11. A method according to claim 10, comprising: 
after converting the data in serial form to data in parallel 

form, reducing the frequency and increasing the width of 
the parallel data by a predetermined amount prior to said 
parallel data being passed to the first programmable 
logic device; and, 

when operating in in-line mode, increasing the frequency 
and reducing the width of the copy of the parallel data by 
the predetermined amount prior to the copy of the par 
allel data being converted to data in serial form for 
transmission back onto the network link. 

12. A method according to claim 10, comprising recover 
ing a clock signal from the data received in serial form from 
the network link and using the recovered clock signal when 
operating in in-line mode to clock the data throughout the step 
of converting of the data in serial form to the data in parallel 
form to the step of transmitting serial data being back onto the 
network link. 

13. A method according to claim 11, comprising recover 
ing a clock signal from the data received in serial form from 
the network link and using the recovered clock signal when 
operating in in-line mode to clock the data throughout the step 
of converting of the data in serial form to the data in parallel 
form to the step of transmitting serial data being back onto the 
network link. 


