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(57) ABSTRACT 
A network processing node (e.g., MGW, MRFP) and method 
are described herein that can: (1) receive packets on a first 
heterogeneous link (e.g., wireless link); (2) manipulate the 
received packets based on known characteristics about a 
second heterogeneous link (e.g., “Internet link); and (3) 
send the manipulated packets on the second heterogeneous 
link (e.g., “Internet-link). For example, the network pro 
cessing node can manipulate the received packets by adding 
redundancy, removing redundancy, frame aggregating (re 
packetizing), recovering lost packets and/or re-transmitting 
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NETWORK PROCESSING NODE AND METHOD 
FOR MANIPULATING PACKETS 

BACKGROUND OF THE INVENTION 

0001) 
0002 The present invention relates to the communica 
tions field and, in particular, to a network processing node 
(e.g., MGW, MRFP) and method that can: (1) receive 
packets on a first heterogeneous link (e.g., wireless link); (2) 
manipulate the received packets based on known character 
istics about a second heterogeneous link (e.g., “Internet' 
link); and (3) send the manipulated packets on the second 
heterogeneous link (e.g., “Internet” link). 
0003 2. Description of Related Art 
0004 The following abbreviations are herewith defined, 
at least some of which are referred to in the ensuing 
description of the prior art and the preferred embodiments of 
the present invention. 
AMR Adaptive Multi Rate 

1. Field of the Invention 

AS Application Server 
BW Bandwidth 

BTS Base Transceiver Station 

CSCF Call State Control Function 

CMR Codec Mode Request 
ECU Error Concealment Unit 

EGPRS Enhanced General Packet Radio Service 

FEC Forward Error Correction 

FER Frame Erasure Rate 

HSPA High Speed Packet Access 
IMS IP Multimedia Subsystem 
IP Internet Protocol 

LAN Local Area Network 

MDC Multiple Description Coding 
MGW Media Gateway 
MRFP Multimedia Resource Function Processor 

NB Narrowband 

RTP Real Time Protocol 

SID Silence Descriptor 
SIP Session Initiation Protocol 

TCP Transmission Control Protocol 

UE User Equipment 
UDP User Datagram Protocol 
VOIP Voice over IP 

WB Wideband 

WCDMA Wideband Code Division Multiple Access 
WLAN Wireless LAN 

0005. In a communications network, channel coding 
redundancy is often added on top of source data to enable the 
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robust transmission of the source data. In 1948, C. E. 
Shannon discussed channel coding when he demonstrated 
that by proper encoding of Source data, errors induced by a 
communication link can be reduced without sacrificing the 
rate of information transfer. In particular, C. E. Shannon 
developed a separation theorem which states that Source and 
channel coding can be designed separately to optimize the 
performance of a communications network assuming a 
block length is infinite and an entropy rate of the Source data 
is less than the capacity of a time-invariant communications 
link. For a detailed description about C. E. Shannon's 
separation theorem, reference is made to the following 
document: 

0006 C. E. Shannon, “A mathematical theory of com 
munications.” The Bell System Technical Journal, vol. 
27, pp. 379-423 623-656, 1948. 

0007. However, an infinite block length causes infinite 
delay and infinite complexity, which is not feasible in reality. 
And, communication links may also be time-varying and 
band-limited especially in a multi-user communication sys 
tem. Thus, for optimal system design, the source data and 
channel coding needs to be jointly optimized. This is dis 
cussed in the following documents: 

0008 S. Vembu, S. Verdú, and Y. Steinberg, “When 
does the source-channel separation theorem hold?, in 
Proc. IEEE Int. Symposium Inform. Theory, 27 Jun.-1 
Jul. 1994, pp. 198. 

0009. S. Vembu, S. Verdi, and Y. Steinberg, “The 
source-channel separation theorem revisited.” IEEE 
Trans. Inform. Theory, vol. IT-41, no. 1, pp. 44-54, 
1995. 

0010 K. Sayood, H. H. Otu, N. Demir, “Joint source/ 
channel coding for variable length codes.” IEEE Trans. 
Commun., vol. COM-48, no. 5, pp. 787-794, 2000. 

In the last document, K. Sayood et al. classified joint 
Source-channel coding into four classes: 

0011 1. Joint source channel coders where source and 
channel coders are truly integrated (i.e., channel-optimized 
quantization). A detailed discussion about channel-opti 
mized quantization is provided in the following document: 
R. M. Gray and D. L. Neuhoff, “Quantization.” IEEE Trans. 
Inform. Theory, vol. 44, no. 6, pp. 2325-2383, 1998. 
0012. 2. Concatenated source channel coders where 
Source and channel coders are cascaded and fixed total rates 
are divided into source and channel coders according to the 
channel condition (i.e., forward error correction (FEC)). A 
detailed discussion about FEC is provided in the following 
document: B. Sklar and F. J. Harris, “The ABCs of linear 
block codes.” IEEE Signal. Processing Magazine, Vol. 21, 
no. 4, pp. 14-35, 2004. 
0013 3. Unequal error protection where more bits are 
allocated to more important parts of the Source data (i.e., 
uneven level protection). A detailed discussion about uneven 
level protection is provided in the following document: Li, 
F. Liu, J. Villasenor, J. Park, D. Park, and Y. Lee, “An RTP 
payload format for generic FEC with uneven level protec 
tion.” Internet Draft draft-ief-avt-ulp-04.txt, February 2002. 
0014. 4. Constrained source-channel coding where 
Source encoders and decoders are modified depending on the 
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channel condition (i.e., multiple description coding (MDC)). 
A detailed discussion about MDC is provided in the follow 
ing documents: (1) A. El Gamal and T. M. Cover, “Achiev 
able rates for multiple descriptions.” IEEE Trans. Inform. 
Theory, vol. IT-28, no. 6, pp. 851-857, 1982; (2) V. A. 
Vaishampayan, “Design of multiple description scalar quan 
tizer.” IEEE Tran. Inform. Theory, vol. 39, no. 3, pp. 
821-834, May 1993; and (3) V. K. Goyal, “Multiple descrip 
tion coding: compression meets the network.” IEEE Signal 
Processing Magazine, vol. 18, no. 5, pp. 74-93, September 
2001. 

0015. In the past, joint source-channel coding has been 
Successfully used in a homogeneous communications net 
work (e.g. wireless link). It would be desirable to be able to 
efficiently implement joint-source channel coding in a het 
erogeneous communications network (e.g. wireless link 
merged with the Internet). Unfortunately, today the use of 
joint-source channel coding in a heterogeneous communi 
cations network is not very efficient as is discussed below 
with respect to FIGS. 1-3. 
0016 Referring to FIG. 1, there is a block diagram 
illustrating the basic components of an exemplary hetero 
geneous communications network 100. As shown, UE-1102 
(mobile unit 102) interacts via a wireless link 104 (channel 
A) with a BTS-1106. The BTS-1106 is connected to a 
MRFP-1108 which is connected to a MRFP-2110 via a link 
112 (channel B) within the Internet 114. The MRFP-2110 is 
connected to a BTS-2116 which interacts via a wireless link 
118 (channel C) with UE-2120 (mobile unit 120). In this 
heterogeneous communications network 100, the character 
istics of the three links 104, 112 and 118 are very different. 
The two wireless links 104 and 118 most likely have a 
reasonable low packet loss rate, especially if radio bearers 
optimized for real time services are used. On the other hand, 
the “Internet” link 112 can have a much higher packet loss 
rate. Unfortunately, today the two UEs 102 and 120 need to 
add the redundancy to handle the total packet loss rate for all 
three links 104,112 and 118. The main drawback of this is 
that the redundancy added to combat the packet loss on the 
“Internet” link 112 also needs to be carried over the two 
wireless links 104 and 118 on which capacity is a scarce 
resource. This drawback is discussed in more detail below 
with respect to FIGS. 2 and 3 (PRIOR ART). 
0017 Referring to FIGS. 2 and 3 (PRIOR ART), there are 
respectively illustrated two heterogeneous communications 
networks 100a and 100b configured like the one shown in 
FIG. 1 which are used to help describe the main drawback 
of requiring the UEs 102 and 120 to add the redundancy to 
handle the total packet loss rate for all three links 108, 112 
and 118. In FIG. 2 (PRIOR ART), assume channel A 
(wireless link 104), channel B (“Internet” link 112), a 
channel C (wireless link 118) have a FER of 1%, 7% and 
1%, respectively. If UE-1102 sends a packet 200 to 
UE-2120, then UE-1 generates source data 202 and also 
redundancy A, redundancy B. and redundancy C. However, 
redundancy A is only used on channel A and not used on 
channels B and C. And, redundancy B is only used on 
channel B and not used on channels A and C. Likewise, 
redundancy C is only used on channel C and not used on 
channels A and B. As can be seen, this scheme results in an 
inefficient use of redundancy transmission. 
0018 Referring now to FIG. 3 (PRIOR ART), an alter 
nate solution is shown in which UE-1102 generates a packet 
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300 with source data 302 and only one redundancy 304 
which is transmitted over channels A, B, and C. In this 
example, assume that channels A, B, and Chave a FER of 
1%, 7%, and 1%, respectively. And, assume that UE-1102 
generates the redundancy 304 for the worst case scenario 
which is 7% in this example and sends it over channels A, 
B, and C. However, this amount of redundancy does not 
result in the efficient use of the capacity on the wireless 
channels A and C. Alternatively, if UE-1102 generates the 
redundancy 304 for the average FER case ((1%+7%+1%)/ 
3=3%), then the capacity for the wireless channels A and C 
will be higher than the previous scenario, but this amount of 
redundancy is not enough to recover the 7% FER in the 
channel B. Neither of these scenarios is desirable. Accord 
ingly, there has been and is a need to address this shortcom 
ing by effectively implementing joint-source channel coding 
(e.g., full redundancy, partial redundancy) in a heteroge 
neous communications network. This problem and other 
problems are solved by the present invention. 

BRIEF DESCRIPTION OF THE INVENTION 

0019. The present invention relates to a network process 
ing node (e.g., MGW, MRFP) that can: (1) receive packets 
on a first heterogeneous link (e.g., wireless link); (2) 
manipulate the received packets based on known character 
istics about a second heterogeneous link (e.g., “Internet' 
link); and (3) send the manipulated packets on the second 
heterogeneous link (e.g., “Internet” link). For instance, the 
network processing node can manipulate the received pack 
ets by adding redundancy, removing redundancy, frame 
aggregating (re-packetizing the packets), recovering lost 
packets and/or re-transmitting packets. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020. A more complete understanding of the present 
invention may be had by. reference to the following detailed 
description when taken in conjunction with the accompa 
nying drawings wherein: 
0021 FIG. 1 is a block diagram illustrating the basic 
components of an exemplary heterogeneous communica 
tions network; 
0022 FIG. 2 (PRIOR ART) is a block diagram used to 
describe one traditional way that two end-points (UE-1 and 
UE-2) add redundancy to packets transmitted/received 
within the exemplary heterogeneous communications net 
work shown in FIG. 1; 
0023 FIG. 3 (PRIOR ART) is a block diagram used to 
describe another traditional way that two end-points (UE-1 
and UE-2) add redundancy to packets transmitted/received 
within the exemplary heterogeneous communications net 
work shown in FIG. 1; 
0024 FIG. 4 is a block diagram of an exemplary hetero 
geneous communications network which has two network 
processing nodes (e.g., MRFP-1 and MRFP-2) each of 
which is configured to implement a method in accordance 
with the present invention; 
0025 FIG. 5 is a flow diagram that illustrates the basic 
steps of a method for manipulating packets in accordance 
with the present invention; 
0026 FIG. 6 is a block diagram of an exemplary hetero 
geneous communications network which is used to explain 
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how one network processing node (e.g., MRFP-2) can send 
feedback information about the characteristics of a link to 
another network processing node (e.g., MRFP-1) in accor 
dance with the present invention; 
0027 FIG. 7 is a diagram that illustrates exemplary 
protocol stacks used by a UE-1, MRFP-1, MRFP-2 and 
UE-2 associated with the exemplary heterogeneous commu 
nications network shown in FIG. 4 in accordance with the 
present invention; 

0028 FIGS. 8A and 8B are two block diagrams which are 
used to help explain how a network processing node (e.g., 
MRFP-1) can manipulate received packets by adding redun 
dancy to the received packets in accordance with a first 
embodiment of the present invention: 

0029 FIG. 9 is a block diagram which is used to help 
explain how a network processing node (e.g., MRFP-1) can 
manipulate received packets by removing redundancy from 
the received packets in accordance with a second embodi 
ment of the present invention; 

0030 FIGS. 10A and 10B, there are two diagrams which 
are used to help explain how a network processing node 
(e.g., MRFP-1) can manipulate received packets by re 
packeting them via frame aggregation in accordance with a 
third embodiment of the present invention: 

0031 FIGS. 11A and 11B are two block diagrams which 
are used to help explain how a network processing node 
(e.g., MRFP-1) can manipulate received packets by recov 
ering a lost packet in accordance with a fourth embodiment 
of the present invention; and 

0032 FIGS. 12A and 12B are two block diagrams which 
are used to help explain how a network processing node 
(e.g., MRFP-1) can manipulate received packets by trans 
mitting packet(s) more than once to a decoding end (e.g., 
MRFP-2) when it is not desirable/possible to recover a lost 
packet in accordance with a fifth embodiment of the present 
invention. 

DETAILED DESCRIPTION OF THE DRAWINGS 

0033. The present invention relates to a network process 
ing node which is placed in a connection path between two 
UEs (for example) and which is able to manipulate the 
redundancy (for example) of packets according to its knowl 
edge of the characteristics of its outgoing link. In the 
description below, the network processing node (e.g., 
MRFP) is discussed as being located in an IMS communi 
cations network. For instance, in an IMS communications 
network the two clients (e.g., two UES) establish a VoIP 
session (or video telephony session) by using SIP signalling 
which is sent to a server, e.g. CSCF. The CSCF server then 
has the possibility to route this signalling to an application 
server, e.g. AS. The AS ensures that the connection between 
the two clients (e.g., UES) is optimized as far as possible and 
introduces services that can be used before or during the 
connection. In this scenario, the AS routes all media from the 
two clients to a network processing node, e.g. MRFP. The 
MRFP is described below as being able to adapt the redun 
dancy (for example) of incoming streams based on the 
characteristics of the outgoing connection. For clarity, only 
the UEs and the MRFPs associated with an IMS commu 
nications network are illustrated and described herein. Alter 

Jun. 28, 2007 

natively, the present invention can be implemented within 
another type of network processing node besides a MRFP 
like for example a MGW. 

0034) Referring to FIG. 4, there is a block diagram of an 
exemplary IMS communications network 400 which has 
two MRFPs 402 and 404 each of which is configured to 
implement method 500 in accordance with the present 
invention. As shown, UE-1406 (mobile unit 406) interacts 
via a wireless link 408 (channel A) with a BTS-1410. The 
BTS-1410 is connected to MRFP-1402 which is connected 
to MRFP-2404 via a link 412 (channel B) within the Internet 
414. The MRFP-2404 is connected to a BTS-2416 which 
interacts via a wireless link 418 (channel C) with UE-2420 
(mobile unit 420). In this exemplary IMS communications 
network 400, the characteristics of the three links 408, 412 
and 418 are very different. The two wireless links 408 and 
418 most likely have a reasonable low packet loss rate, 
especially if radio bearers optimized for real time services 
are used. On the other hand, the “Internet” link 412 can have 
a much higher packet loss rate. In the past, the two UEs 406 
and 420 would have been required to add IP level redun 
dancy tailored to handle the total packet loss rate for all three 
links 408, 412 and 418 (see FIGS. 2 and 3). This scheme 
resulted in an inefficient use of the redundancy transmission. 
As described below, the MRFPs 402 and 404 of the present 
invention tailor the IP level redundancy to the different links 
in a connection path in an individual fashion which is more 
efficient than adding the redundancy in the end points (the 
UEs 406 and 420). The MRFPs 402 and 404 can also 
manipulate the incoming packets in other ways in addition 
to (or besides) manipulating the redundancy. 

0035). Each MRFP402 and 404 includes a processor 422, 
a memory 424 and instructions 426 which are accessible 
from the memory 424 and processable by the processor 422 
to implement method 500 shown in FIG. 5. Basically, 
MRFP-1402 can implement method 500 by: (1) receiving 
packets on an incoming link 408 (see step 502): (2) manipu 
lating the received packets based on known characteristics 
about an outgoing link 412 (see step 504); and (3) sending 
the manipulated packets on the outgoing link 412 (see step 
506). Likewise, MRFP-2404 can implement method 500 by: 
(1) receiving packets on an incoming link 412 (see Step 502); 
(2) manipulating the received packets based on known 
characteristics about an outgoing link 418 (see step 504); 
and (3) sending the manipulated packets on the outgoing 
link 418 (see step 506). Of course, both MRFPs 402 and 404 
do not need to implement method 500. 

0036) Each MRFP402 and 404 is able to manipulate their 
received packets by adding redundancy, removing redun 
dancy, frame aggregating/re-packetizing, recovering lost 
packets and/or re-transmitting packets. An example of 
redundancy manipulation is shown in FIG. 4, where 
UE-1406 generates header A and redundancy. A for channel 
A (wireless link 408), MRFP-1402 generates header B and 
redundancy B for channel B (“Internet” link 412), and 
MRFP-2404 generates header C and redundancy C for 
channel C (wireless link 418). The reverse way can be 
performed within UE-2.420, MRFP-2404, and MRFP-1402 
so UE-2420 can communicate to UE-1406. As can be seen, 
each communication channel A, B and C only transmits the 
corresponding header and needed redundancy. A more 
detailed discussion about the different types of manipulation 
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that can be performed by MRFPs 402 and 404 are described 
below with respect to FIGS. 8 and 12. 
0037 So, each MRFP402 and 404 can properly manipu 
late the incoming packets they need to have knowledge 
about the characteristics (quality, capacity) of their respec 
tive outgoing links 412 and 418 (channels B and C). In one 
embodiment, this knowledge can be adaptive in which case 
MRFP-1402 and MRFP-2404 can share feedback informa 
tion about packet loss etc. ... related to their shared channel 
B so they can determine the required level of redundancy 
(for example). A scenario in which MRFP-2404 is sending 
feedback information 602 to MRFP-1402 is shown in FIG. 
6. An advantage of this feature is that the feedback infor 
mation 602 does not have to be communicated between the 
UEs 406 and 420. 

0038 Referring to FIG. 7, there is a diagram illustrating 
in greater detail some exemplary protocol stacks that can be 
associated with UE-1, MRFP-1, MRFP-2 and UE-2 in the 
IMS communications network 400 shown in FIG. 4. This 
layered protocol architecture is shown to illustrate that the 
MRFPs 402 and 404 can manipulate the channel coding for 
example by adding/removing redundancy to the packets 
within a higher protocol layer (e.g., RTP/UDP, or any higher 
protocol layer that is standardized in the future). In particu 
lar, the MRFPs 402 and 404 can perform the redundancy 
manipulation (and not necessarily the other types of manipu 
lation like frame aggregation and recovery of lost frames) in 
the higher protocol layer based on their knowledge of the 
characteristics of their respective outgoing linkS 412 and 
418. 

0039. As shown, UE-1 and UE-2 each have a protocol 
stack which includes at least the following layers: 

UE-1 UE-2 

Codec 
RTP/UDP 
IP 
Lower Layers 

0040 And, MRFP-1402 and MRFP-2404 each have a 
protocol stack which includes at least the following layers: 

MRFP-1 MRFP-2 

RTP/UDP 
IP 
Lower Layers 

0041. It should be understood that many of the details 
associated with each protocol are well known to those 
skilled in the art and as such are not described in detail 
herein. 

0042. In the following sections, different scenarios are 
described to illustrate how a network processing node (e.g., 
MRFP-1402) can manipulate packets which are received 
and sent on two different types of communication links (e.g., 
links 408 and 412). Although, the network processing node 
described herein is an interface between a wireless link and 
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an “Internet” link it could for instance be an interface 
between a wireless packet switched network (e.g. HSPA) 
with little packet loss and strict requirements on transmis 
sion efficiency and a wireline LAN with a higher probability 
of packet loss but lower requirements on transmission 
efficiency. In addition, the network processing node could 
interface several other heterogeneous communication links, 
Such as (for example): 

0043 wireless link and wireless link with different 
characteristics. 

0044) wireline link and wireline link with different 
characteristics. 

0045 wireless link and wireline link with different 
characteristics. 

0046) WCDMA DCH link and WCDMA HSPA link. 
0047 GPRS link and EGPRS link. 
0.048 EGPRS link and LAN link. 
0049. WCDMA DCH link and LAN link. 
0050 HSPA link and ADSL link. 
0051 EGPRS link and WLAN link. 
0.052 etc. . . . 

0053 As can be seen, the two links (channels) described 
herein have different characteristics (e.g., with respect to 
packet loss). It can also be seen that the present invention is 
not limited to a first link and a second link which happen to 
be different types of channels. For instance, the present 
invention also works when the first link and the second link 
are the same type of channel but with different characteris 
tics. 

0054 Again, even though an IMS implementation of the 
present invention is described herein where a MRFP 
manipulates the incoming packets, it should be appreciated 
that any type of network processing node that can handle a 
connection between two heterogenous links can also imple 
ment the same functionality. It should also be noted that in 
the description below if encryption of the payload is not 
mentioned explicitly then it is assumed that it is not used or 
that it can be handled by the MRFP. The examples below 
also assume that AMR/AMRWB codecs are being used but 
other types of codecs can be applied as well. 
0.055 Referring to FIGS. 8A and 8B, there are two 
diagrams which are used to help explain how the MRFP 
1402 (for example) can manipulate received packets by 
adding redundancy to the received packets in accordance 
with a first embodiment of the present invention. In FIG. 8A, 
the MRFP-1402 is shown receiving six speech packets F. 
F. . . . Fis and then outputting six speech packets F/F-1, 
F/F. . . . Fis/F (where the shaded portions of the 
outgoing packets are redundancy data). In this example, the 
MRFP-1402 adds a full set of data from one previous 
incoming speech frame?packet to the current outgoing 
speech frame/packet. Alternatively, the MRFP-1402 could 
add a full set of data from more than one of the previous 
incoming speech frames/packets to the current outgoing 
speech frame/packet. This type of manipulation is called full 
redundancy (compare to Sayood's cascade integration cod 
ing scheme). 



US 2007/0147314 A1 

0056. In FIG. 8B, the MRFP-1402 is shown receiving six 
speech packets F. F. . . . Fis and then outputting six 
speech packets F/F-1, F1/F. . . Fls/F(where the 
shaded portions of the outgoing packets are redundancy 
data). In this example, the MRFP-1402 adds a partial set of 
data from one previous incoming speech frame/packet to the 
current outgoing speech frame/packet. The partial set of data 
would typically be the most important bits in the payload. In 
one application, if the received packets are voice frames then 
the MRFP-1402 could decode the pitch lags and gains and 
re-encode them in the partial redundant format. This type of 
redundancy is called partial redundancy (compare to 
Sayood's unequal error protection channel coding scheme). 
0057 The MRFP-1402 by performing redundancy 
manipulation is generally going to cause increase in size of 
the outgoing stream of packets, the magnitude of which 
corresponds to the amount of redundancy which is added to 
the outgoing packet stream. If the MRFP-1402 used an 
AMR/AMR-WB speech codec, then it could use a CMR 
field in the payload to help compensate for the increase in 
the packet size. The CMR is used to signal which codec 
mode (i.e. bitrate) the other end point (e.g., UE-1406) should 
use to encode their outgoing stream. In particular, if a 
MRFP-1402 is adding redundancy and thereby increasing 
the packet size, then it can manipulate the CMR field sent to 
the UE-1406 to indicate that it should use a lower bitrate 
codec mode on its outgoing stream of packets to compensate 
for the increase in the packet size. 
0.058 Referring to FIG. 9, there is a diagram which is 
used to help explain how the MRFP-1402 (for example) can 
manipulate received packets by removing redundancy from 
the received packets in accordance with a second embodi 
ment of the present invention. In FIG.9. the MRFP-1402 is 
shown receiving six speech packets F/F, F/F. . . . 
F/F and then outputting six speech packets F. F. . . 
. Fis (where the shaded portions of the incoming packets 
are redundancy data). In this example, the MRFP-1402 
removes a full set of data from the incoming speech frames/ 
packets (the opposite of what was done in FIG. 8A). 
Alternatively, the MRFP-1402 could remove a partial set of 
data from the incoming speech frames/packets (the opposite 
of what was done in FIG. 8B). This type of manipulation is 
called removing redundancy. 

0059 Referring to FIGS. 10A and 10B, there are two 
diagrams which are used to help explain how the MRFP 
1402 (for example) can manipulate received packets by 
re-packeting them via frame aggregation in accordance with 
a third embodiment of the present invention. In FIG. 10A, 
the MRFP-1402 is shown receiving five speech packets F. 
F, F2, Fs, F and Fis and then outputting three 
re-packetized speech packets F1/F F-s/F2 and Fis/ 
F. In this example, the MRFP-1402 manipulates the 
packetization to obtain higher BW efficiency (at the price of 
delay). The idea is to reduce the transmitted bit rate by 
reducing the IP packet rate which in turn reduces the 
overhead due to IP-headers. In normal transmission, the 
TCP/IP protocol requires that each packet be tagged with 
sender and receiver data contained in an IP header. And, in 
VoIP these IP headers are quite large (~40 bytes) compared 
to the size of the payload (typically 11 to 40 bytes). 
Therefore, it may be better to aggregate two or more 
incoming packets into one outgoing packet as shown in FIG. 
10A and thus make the transmission more BW efficient. 
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0060 An alternative scheme may be needed in the case 
where the incoming stream of packets to the MRFP-1402 
uses redundancy while the outgoing stream of packets 
requires BW efficient transmission (re-packetization 
manipulation) without redundancy. In this case, the MRFP 
1402 may open the received packets and re-packetize the 
information such that no redundant data is left (or such that 
the degree of redundancy is changed to another desired 
degree). Another, possibility which can even be used in the 
case of encryption, is to discard as many redundant packets 
as possible such that the receiver (e.g., MRFP-2) is still able 
to recover all information. FIG. 10B illustrates an example 
of this particular scheme in which the MRFP-1402 receives 
six incoming packets F/F-1, F1/F F2/F1, Fis/F2. 
F/Fs and Fls/F and discards as many redundant 
packets as possible (marked with a cross) which in this case 
are F/F, F2/F and F/Fs such that the receiver 
(e.g., MRFP-2404) is still able to recover all of the infor 
mation. 

0061 Referring to FIGS. 11A and 11B, there are two 
diagrams which are used to help explain how the MRFP 
1402 (for example) can manipulate received packets by 
recovering a lost packet in accordance with a fourth embodi 
ment of the present invention. In FIG. 11A, the MRFP-1402 
is shown receiving five speech packets F/F, F/F 
Fs/F2, F-4/F-5 and Fis/F4 and when packet F/ 
F is received the sequence number will indicate that 
packet F/F (marked with a cross) has been lost (the 
shaded portions of the incoming packets are redundancy 
data). Because, the incoming speech traffic was transmitted 
with redundancy it is possible to recover one or more lost 
packet(s) like packet F/F. The missing packet can be 
restored (shown as outgoing packet F2/F) using the 
most recent incoming packet Fis/F2 and the incoming 
packet F1/F that was received prior to noticing their was 
a missing incoming packet F/F. The MRFP-1402 
outputs six packets F/F-1, F1/F, F2/F1, Fis/F2. 
F/Fs and Fls/F, (where the shaded portions of the 
outgoing packets are redundancy data). This repair action 
may increase the delay jitter in the transmission path 
between outgoing packet F1/F and the recovered outgoing 
packet F2/F. As a result, the receiving device (e.g., 
UE-2) needs to adapt to this situation caused by the delayed 
jitter. The receiving device should not have a problem 
adapting to delay jitter if it implements an adaptive jitter 
buffer algorithm. 

0062. In FIG. 11B, an alternative repair scheme is shown 
in which MRFP-1402 receives five speech packets F/F, 
F1/Fn, Fns/F2, F-4/F-3 and Fas/F4 and when packet in-1 is in-3 

F/F is received the sequence number will indicate that 
packet F/F (marked with a cross) has been lost (the 
shaded portions of the incoming packets are redundancy 
data). Because, the incoming speech traffic was transmitted 
with redundancy it is possible to recover the lost packet 
F/F, using the incoming packets F1/F and Fis/F2. 
However, in this scheme, MRFP-1402 does not use redun 
dancy in its outgoing packets which are shown as F, F, 
F2 (recovered packet), Fs, F and Fls (note the delay 
jitter between packet F and recovered packet F). More 
schemes, can be imagined depending on the incoming 
stream and the outgoing stream type where, for instance, the 
incoming stream which is in a repair situation may be 
“full-redundancy” or “partial redundancy” and the outgoing 
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stream may be “full-redundancy”, “partial redundancy'. 
“normal, and/or “BW efficient' etc. . . . 

0063 Referring to FIGS. 12A and 12B, there are two 
diagrams which are used to help explain how the MRFP 
1402 (for example) can manipulate received packets by 
transmitting packet(s) more than once to a decoding end 
(e.g., MRFP-2404) when it is not desirable/possible to 
recover a lost packet in accordance with a fifth embodiment 
of the present invention. In FIG. 12A, the MRFP-1402 is 
shown receiving five speech packets F/F1, F1/F Fis/ 
F2, F4/Fs and Fis/F4 and when packet Fis/F2 is 
received the sequence number will indicate that packet 
F/F (marked with a cross) has been lost (the shaded 
portions of the incoming packets are redundancy data). In 
this scheme, assume the packet repair/recovery is not pos 
sible due to encryption (for example) or not desirable for 
complexity reasons (for example). In principle, it can be 
argued that, due to redundancy transmission, still no infor 
mation is lost. However, the onwards transmission is more 
sensitive to further packet losses. And, to compensate for 
this situation, the MRFP-1402 can transmit the packets (or 
a selection of packets) containing at least parts of the lost 
packet twice (or more). In this scenario, the MRFP-1402 
transmits the following speech packets F/F, F/F 
F/F (re-transmitted), F/F2, Fs/F2 (re-transmit 
ted), F/Fs and Fls/F (where the shaded portions of 
the outgoing packets are redundancy data). 

0064. In FIG. 12B, there is shown ascenario in which the 
loss of a packet leads to the loss of real information. In this 
scenario, the MRFP-1402 is shown receiving five speech 
packets Fn, F1, Fs, F4 and Fis and when packet Fis 
is received the sequence number will indicate that packet 
F (marked with a cross) has been lost. The incoming 
speech packets did not contain redundancy data and as a 
result the information in packet F has been lost. As 
shown, a possible solution to this problem would be to 
re-transmit at least Some of the packets adjacent to the loss. 
For instance, the MRFP-1402 could transmit seven speech 
packets F, F, F. (re-transmitted), F. F. (re-trans 
mitted), F and Fs. An advantage of this re-transmission 
scheme would be to decrease the risk of losing consecutive 
packets (e.g., packets F and F2 or F2 and Fs) at the 
decoding end (e.g., UE-2420). Because, if consecutive pack 
ets where lost then this would likely cause substantial 
quality degradation. Of course, this solution would leave the 
error concealment to the decoding end (e.g., MRFP-2404). 
An alternative solution, relates to recovering as much as 
possible of the lost information by means of error conceal 
ment at the MRFP-1402 and to transmit this information 
instead of the lost packet. However, this particular solution 
may not be desirable because it requires the MRFP-1402 to 
execute complex error concealment programs and it also 
requires that the incoming packets contain non-encrypted 
information. 

0065. Although several embodiments of the present 
invention have been illustrated in the accompanying Draw 
ings and described in the foregoing Detailed Description, it 
should be understood that the invention is not limited to the 
embodiments disclosed, but is capable of numerous rear 
rangements, modifications and Substitutions without depart 
ing from the spirit of the invention as set forth and defined 
by the following claims. 
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What is claimed is: 
1. A network processing node, comprising: 
a processor; 

a memory; and 
instructions accessible from said memory and processable 
by said processor, wherein said instructions are con 
figured for enabling said processor to facilitate: 
receiving a plurality of packets on a first link: 
manipulating the received packets based on known 

characteristics about a second link; and 
sending the manipulated packets on the second link, 

wherein the first link and the second link have 
different channel characteristics. 

2. The network processing node of claim 1, wherein said 
processor obtains feedback information about the second 
link which is used to update the known characteristics of the 
second link. 

3. The network processing node of claim 1, wherein said 
processor manipulates the received packets by: 

adding redundancy; 
removing redundancy; 
frame aggregating/re-packetizing: 
recovering lost packets; and/or 
re-transmitting packets. 
4. The network processing node of claim 1, wherein said 

processor manipulates the received packets by adding redun 
dancy wherein all or a selected portion of data from one of 
the received packet(s) is added to one of the packets that is 
going to be sent on the second link. 

5. The network processing node of claim 1, wherein said 
processor manipulates the received packets by removing 
redundancy wherein all or a selected portion of redundant 
data is removed from the received packets. 

6. The network processing node of claim 1, wherein said 
processor manipulates the received packets by re-packetiz 
ing the received packets. 

7. The network processing node of claim 1, wherein said 
processor manipulates the received packets by recovering 
lost packets wherein a missing packet is recovered by using 
data from one or more of the received packets. 

8. The network processing node of claim 1, wherein said 
processor manipulates the received packets by re-transmit 
ting received packet(s) wherein if a packet is lost then the 
received packet(s) that contain data which was in the lost 
packet are sent more than once on the second heterogenous 
link. 

9. The network processing node of claim 1, wherein said 
first link and said second link further include: 

a wireless link and wireless link with different character 
istics; 

a wireline link and wireline link with different character 
istics; 

a wireless link and wireline link with different character 
istics; 

a WCDMA DCH link and WCDMA HSPA link: 

a GPRS link and EGPRS link: 
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a EGPRS link and LAN link 

a WCDMA DCH link and LAN link: 
a HSPA link and ADSL link: 
a EGPRS link and WLAN link: 
a wireless link and Internet link; 
a wireline link and Internet link; or 
a HSPA link and wireline LAN link. 
10. A method for manipulating packets within a network 

processing node, said method comprising the steps of 
receiving a plurality of packets on a first link: 
manipulating the received packets based on known char 

acteristics about a second link; and 
sending the manipulated packets on the second link, 

wherein the first link and the second link have different 
channel characteristics. 

11. The method of claim 10, further comprising the step 
of receiving feedback information about the second link 
which is used to update the known characteristics of the 
second link. 

12. The method of claim 10, wherein said manipulating 
step further includes one or more of the following steps: 

an adding redundancy step; 
a removing redundancy step; 
a frame aggregating/re-packetizing step: 
a recovering lost packets step; and 
a re-transmitting packets step. 
13. The method of claim 10, wherein said manipulating 

step further includes an adding redundancy step in which all 
or a selected portion of data from one of the received 
packet(s) is added to one of the packets that is going to be 
sent on the second link. 

14. The method of claim 10, wherein said manipulating 
step further includes a removing redundancy step in which 
all or a portion of redundant data is removed from the 
received packets. 

15. The method of claim 10, wherein said manipulating 
step further includes a frame aggregating step in which the 
received packets are re-packetized before being sent on the 
second link. 

16. The method of claim 10, wherein said manipulating 
step further includes an recovering lost packets step in which 
a missing packet is recovered by using data from one or 
more previously received packets. 

17. The method of claim 10, wherein said manipulating 
step further includes a re-transmitting step in which if a 
packet is lost then the received packet(s) that contain data 
which was in the lost packet are sent more than once on the 
second heterogeneous link. 

18. The method of claim 10, wherein said first link and 
said second link further include: 

a wireless link and wireless link with different character 
istics: 

a wireline link and wireline link with different character 
istics; 

a wireless link and wireline link with different character 
istics; 
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a WCDMA DCH link and WCDMA HSPA link: 
a GPRS link and EGPRS link: 
a EGPRS link and LAN link 

a WCDMA DCH link and LAN link: 
a HSPA link and ADSL link: 
a EGPRS link and WLAN link: 
a wireless link and Internet link; 
a wireline link and Internet link; or 
a HSPA link and wireline LAN link. 
19. The method of claim 10, wherein said network pro 

cessing node further includes: 
a media gateway node; or 
a multimedia resource function processor. 
20. A multimedia resource function processor (MRFP), 

comprising: 
a processor; 

a memory; and 
instructions accessible from said memory and processable 
by said processor, wherein said instructions are con 
figured for enabling said processor to facilitate: 
receiving higher protocol layer packets on a first link: 
manipulating the received higher protocol layer packets 

based on known characteristics about a second link: 
and 

sending the manipulated higher protocol layer packets 
on the second link, wherein the first link and the 
second link have different channel characteristics. 

21. The MRFP of claim 20, wherein said processor 
manipulates the received higher protocol layer packets by 
adding redundancy to their RTP payload. 

22. The MRFP of claim 20, wherein said processor 
manipulates the received higher protocol layer packets by: 

adding redundancy; 
removing redundancy; 
frame aggregating/re-packetizing: 
recovering lost packets; and/or 
re-transmitting packets. 
23. The MRFP of claim 20, wherein said processor 

manipulates the received higher protocol layer packets by 
adding or removing redundancy within a higher protocol 
layer. 

24. The MRFP of claim 20, wherein said first link and said 
second link further include: 

a wireless link and wireless link with different character 
istics: 

a wireline link and wireline link with different character 
istics; 

a wireless link and wireline link with different character 
istics; 

a WCDMA DCH link and WCDMA HSPA link: 
a GPRS link and EGPRS link: 



US 2007/0147314 A1 Jun. 28, 2007 
8 

a EGPRS link and LAN link a wireless link and Internet link; 

a WCDMA DCH link and LAN link, a wireline link and Internet link; or 
a HSPA link and ADSL link: a HSPA link and wireline LAN link. 

a EGPRS link and WLAN link: k . . . . 


