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Description

THE BACKGROUND OF THE INVENTION AND PRIOR
ART

[0001] The present invention relates generally to com-
puter based eye-tracking systems. More particularly the
invention relates to an arrangement for contrelling a com-
puter apparatus according to the preamble of claim 1 and
a corresponding method according to the preamble of
claim 11. The invention also relates to a computer pro-
gram according to claim 21 and a computer readable
medium according to claim 22.

[6002] The human computer interaction was revolu-
tionized by the introduction of the graphical user interface
(GUI). Namely, thereby, an efficient means was provided
for presenting information to a user with a bandwidth
whichimmensely exceeded any prior channels. Qverthe
years the speed at which information can be presented
has increased further through color screens, enlarged
displays, intelligent graphical objects (e.g. pop-up win-
dows), window tabs, menus, taolbars and sounds. During
this time, however, the input devices have remained es-
sentially unchanged, i.e. the keyboard and the pointing
device (e.g. mouse, track ball or touch pad). In recent
years, handwriting devices have been introduced (e.g.
in the form of a stylus or graphical pen). Nevertheless,
while the output bandwidth has multiplied several times,
the input ditto has been substantially unaltered. Conse-
quently, a severe asymmetry in the communication band-
width in the human computer interaction has occurred.
[0003] in orderto decrease this bandwidth gap, various
attempts have been made to use ‘eye-tracking devices.
However, in many cases these devices miss the mark in
one or several respects. One problem is that the prior-
art solutions fail to take a holistic view on the input inter-
faces to the computer. Thereby, comparatively heavy
motor tasks may be imposed on the eyes, which in fact
are strictly perceptive organs. Typically, this leads to fa-
tigue symptoms and a degree of discomfort experienced
by the user. This is particularly true if an eye tracker is
used to control a cursor on a graphical display, and for
various reasans the eye tracker fails to track the user's
point of regard sufficiently well, so that there is a mis-
match between the user’s actual point of regard and the
position against which the cursor is controlled.

[0004] Instead of controlling the cursor directly, an eye
gaze signal may be used to select an appropriate initial
cursor position. The document US, 6,204,828 discloses
an integrated gaze / manual cursor positioning systern,
which aids an operator to position a cursor by integrating
an eye-~gaze signal and a manual input. When a mechan-
ical activation of an operator device is detected the cursor
is placed at an initial position which is predetermined with
respect to the operator’s current gaze area. Thus, a user-
friendly cursor function is accomplished.

[0005] The document US, 6,401,050 describes a vis-
ual interaction system for a shipboard watch station.
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Here, an eye-tracking camera monitors an operator’s vis-
ual scan, gaze location, dwell time, blink rate and pupil
size to determine whether additional cueing of the oper-
ator should be made to direct the operator's attention to
an important object on the screen.

[0006] The decument US, 5,649,061 discloses a de-
vice for estimating a mental decision to select a visual
cue from a viewer's eye fixation and corresponding event
evoked cerebral potential. An eye tracker registers a
viewing direction, and based thereocn fixation properties
may be determined in terms of duration, start and end
pupil sizes, saccades and blinks. A corresponding single
event evoked cerebral potential is extracted, and an ar-
tificial neural netwaork estimates a sefection interestin the
gaze point of regard. After training the artificial neurat
network, the device may then be used to control a com-
puter by means of the ocular gaze alone,

[0007] Afewattempts have also been made to abstract
user-generated input data into high-level information for
controlling a computer. For example, the document US
2004/0001100 describes a muftimode user interface,
where a flexible processing of a user input is made pos-
sible withouthaving to switch manually between different
input modes. Instead, within the data streams different
infarmation categoeries are distinguished dependingon a
context in which the data streams are generated.
[0008] Aithough this strategy may indeed enhance the
efficiency of the man-machine interaction, no muftimodal
solution has yet been presented according to which eye-
tracking data is processed effectively. On the contrary,
with only very few exceptions, today's eye tracking inter-
faces are each tailored for cne specific task only. Thus,
any processing of eye tracking data in respect of a first
application cannot be reused by a second application,
and vice versa. Hence, if multiple eye—controlled appli-
cations are used in a single computer, one particular con-
trol charnel is typically required for each application.

SUMMARY OF THE INVENTION

{0009] The object of the present invention is therefore
to provide a holistic means of controtling a computer ap-
paratus based on a user's ocular activity, which alleviates
the above problems and thus offers an efficient man-
machine interaction with a minimal amcunt of double
processing.

[0010] According to one aspect of the invention, the
object is achieved by the arrangement as initially de-
scribed, wherein the event engine is adapted to receive
a control signal request from each of the at least one
GUl-component. The contral signal request defines a
sub-set of the set of non-cursor controlling event autput
signals, which is required by the GUl-component in ques-
tion. The event engine is also adapted to deliver non-
cursor controlling event output signals to the atleast one
GUl-componentin accordance with each respective con-
trol signal request.

[0011] This arrangement is advantageous because
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thereby a very flexible interface is attained towards any
applications which are controllable by means of eye
tracking signals. This, in turn, is believed to stimulate the
development of new such applications, and consequent-
ly render further improvements of the human computer
interaction possible. Moreover, the computer's process-
ing resources are freed for alternative purposes, since a
high-level eye-tracking data signal derived in respect of
one application may be reused by one or more additional
applications.

[0012]) Accordingtoa preferred embodiment of this as-
pect of the invention, the computer apparatus is also
adapted to receive a cursor control signal, and in re-
sponse to the cursor control signal, control a graphical
pointer an the display. Thus, for instance, the event en-
gine and the cursor control signal may interact jointly with
GUl-components represented on the display, such that
a very intuitive man-machine interaction is accom-
plished.

[0013] According to another preferred embodiment of
this aspect of the invention, at least ane GUI-companent
is adapted to generate atleast one respective cutput con-
tral signal upen a user maniputation of the component.
This means that by manipulating a GUI-companent, the
user may cause the computer apparatus to generate out-
going signals to one or more extemnal units, such as a
printer, a camera etc. Naturally, this is a highly desirable
feature. Moreover, the fact that one or more GUI-com-
ponents may generate an output control signal does not
preclude that with respect to one or more other GUI-com-
ponents, the non-cursor controlling event output signals
may exclusively affect the component internally.

[0014) Accordingto a preferred embodiment of this as-
pect of the invention, the event engine is adapted to pro-
duce at least a first signal of the non-cursor controlling
event output signals based on a dynamic development
of the eye-tracking data signal. Thereby, a time param-
eter of the user's acular activity may be used to control
functions and processes of the computer apparatus. For
instance, the time parameter may reflect a dwell time of
the user’s gaze within a particular region ¢n the display,
identify a certain gaze pattern etc. Many types of ad-
vanced eye-controllable functions can thereby be real-
ized.

[0015] Accordingto yet another preferred embodiment
of this aspect of the invention, at least cne GUl-compe-
nentis adapted tointerpret a nen-cursor controlling event
output signat as a representation of the user's intention.
In response to this estimated intention, a user manipu-
lation of the component is triggered. For example this
may involve activating one or more computer functions
based on a command history. This is advantageous be-
cause thereby the command input procedure may be
simplified.

[0016] Accordingtostillanother preferred embodiment
of this aspect of the invention, at least one GUIl-compo-
nentis adapted to interpret a non-cursor controlling event
output signal as an estimated attention level of the user.
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In response to this estimated attention level, a user ma-
nipulation of the component is tiggered. One advantage
attainable thereby is that the computer's behavior may
be adapted to match a current attention level of the user.
[0017] According toyet another preferred embodiment
of this aspect of the invention, at least one GUl-compo-
nentis adapted to interpret a non-cursor controlling event
signal as a state-of-mind parameter of the user, and in
response thereto trigger a user manipulation of the com-
ponent. This feature is desirable because it allows the
computer to behave differently depending on whether
the user appears to be focused/concentrated, distracted,
tired/unfocused or confused etc.

[0018] According tostillanother preferred embodiment
of this aspect of theinvention, the eventengineis adapted
to receive at least one auxiliary input signal, such as a
signal from a button or a switch, a speech signal, a move-
ment pattern of an input member, a camera registered
gesture pattern or facial expression, or an EEG (electro-
encephalogram)-signal. On the further basis of this aux-
dliary signal the event engine produces the set of non-
cursor contralling event output signals. Thereby, a highly
efficient combination of user input signals may be used
to control the computer. Generally, these combinations
can be made very intuitive and easy to leam,

[0019] Accordingto another aspect of the invention the
object is achieved by the method as initially described,
wherein a control signal request is received from each
of the at least one GUI-component. The control signal
request defines a sub-set of the set of non-cursor con-
trolling event cutput signals, which is required by the par-
ticular GUl-component. Non-cursor controlling event out-
put signals are then delivered to the at least one GUI-
component in accordance with each respective control
signal reguest,

[0020] The advantages of this method, as well as the
preferred embodiments thereof, are apparent from the
discussion hereinabove with reference to the proposed
arrangement.

[0021] According to a further aspect of the invention
the object is achieved by a computer program, which is
directly loadable into the intemal memory of a computer,
and includes software for controlling the above proposed
method when said program is run on a computer.
[0022] Accarding to anotheraspect of the invention the
object is achieved by a computer readable medium, hav-
ing a program recorded therecn, where the program is
to control a computer to perform the above proposed
method.

[0023] The invention dramatically increases the avail-
able bandwidth for transferring information from a user
to a computer apparatus, i.e. essentially generating com-
mands, however not necessarily perceived as such by
the user. Therefore, this increase of the bandwidth places
no additional cognitive workload on the user. On the con-
trary, by means of the invention, the cognitive workload
may, in fact, be reduced. Atthe same time, the increased
bandwidth vauches for an improved efficiency of the
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man-machine interaction.

[0024] Moreover, by means of the invention, com-
mands which traditionally have required hand andfor fin-
ger manipulations, can be efficiently and effortlessly ef-
fected based on the user's eye activity. Naturally, this is
desirable in a broad range of applications, from disabled
computer users, support operators in a call-center envi-
ronment {e.g. when entering/editing data in a customer
relationship management application), users of ad-
vanced computer aided design (CAD) tools, surgeons,
to drivers and pilots who, for vanous reasons, cannot
effectively produce hand- and/or finger-based com-
mands. Even in situations where the users have their
hands and fingers readily accessible, the invention may
be useful to improve the ergonemics and the reduce risk
of e.g. repetitive strain injuries. Altematively, the environ-
ment in which the computer apparatus is placed may be
so clean or dirty that either the environment has to be
protected from possible emissions from the computerap-
paratus, or reverse this apparatus must be protected
against hazardous substances in the environment and
therefore has to be encapsulated to such a degree that
a traditional entry of input of commands is made impos-
sible, or at least impractical.

[0025]) The invention offers an excellent basis for de-
veloping new software and computer applications, which
are controllable by the eyes of a user. Thereby, in the
long term, the invention vouches for a deep and uncon-
strained integration of eye interaction applications into
the standard computer environment,

[0026] Further advantages, advantageous features
and applications of the present invention wilf be apparent
from the following description and the dependent claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] The present invention is now to be explained
more closely by means of preferred embodiments, which
are disclosed as examples, and with reference to the
attached drawings.

Figure 1 shows an overview picture of a user con-
trolling a computer apparatus according
to the invention;

Figure 2 shows an arrangement for controfling a
computer apparatus according to an
embadiment of the invention;

Figures 3a-b  show proposed symbols representing
an eye-controllable GUI-component an
a display in a non-observed and an ob-
served mode respectively;

Figure 4 illustrates a first embodiment according
to the invention, where a proposed mul-
tiview toolbar is used;
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llustrates a second embediment ac-
cording to the invention based on the
proposed multiview toolbar;

Figure 5

Figures 6a-b illustrate a third embodiment according
to the invention, where screen contrals
are adapted to expand upon a manipu-
lation, which is based on a user's ocular

activity;

itustrates a fourth embadiment accord-
ing to the invention, which realizes a
scrolling function based on a user's oc-
ular activity; and

Figure 7

Figure 8 illustrates, by means of a flow diagram,
a general method of controlling a com-
puter apparatus according to the inven-

tion.

DESCRIPTION OF PREFERRED EMBODIMENTS OF
THE INVENTION

[0028] Figure 1shows an overview picture of a typical
use-case according to the invention. Here, a user 110
controls a computer apparatus 130, atleast partly based
on an eye-tracking data signal Dgyg, which describes the
user's 110 point of regard x, y on a display 120. Thus,
by watching a representation of a GUI-component 220
on the display 120, the user 110 may generate com-
mands to the computer apparatus 1340. This manipulation
is enabled, since the GUI-compcnent 220 is adapted to
be, atleast indirectly, influenced by the eye-tracking data
signal Dgyg. The invention presumes that the eye-track-
ing data signal Dgyp may result in events, related to any
task performable by the computer apparatus, apart from
affecting a cursor/pointer on the display 120. It should be
noted that according to the invention, any type of known
computer screen or monitor, as well as combinations of
twao or more separate displays may represent the display
120. For example, the display 120 may constitute a pair
of stereoscopic screens, a heads-up display {HUD), a
head-mounted display {HMD) and a presentation means
for a virtual environment, such as the eyepieces of a pair
of 3D-glasses or a room where the walls include projec-
tion screens for presenting a virtual environment.
[0029] Naturally, in order to produce the eye-tracking
data signal Dgyg, the display 120 is associated with, or
includes, an eye-tracker. This unit is not a subject of the
present patent application, and therefore will not be de-
scribed in detail here. However, the eye-tracker is pref-
erably embodied by the solution described in the Swedish
patent application 0203457-7, filed on 21 November
2002 in the name of the applicant.

[0030] Preferably, a graphics control signal C-GR is
generated by the computer apparatus 130 to accomplish
visual feedback information on the display 120. The ws-
ual feedback information is generated in response to any
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user-commands received by the computer apparatus
130, so as to confirm to the user 110 any cormmands,
which are based on the eye-tracking data signal Dgyg.
Such a confimation is especially desirable when the
commands are produced by means of perceptive organs,
for example the human eyes.

[0031] According to a preferred embodiment of the in-
vention, besides the eye-tracking data signal Dgyg, the
computer apparatus 130 is adapted to receive a cursar
contral signal K, which controls the position of a graphical
pointer on the display 120. Of course, the graphics control
signal C-GR may be based alsc on the cursor contral
signat K.

[0032] Figure 2 shows an arrangement according to
an embediment of the invention, which may be realized
by means of the computer apparatus 130 described
above with reference to the figure 1.

[0033] The arrangement includes an eventengine 210
and at least cne GUI-compenent 220, which is adapted
to be manipulated based on user-generated commands,
at least partly expressed by the eye-tracking data signal
Dgye. The event engine 210 is adapled to receive the
eye-tracking data signal Dgyg, and based thereon pro-
duce a set af non-cursor cantrolling event output signals
D-HI thatinfluence the at least one GUI-component 220.
Each non-cursor controlling event output signal D-HJ;, in
turn, describes a particular aspect ofthe user's 110 ocular
activity in respect of the display 120.

[0034] Forexample, afirst signalmay indicate whether
the user's 110 gaze is directed towards the display at all
{i.e. a "gaze-on-display” sigral), a second non-cursar
contralling event output signal may reflect a dwell time
of the user’'s 110 gaze within a ¢ertain area on the display
120, a third signal may designate a gaze fixation (at a
specific point), a fourth signal may indicate whether the
gaze saccades, a fifth signal may indicate whether the
gaze follows a smooth path, a sixth signal may reflect
that the user 110 reads a text, and a seventh signal may
be triggered if the user 110 appears to be distracted,
based on the particular eye-tracking data signal Dgyg
that hefshe produces.

[0035] Accordingtothe invention, the eventengine 210
receives a respective control signal request R,, ..., R,
from each of the at least one GUI-component 220a, ...,
220n. The control signaf request, say R,, defines a sub-
set of the set of non-cursor contralling event output sig-
nals D-HI; which are required by the particular GUl-com-
ponent, say 220a, to aperate as intended. The event en-
gine 210 then delivers non-cursor controlling event out-
put signals D-HI, to each of the at least one GUI|-compo-
nent 220a, ..., 220n in accordance with the respective
control signal request R,, ..., R,

[0036) A most efficient processing s accomplished if
the event engine 210 exclusively produces those event
output signals D-HI, which are actually requested by at
least one GUI-component. However, according to the in-
vention, it is also conceivable that all non-cursor control-
ling event autput signals O-HI, that are possible to pro-
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duce are always generated by the event engine 210, ir-
respective of whether a corresponding cantrol signal re-
quest has been received or not. Namely, this simplifies
the procedure, and depending on the application, this
sirategy may notrequire an overly extensive processing.
[0037] According to a preferred embodiment of the in-
vention, each GUl-compeonent 220a, ..., 220n is adapted
to generate at least one respective output control signal
C,. .... €, upon a user manipulation of the component
220a, ..., 220n, Thus, in addition to generating the above-
mentioned visual feedback information, one or more in-
temnal or peripheral devices may be influenced by means
of the output control signals C, ..., C,. For example a
print job may be initiated, a computing task may be ex-
ecuted, an e-mail may be sent out, a camera may be
triggered to take a picture etc.

[0038] Asmentioned above, the non-cursor controlling
event output signals D-Hi, may describe many different
aspects of the eye-tracking data signal Dgyg. According
to ane embodiment of the invention, at least one output
signal D-R|; is based on a dynamic development of the
eye-tracking data signal Deyge. Thereby, the signal can
represent a particular gaze pattern over the display 120.
The gaze pattern, in furn, may be determined, for in-
stance to constitute saccades, a smooth pursuit, periods
of fixation or reading.

[0039]) A non-cursor controlling event output signal D-
HI, may also indicate gaze-enter/gaze-leave data. This
data is a parameter which reflects the time instances
when the eye-tracking data signal Dgyg indicates that
the user's point of regard falls within a GUI component’s
representation on the display. Hence, the gaze-enter da-
ta is generated when the user's gaze falls onto a GUI
component's representation on the display, and the
gaze-leave data is generated when the gaze is directed
outside this representation.

[0040] The above-mentioned dwell time for a GUI-
component is typically defined as the period between the
gaze-enter data and the gaze-leave data with respect to
a particular GUI compenent. It is normally preferable to
link an activation signal to the dwell time, such that for
instance an "eye-button"is activated when a certain dwell
time is reached. Altematively, a button, a switch, a
speech signal, a movement pattern of an input member,
a camera registered gesture pattern or facial expression
may constitute the activation signal. Morecver, an eye
blink or a predefined EEG-signal may cause the activa-
tion signal. However, the latter types of signals are usu-
ally relatively difficult for the user to contral with a suffi-
cient accuracy.

[0041] According to one embodiment of the invention,
the event engine 210 is adapted to receive at least one
auxiliary input signal D ;, and preduce the set of non-cur-
sor controlling event cutput signals D-HJ, on the further
basis of this signal. The auxiliary input signal D; may
originate from a button, a switch, a speech signal, a
movement pattem of an input member, a camera regis-
tered gesture pattern or a facial expression, or an EEG-
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signal.

[0042] Thereby, based on combinations of the eye-
tracking data signal Dgyg and one or more auxiliary input
signals D composite user commands may be created,
which are very intuitive and easy tolearn, Hence, a highly
efficient man-machine interaction with the computer ap-
paratus 130 may be accomplished. For instance, watch-
ing an eye-button for the document and uttering the con-
trol word "open” can open a text document. If a mare
complex speech recognition is available, an Internet
search may be effected by focusing the gaze towards a
relevant text input box while uttering the desired search
terms, and so on.

[0043] According ta one embodiment of the invention,
at least ocne GUl-compenent 220a, ..., 220n is adapted
to interpret a non-cursor cantralling event output signal
D-Hl;fromthe event engine 210 as an estimated intention
of the user 110, Then, in response to the estimated in-
tention, a user manipulation of the component 220a, ...,
220n is triggered. Preferably, the event engine 210 esti-
mates a user intention based on multiple input sources
received as auxiliary inpui signals D |, which may include
a keyboard signal, a mouse signal, voice data and cam-
era images. However, naturally, the eye-tracking data
signal Dgyg may also constitute a basis for the estimated
user intention. For example, important information can
be drawn from different gaze patterns and fixation times.
[0044) According to another embodiment of the inven-
ticn, atleast one GUI-component 2204, ..., 220n is adapt-
ed to interpret a non-cursor controlling event output sig-
nal D-H|; from the event engine 210 as an estimated at-
tention level of the user 110. Correspondingly, a user
manipulation of the component 220a, ..., 220n is trig-
gered in response to the estimated attention level. Also
the attention levet may be estimated based on the aux-
iliary input signals D,, for instance originating from the
keyboard, the mouse, voice data and camera images,
and the eye-tracking data signal Dgyg. Particulary, gaze
patterns, fixation points and fixation times constitute an
important basis for determining the user's 110 attention
level. Preferably, the GUI-components 220a, ..., 220n
vary their behavior depending on the estimated attention
level, such that the companents' characteristics match
the user's 110 current performance,

[0045] Furthermore, according to ane embodiment of
the invention, atleast one GUI-component 2203, ..., 220n
is adapled to interpret a non-cursor controlling event out-
put signal D-HI, from the event engine 210 as a state-of-
mind parameter of the user 110. The state-of-mind pa-
rameter reflects a general user 110 status, for example
whetherhe/she appears tobefocused/concentrated, dis-
tracted, tired/unfocused or confused. For example, the
state-of-mind parameter may indicate an approximated
20% degree of tiredness and an approximated 50% de-
gree of attention. Then, based on the estimated state-of-
mind, a user manipulation of the component 220a, ...,
220n is triggered. Typically, the number of and the con-
tents of any help menus and pop-up windows may be
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adapted in response to the estimated state-of-mind.
However, in operator environments, such as radar watch
stations where the attention level as well as the state-of-
mind may be truly critical, the security may be improved
by pointing out targets etc. that the aperator has not yet
observed.

[0046] According to one embodiment of the invention,
the event engine 210 is assocciated with a template library
230, which contains generic GUl-components, such as
eye-huttons, scroll bars, multiview toolbars {see below
with reference to figure 4), text input fields (see below
with reference to figure 5), expandable text input fields
{see below with reference te figure 6) and scroll windows
{see below with reference to figure 7). Thereby, by means
of the template library 230, a software designer may con-
veniently create functions and controls which can be ma-
nipulated based on a user's ocular activity in respect of
a display. Of course, after completing the design of a
particular eye-controllable application, however, the tem-
plate library 230 has no actual function in respect of the
GUl-components that may originate from its generic com-
ponents. Nevertheless, the template library 230 may
again become useful in case of a future upgrade or a
redesign of the application.

[0047] According to the invention, it is not technically
necessary that any GUl-component manipulations be
graphically confirmed on the display. However, this is
generaliy preferable from a user-friendliness point-of-
view. Figure 3a shows a schematic symbol 310, which
represents an eye-controllable GUI-component on a dis-
ptay that is set in a non-observed mode (i.e. the eye-
tracking data signal Dgyg indicates that the user's point
of regard lies outside the symbol 310). Figure 3b shows
the symbol 310 in an observed mode, which is set when
the eye-tracking data signal Dgyg indicates that the us-
er's point of regard falls within the display area repre-
sented by the symbol 310. In the observed mode, the
symbol 310 contains a centrally located object 311, This
object 311 confirms to the user that the computer appa-
ratus has registered that his/fher gaze presently is direct-
ed towards the symbol 310. Thus, any manipulations in
respect of the GUl-component associated with the sym-
bol 310 can be performed, An important advantage at-
tained by means of the centrally located object 311 is
that this object assists the user in focusing his/her gaze
te the center of the symbol 310. Thereby, a more reliable
eye-tracking function is accomplished, and for a given
eye-tracker, the symbols 310 can be made smaller than
ctherwise. Of course, the symbol 310 and the centrally
located object 311 may have any other outline than the
square representation of figures 3a and 3b. Moreover,
to further improve the visual cueing, the object 311 may
be animated and or have a particularly interesting celor
or shape.

[0048] Figure 4 illustrates a first embodiment accord-
ing to the invention, where a proposed multiview toolbar
401 is used to control applications in a frame 400. The
multiview tcolbar 401 here includes four different eye-
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buttons, which each may contain a thumbnailimage (not
shown) of a respective application with which the button
is associated. A first button 410 is associated with a first
applicatian, e.g. an Intemet browser, which preferably
accesses a predefined URL or web page. The first ap-
plication has a user interface which here is represented
by a sub-frame 420 within the frame 400. Hence, by view-
ing the first button 410, the user may open the sub-frame
420. Either this activation is accomplished after a partic-
ular gaze dwell time in respect of the button 410, or in
response to an activation signal, for example a keystroke
or a cantrol word. Then, a search may be executed by
viewing a text input box 411, entering relevant search
terms, and thereafter manipulating a search bution 412
{preferably alsc based on the eye-tracking data signal).
[0049] Figure 5 illustrates a second embodiment ac-
cording tothe invention based on the proposed multiview
toolbar401. Here, a second button 510is associated with
a second application, e.g. a product management sys-
tem, which has a user interface in the form of a sub-frame
520 within the frame 400. This means that a user may
activate the second application by viewing the second
button 510 during a particular gaze dwell time, or gener-
ating a separate acfivation signal {as mentioned above).
Preferably, a default set of text input boxes and buttons
515 are activated initially. Then, by viewing other areas
within the sub-frame 520, alternative fields and functions
may be activated and manipulated.

[0050] Particularly, a screen control may be adapted
to expand upon a maniputation based on a user’'s ocular
activity. Figures 6a and 6b illustrate this as a third em-
bodiment according to the invention.

[0051] Here, a text field 620 in the sub-frame 520 oc-
cupies a relatively small area an the display as long as
the eye-tracking data signal indicates that the user's point
of regard lies outside this field 620. Howeverif, according
to the eye-tracking data signal, the point of regard reach-
es a particular dwell time within the display area repre-
sented by the text field 620, this field expands, for in-
stance as shown in the figure 6b. Hence, more informa-
tion than what was initially visible in the field 620 may be
shown. The thus expanded text field 620 may even cover
graphical objects which otherwise are shown inthe frame
400. This is advantageous, because thereby the infor-
mation may be presented on-demand, so that the frame
400 and the sub-frame 520 contain more data than what
actually can be fitted therein. For instance, a text scrotl-
ing, which otherwise would have been necessary can be
avoided.

[0052] Figure 7 illustrates a fourth embodiment accord-
ing to the invention, which realizes a scrolling function
based on auser's ocular activity. Here, a third application,
e.g. a map viewer, is associated with a third button 710.
Thus, by watching the third button 710, and activating its
associated GUl-component, eitherbased on a gaze dwelt
time or by means of a separate activation signal, the com-
puter apparatus opens up a map sub-frame 720 within
the frame 400. This sub-frame, in turn, presents a digi-
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tized map. It is here presumed that the map is larger than
the available presentation area in the map sub-frame
720, so that only a part of the map can be presented at
the same time.

[0053] A scrolling with respect to the map is achieved
based onthe user's point or regard. Preferably, no scroll-
ing occurs as long as the eye-tracking data signal indi-
cates that the point of regard lies within a central area
delimited by a first dashed line a, a second dashed line
b, athird dashed line ¢ and a fourth dashed line d, neither
of which preferably are visible on the display. f however,
the user's point of regard is placed outside any of the
lines a, b, c or d, the map scrolls in a particular direction
given by the point of regard. Specifically, this means that
a point of regard below the line ¢ results in a downward
scroll along the arrow $; a point of regard above the line
d results in a upward scroll along the arrow N; a point of
regard to the right of the line b results in a rightward scroli
along the arrow E; and a point of regard 1o the left of the
line a results in a leftward scroll along the arrow W. More-
over, a point of regard, which lies below the line ¢ and to
the right of the line b results in a diagonal scroll along the
arrow SE; a point of regard, which lies above the line &
and to the right of the line b results in a diagonal scrall
along the amow NE; a point of regard, which lies above
the line d and to the left of the fine a results in a diagenal
scroll along the arow NW; and a point of regard, which
lies below the line ¢ and to the left of the line a results in
a diagoenal scroll along the arrow SW. This scroll function
may either be activated based on a dwell time, or a sep-
arate activation signal maybe required, such as aclicking
a key/button or holding down a key/button.

[0054] Furthermmore, the scroll speed may depend on
the distance between the point of regard and the respec-
tive lines &, b, cand d, such that a relatively long distance
carresponds to a comparatively high speed, and vice ver-
sa. The scroll speed may also depend on the scroll time,
and/for a length of the latest saccades registered in the
eye-tracking data signal. Preferably, 8 maximum scroll
speed is set to such a value that the scrolled information
is visible to the user at all possible speeds.

[0055]) According to one embodiment of the invention,
the scrolf function is stopped by pressing a key/button,
releasing a key/button, the length of the latest saccades
exceeding a particular value, the point of regard moving
outside the map sub-frame 720, the point of regard mov-
ing towards the center of the map sub-frame 720, or to-
wards an opposite scroll activation line 2, b, ¢, or d.
{0056] Itshould be noted that, eyetrack-driven scralling
solutions as such are described in the prior art, for in-
stance in the document US, 5,850,221. Here, a page
oriented or continuous information scrolling function is
initiated or controlled based on where a viewer's eyes
are looking.

[0057] To sum up, the general method of controlling a
computer apparatus according to the invention will now
be described with reference to the flow diagram in figure
8.



DK/EP 1607840 T3

13 ' EP 1 607 840 B1 14

[0058] Aninitial step 810 receives a control signal re-
quest from each of at least one GUI-component, which
is adapted to be manipulated based on user-generated
eye commands. The control signal request defines a sub-
set of the set of non-cursor controlling event output sig-
nals, which is required by the particular GUl-component
in order to operate as intended.

[0059] A step 820 then receives an eye-tracking data
signal, which describes a user's point of regard on a dis-
play associated with a computer that embodies the at
leastone GUI-component. Subsequently, a step 830 pro-
duces a set of non-cursor controlling event output signals
based on the eye-tracking data signal, plus any auxiliary
input signal.

{0060] Subsequently, a step 840 delivers the non-cur-
sor controlling event output signals to the at least ane
GUl-component so that a relevant influence thereof may
occur {i.e, according to each respective control signal
request). Itis presumed that each non-cursor contralling
event output signal describes a particular aspect of the
user's ocular activity in respect of the display. Thus, the
non-cursor controlling event output signals express user-
generated eye commands. After the step 840, the pro-
cedure loops back to the step 820 for receiving an up-
dated eye tracking data signal.

[0061] All of the process steps, as well as any sub-
sequence of steps, described with reference to the figure
8 above may be controlled by means of a programmed
computer apparatus. Moreover, although the embodi-
ments of the invention described above with reference
to the drawings comprise computer apparatus and proc-
esses performed in computer apparatus, the invention
thus also extends to computer pragrams, particularly
computer programs on or in a carrier, adapted for putting
the invention into practice. The program may be in the
form of source code, object code, a code intermediate
source and object code such asin partially compiled form,
orin any other form suitable for use in the implementation
of the process according to the invention. The program
may either be a part of an operating system, or be a
separate application. The carrier may be any entity or
device capable of camrying the program. For example,
the carrier may comprise a storage medium, such as a
Flash memory, a ROM {Read Only Memory), for example
a CD (Compact Disc) or a semiconductor ROM, an
EPROM (Erasable Programmable Read-Onty Memory),
an EEPROM (Electrically Erasable Programmable
Read-Only Memory), or a magnetic recording medium,
for example a floppy disc or hard disc. Further, the carrier
may be a transmissible carrier such as an electrical or
optical signal which may be conveyed via electrical or
optical cable or by radio or by other means. When the
program is embodied in a signal which may be conveyed
directly by a cable or other device or means, the carrier
may be constituted by such cable cor device or means.
Altermatively, the carrier may be an integrated circuit in
which the program is embedded, the integrated circuit
being adapted for performing, or for use in the perform-

10

i5

20

25

35

40

45

55

ance of, the relevant processes.

[0062] The term "comprises/comprising” whenused in
this specification is taken to specify the presence of stat-
ed features, integers, steps or components. However,
the term does not preclude the presence or addition of
one or more additional features, integers, steps or com-
ponents or groups thereof.

[0063]) The invention is not restricted to the described
embodiments in the figures, butmay be varied freely with-
in the scope of the claims.
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PATENTIKRAY

1. Arrangement til at styre et computerapparat {130), der er knyttet tit et grafisk
display (128), hvor displayet (120) viser en repraesentation af mindst én GUI-komponent
(220), der er indrettet til at blive manipuleret haseret pa brugergenererede kommandoer,
og mindst én af den mindst ene GUI-komponent (220a, ..., 220n) er indrettet til at gene-
rere mindst ét respektivt udgangsstyresignal (Cs, ..., Ca} ved en brugers manipulation af
komponenten (220a, ..., 220n), hvor arrangementet omfatter en eventmotor {210}, der er
indrettet til at modtage et gjesporingsdatasignal (Deye), som beskriver en brugers (110)
betragtningspunkt (x, y) pa displayet (120), og i det mindste baseret pd gjesporingsdata-
signalet (Deye), frembringe et saet ikke-cursorstyrede eventudgangssignaler (D-hl), der
pavirker den mindst ene GUI-komponent (220), hvor hvert ikke-cursorstyrede eventud-
gangssignal (D- hl,) beskriver et saerligt aspekt af brugerens (110) okulare aktivitet i for-
hold til displayet (120), kendetegnet ved, at eventmotoren (210) er indrettet til at:
modtage en (R,, ..., R,} fra hver af den mindst ene GUI-komponent {220a, ..., 220n}, hvor
styresignalforespgrgslen (R,, ..., R,) definerer et undersaet af seettet af ikke-cursorstyrede
eventudgangssignaler (D- hl), som kraeves af GUI-komponenten (220a, ..., 220n) for at
fungere efter hensigten, ’
frembringe eventudgangssignalerne (D- hl;), som der eftersperges af den mindst ene GUI-
komponent (220a, ..., 220n) i styresignalforespgrgslen (R,, ..., R,), 0g
levere ikke-cursorstyrede eventudgangssignaler (D- hI) til den mindst ene GUI-komponent
(2204, ..., 220n) i overensstemmelse med den respektive styresignalforespgrgsel (R, ...,
R,).

2. Arrangement ifglge krav 1, kendetegnet ved, at computerapparatet (130)
er indrettet til at:
modtage et cursorstyresignal (K), og
styre en grafisk pointer p3 displayet (120) som svar pa3 cursorstyresignalet (K).

3. Arrangement ifglge et hvitket som helst af de foregdende krav, kendete g-
net ved, at eventmotoren (210} er indrettet til at frembringe mindst et farste signal af de
ikke-cursorstyrede eventudgangssignaler (D- hl,) baseret pa en dynamisk udvikling af
gjesperingsdatasignalet (Dgyg).

4. Arrangement ifglge krav 3, kendetegn et ved, at det forste signal reprae-
senterer et bestemt stirremenster over displayet (120).

5. Arrangement ifglge krav 4, kendete gn et ved, at mindst én GUI-
komponent (220a, ..., 220n) er indrettet til at fortolke det fgrste signal som en skennet
hensigt af brugeren (110), og udlgse en brugermanipulation af komponenten (220a, ...,
220n) som reaktion pa den skagnnede hensigt.

6. Arrangemnent ifglge et hvilket som helst af kravene 4 eller 5, kendetegnet
ved, at mindst én GUI-komponent (220a, ..., 220n) er indrettet til at fortolke det fgrste
signal som et skgnnet opmaerksomhedsniveau af brugeren (110) og udlgse en brugerma-
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nipulation af komponenten (220a, ..., 220n) som reaktion pa det skennede opmaerksom-
hedsniveau.

7. Arrangement ifglge et hvilket som helst af kravene 4 til6, kendetegnet
ved, at mindst én GUI-komponent (220a, ..., 220n) er indrettet til at fortolke det fgrste
signal som en sindstilstandsparameter af brugeren (110), og udlgse en bruger manipulati-
on af komponenten (220a, ..., 220n) som reaktion pa sindstilstandsparameteren.

8. Arrangement ifglge et hvilket som helst af de foregdende krav, kendeteq -
net ved, at eventmotoren (210) er indrettet til at modtage mindst ét hjzelpeindgangssig-
nal (D,) og frembringe saettet af ikke-cursorstyrede eventudgangssignaler (D- h1) p8 yder-
ligere grundlag af det mindst ene hjzelpeindgangssignal (D;).

9. Arrangement ifglge et hvilket som helst af de foregdende krav, kendeteg -
n et ved, at det mindst ene hjeelpeindgangssignal (D,) stammer fra mindst én af en knap,
en kontakt, et talesignal, et bevaegelsesmenster af et inputelement, en gestikulationsmgn-
ster, et ansigtsudtryk og et EEG-signal.

10. Fremgangsmade til styring af et computerapparat (130), der er knyttet til et
grafisk display (120), hvor displayet (120) repraesenterer mindst én GUI-komponent
(220), der er indrettet til at blive manipuleret baseret pd brugergenererede kommandoer,
tivor hver GUI -komponent (220a, ..., 220n} er indrettet til at generere mindst ét respek-
tivt udgangsstyresignal {C, ..., Ca) ved en brugermanipulation af komponenten (22043, ...,
220n), hvilken fremgangsmdade omfatter at:
modtage et gjesporingsdatasignal {Dge), som beskriver en brugers (110) betragtnings-
punkt (x, y) pa displayet (120), og
frembringe et saat af ikke-cursorstyrede eventudgangssignaler {D-HI;) i det mindste base-
ret pd pjesporingsdatasignalet (Deve), hvor saettet af ikke-cursorstyrede eventudgangssig-
naler (D-hI;) pdvirker den mindst ene GUI-komponent (220), og hver ikke-cursorstyrede
eventudgangssignal {D- hL;) beskriver et seerligt aspekt af brugerens (110) okulare aktivi-
tet i forhold til displayet (120), hvilken fremgangsmade erkendetegnet ved, at
modtage en styresignaiforspergsel (R,, ..., R,} fra hver af den mindst ene GUI-komponent
(220a, ..., 220n), hvor styresignalforspgrgslen (R,, ..., R,} definerer et undersaet af szettet
af ikke-cursorstyrede eventudgangssignaler {(D- hl;}, som kreeves af GUI-komponenten
(220a, ..., 220n) for at fungere efter hensigten,
frembringe eventudgangssignalerne (D- hl,), som efterspgrges af den mindst ene GUI-
komponent {220a, ..., 220n} i styresignalforespgrgslen (R,, ..., R,}, 0g
levere ikke-cursorstyrede eventudgangssignaler (D- hl} til den mindst ene GUI-komponent
(2203, ..., 220n} i overensstemmelse med hver respektive styresignalsforespargsel (R,, ...
R,).

r

11. Fremgangsmade ifglge krav 10, kendetegnet ved, at
modtage et cursorstyresignal {K), og
styre en grafisk pointer pa displayet (120) som reaktion pa cursorstyresignalet (K).
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12. Fremgangsmade ifglge et hvilket som helst af kravene 10 efler 11, kend e -
tegnet ved, at frembringe mindst et farste signal af de ikke-cursorstyrede eventud-
gangssignaler (D-HI,) baseret p5 en dynamisk udvikling af gjesporingsdatasignalet {Dgye).

13. Fremgangsmade ifglge krav 12, kendetegnet ved, at det ferste signal
repreesenterer et bestemt stirremgnster over displayet (120).

14. Fremgangsmadde ifalge krav 13, kendete gnet ved, at mindst én GUI-
komponent (220a, ..., 220n) er indrettet til at fortolke det farste signal som en skgnnet
hensigt af brugeren (110), og udigse en brugermanipulation af komponenten (220a, ...,
220n) som reaktion pa den skgnnede hensigt.

15. Fremgangsmade ifalge et hvilket som helst af kravene 13 eller 14, kende -
tegnet ved, at mindst én GUI-kompaonent (220a, ..., 220n} er indrettet til at fortolke
det fgrste signal som et skannet opmaerksomhedsniveau af brugeren (110), og udlgse en
brugermaniputation af komponenten (220a, ..., 220n} som reaktion pa det skannede op-
maerksomhedsniveau.

16. Fremgangsmade ifalge et hvilket som helst af kravene 13 til 15, kende -
tegnet ved, at mindst én GUI-komponent (220a, ..., 220n) er indrettet til at fortolke
det fgrste signal sam en sindstilstandsparameter af brugeren {110}, og udlgse en bruger-
manipulation af komponenten (220a, ..., 220n) som reaktion p3 sindstilstandsparamete-
ren.

17. Fremgangsmdde ifglge et hvilket som helst af kravene 10 til 16, kende -
tegnet vedat:
modtage mindst ét hjeelpeindgangssignal (D,), og
frembringe saettet af ikke-cursorstyrede eventudgangssignaler (D- hl,) p3 yderligere
grundlag af det mindst ene hjzelpeindgangssignal {(D,).

18. Fremgangsmade ifglge et hvilket som helst af kravene 10 til 17, kende -
te gnet ved mindst ét hjeipeindgangssignal (D,) stammer fra mindst én af en knap, en
kontakt, et talesignal, et bevaegelsesmanster, et indgangselement, en gestikulationsmean-
ster, et ansigtsudtryk og et EEG-signal.

19. Computerprogram der kan loades direkte ind den interne hukommelse af en
computer, omfattende software til at styre trinnene ifglge et hvilket som helst af kravene
10-18, ndr programmet kgres pd computeren.

20. Computerlassbart medium, der har et program registreret derpa, hvor pro-
grammet er at fa en computer til at styre trinnene ifslge et hvilket som helst af kravene
10-18,
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