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Systems and methods including one or more processing 
modules and one or more non - transitory storage modules 
storing computing instructions configured to run on the one 
or more processing modules and perform acts of training a 
source classifier with labeled source training data of a first 
product category from a website of an online retailer , 
clustering target data for a second product category into a 
plurality of clusters , inserting into each cluster labeled 
source training data of the first product category , assigning 
a domain discriminator score to each cluster , determining 
whether each cluster comprises an agreement cluster or a 
disagreement cluster using the domain discriminator score , 
receiving a product search request for a product of the 
second category from a user of the web site , and coordinat 
ing a display of the product on the web site to promote the 
product . 

24 Claims , 5 Drawing Sheets 
400 

405 - Training a source classifier with labeled source training data of a first 
product category from a website of an online retailer . 

410 - Clustering target data for a second product category into a plurality of 
clusters such that each cluster of the plurality of clusters comprises a 
different portion of the target data . 

415 - Inserting into each cluster of the plurality of clusters a different holdout 
set of source data from the labeled source training data of the first 
product category . 

420 - Training a domain discriminator using a first additional holdout set 
of source data from the labeled source training data and a second 
additional holdout set of data from the target data . 

425 - Assigning a domain discriminator score to each cluster of the 
plurality of clusters by calculating an approximate H - distance 
between the different holdout set of source data and the different 
portion of the target data within each cluster of the plurality of 
clusters . 

430 - Determining an agreement threshold for each cluster of the plurality of 
clusters based in part on the domain discriminator score for the cluster 

435 - Determining whether each cluster of the plurality of clusters comprises 
an agreement cluster of one or more agreement clusters or a 
disagreement cluster of one or more disagreement clusters using the 
agreement threshold for each cluster and a first set of rules . 

440 - Receiving a product search request from a user of the website of the 
online retailer for a product in the second product category that belongs 
to one of the clusters of the plurality of clusters determined to comprise 
the one or more agreement clusters . 

445 - Coordinating a display of the product on the website of the online 
retailer to promote a product of the second category . 
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405 – Training a source classifier with labeled source training data of a first 
product category from a website of an online retailer . 

410 - Clustering target data for a second product category into a plurality of 
clusters such that each cluster of the plurality of clusters comprises a 
different portion of the target data . 
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415 - Inserting into each cluster of the plurality of clusters a different holdout 

set of source data from the labeled source training data of the first 
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SYSTEMS AND METHODS FOR understanding of embodiments of the present disclosure . 
PROMOTING PRODUCTS IN PRODUCT The same reference numerals in different figures denote the 
SEARCH RESULTS USING TRANSFER same elements . 
LEARNING WITH ACTIVE SAMPLING The terms “ first , ” “ second , ” “ third , ” “ fourth , " and the like 

5 in the description and in the claims , if any , are used for 
TECHNICAL FIELD distinguishing between similar elements and not necessarily 

for describing a particular sequential or chronological order . 
This disclosure relates generally to promoting products in It is to be understood that the terms so used are interchange 

product search results . able under appropriate circumstances such that the embodi 
10 ments described herein are , for example , capable of opera 

BACKGROUND tion in sequences other than those illustrated or otherwise 
described herein . Furthermore , the terms “ include , " and 

There are many applications where two learning problems “ have , ” and any variations thereof , are intended to cover a 
non - exclusive inclusion , such that a process , method , sys share similar characteristics but are not generated by the 15 tem , article , device , or apparatus that comprises a list of same distribution . For example , consider spam mail where elements is not necessarily limited to those elements , but cooking mails may be considered as spam for one type of may include other elements not expressly listed or inherent user ( domain A ) , and informative for another type of user to such process , method , system , article , device , or appara ( domain B ) . This consideration can refer to a change in the tus . 

conditional output distribution and occurs when tasks are The terms “ left , " " right , " " front , ” “ back , " " top , " “ bot 
evaluated on different populations or settings . tom , ” “ over , ” “ under , ” and the like in the description and in 

There also are applications where two learning problems the claims , if any , are used for descriptive purposes and not 
have similar , but not identical , ( 1 ) input distributions and ( 2 ) necessarily for describing permanent relative positions . It is 
conditional output distributions . For example , a website of to be understood that the terms so used are interchangeable 
an online retailer can have a learning problem of predicting 25 under appropriate circumstances such that the embodiments 
whether an item will have a high or low probability of being of the apparatus , methods , and / or articles of manufacture 
purchased . The website of some online retailers can be described herein are , for example , capable of operation in 
divided into a taxonomy of different categories , such as other orientations than those illustrated or otherwise 
Men's Shoes ( domain A ) and Women's Shoes ( domain B ) . described herein . 
A separate learning problem can be defined for each cat- 30 The terms " couple , " " coupled , " " couples , " " coupling , " 
egory . The input distributions ( i.e. , products ) across these and the like should be broadly understood and refer to 
categories can share some characteristics such as brands connecting two or more elements mechanically and / or oth 
( e.g. , NIKE® , Adidas® ) , shoe types ( e.g. , cross - trainers ) erwise . Two or more electrical elements may be electrically 
and colors . The products , however , can differ in gender and , coupled together , but not be mechanically or otherwise 
in some instances , shoe types as well ( e.g. , high - heels , 35 coupled together . Coupling may be for any length of time , 
cocktail shoes ) . The conditional output distribution also is e.g. , permanent or semi - permanent or only for an instant . 
not identical across categories because different populations “ Electrical coupling " and the like should be broadly under 
( e.g. , men and women ) are searching for and purchasing stood and include electrical coupling of all types . The 
these items . In the above problems , due to the underlying absence of the word " removably , " " removable , " and the like 
changes in distributions , a predictor trained on domain A 40 near the word “ coupled , " and the like does not mean that the 
may perform poorly on domain B. coupling , etc. in question is or is not removable . 

As defined herein , two or more elements are “ integral ” if 
BRIEF DESCRIPTION OF THE DRAWINGS they are comprised of the same piece of material . As defined 

herein , two or more elements are “ non - integral ” if each is 
To facilitate further description of the embodiments , the 45 comprised of a different piece of material . 

following drawings are provided in which : As defined herein , “ real - time ” can , in some embodiments , 
FIG . 1 illustrates a front elevational view of a computer be defined with respect to operations carried out as soon as 

system that is suitable for implementing various embodi- practically possible upon occurrence of a triggering event . A 
ments of the systems disclosed in FIGS . 3 and 5 ; triggering event can include receipt of data necessary to 
FIG . 2 illustrates a representative block diagram of an 50 execute a task or to otherwise process information . Because 

example of the elements included in the circuit boards inside of delays inherent in transmission and / or in computing 
a chassis of the computer system of FIG . 1 ; speeds , the term “ real time ” encompasses operations that 
FIG . 3 illustrates a representative block diagram of a occur in " near ” real time or somewhat delayed from a 

system , according to an embodiment ; triggering event . In a number of embodiments , “ real time ” 
FIG . 4 is a flowchart for a method , according to certain 55 can mean real time less a time delay for processing ( e.g. , 

embodiments ; and determining ) and / or transmitting data . The particular time 
FIG . 5 illustrates a representative block diagram of a delay can vary depending on the type and / or amount of the 

portion of the system of FIG . 3 , according to an embodi- data , the processing speeds of the hardware , the transmission 
ment . capability of the communication hardware , the transmission 

For simplicity and clarity of illustration , the drawing 60 distance , etc. However , in many embodiments , the time 
figures illustrate the general manner of construction , and delay can be less than approximately one second , two 
descriptions and details of well - known features and tech- seconds , five seconds , or ten seconds . 
niques may be omitted to avoid unnecessarily obscuring the As defined herein , " approximately ” can , in some embodi 
present disclosure . Additionally , elements in the drawing ments , mean within plus or minus ten percent of the stated 
figures are not necessarily drawn to scale . For example , the 65 value . In other embodiments , " approximately ” can mean 
dimensions of some of the elements in the figures may be within plus or minus five percent of the stated value . In 
exaggerated relative to other elements to help improve further embodiments , “ approximately ” can mean within plus 
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or minus three percent of the stated value . In yet other the plurality of clusters a different holdout set of source data 
embodiments , " approximately ” can mean within plus or from the labeled source training data of the first product 
minus one percent of the stated value . category . The method also can include assigning a domain 

discriminator score to each cluster of the plurality of clus 
DESCRIPTION OF EXAMPLES OF ters . The method also can include determining whether each 

EMBODIMENTS cluster of the plurality of clusters comprises an agreement 
cluster of one or more agreement clusters or a disagreement 

A number of embodiments can include a system . The cluster of one or more disagreement clusters using the 
system can include one or more processing modules and one domain discriminator score for each cluster of the plurality 
or more non - transitory storage modules storing computing 10 of clusters and a first set of rules . The different portion of the 
instructions configured to run on the one or more processing target data within each agreement cluster of the one or more 
modules . The one or more storage modules can be config- agreement clusters can be explained by the source classifier , 
ured to run on the one or more processing modules and and the different portion of the target data within each 
perform an act of training a source classifier with labeled disagreement cluster of the one or more disagreement clus 
source training data of a first product category from a 15 ters cannot explained by the source classifier . The method 
website of an online retailer . The labeled source training data also can include receiving a product search request from a 
can be based on a plurality of first products in the first user of the website of the online retailer for a product of the 
product category . The one or more storage modules also can plurality of second products in the second product category . 
be configured to run on the one or more processing modules The method also can include coordinating a display of the 
and perform an act of clustering target data for a second 20 product on the web site of the online retailer to promote the 
product category into a plurality of clusters such that each product according to any clusters of the plurality of clusters 
cluster of the plurality of clusters comprises a different determined to comprise the one or more agreement clusters . 
portion of the target data . The target data can be based on a Turning to the drawings , FIG . 1 illustrates an exemplary 
plurality of second products in the second product category . embodiment of a computer system 100 , all of which or a 
The one or more storage modules also can be configured to 25 portion of which can be suitable for ( i ) implementing part or 
run on the one or more processing modules and perform an all of one or more embodiments of the techniques , methods , 
act of inserting into each cluster of the plurality of clusters and systems and / or ( ii ) implementing and / or operating part 
a different holdout set of source data from the labeled source or all of one or more embodiments of the memory storage 
training data of the first product category . The one or more modules described herein . As an example , a different or 
storage modules also can be configured to run on the one or 30 separate one of a chassis 102 ( and its internal components ) 
more processing modules and perform an act of assigning a can be suitable for implementing part or all of one or more 
domain discriminator score to each cluster of the plurality of embodiments of the techniques , methods , and / or systems 
clusters . The one or more storage modules also can be described herein . Furthermore , one or more elements of 
configured to run on the one or more processing modules computer system 100 ( e.g. , a monitor 106 , a keyboard 104 , 
and perform an act of determining whether each cluster of 35 and / or a mouse 110 , etc. ) also can be appropriate for 
the plurality of clusters comprises an agreement cluster of implementing part or all of one or more embodiments of the 
one or more agreement clusters or a disagreement cluster of techniques , methods , and / or systems described herein . Com 
one or more disagreement clusters using the domain dis- puter system 100 can comprise chassis 102 containing one 
criminator score for each cluster of the plurality of clusters or more circuit boards ( not shown ) , a Universal Serial Bus 
and a first set of rules . The different portion of the target data 40 ( USB ) port 112 , a Compact Disc Read - Only Memory ( CD 
within each agreement cluster of the one or more agreement ROM ) and / or Digital Video Disc ( DVD ) drive 116 , and a 
clusters can be explained by the source classifier , and the hard drive 114. A representative block diagram of the 
different portion of the target data within each disagreement elements included on the circuit boards inside chassis 102 is 
cluster of the one or more disagreement clusters cannot shown in FIG . 2. A central processing unit ( CPU ) 210 in 
explained by the source classifier . The one or more storage 45 FIG . 2 is coupled to a system bus 214 in FIG . 2. In various 
modules also can be configured to run on the one or more embodiments , the architecture of CPU 210 can be compliant 
processing modules and perform an act of receiving a with any of a variety of commercially distributed architec 
product search request from a user of the web site of the ture families . 
online retailer for a product of the plurality of second Continuing with FIG . 2 , system bus 214 also is coupled to 
products in the second product category . The one or more 50 a memory storage unit 208 , where memory storage unit 208 
storage modules also can be configured to run on the one or can comprise ( i ) volatile ( e.g. , transitory ) memory , such as , 
more processing modules and perform an act of coordinating for example , read only memory ( ROM ) and / or ( ii ) non 
a display of the product on the website of the online retailer volatile ( e.g. , non - transitory ) memory , such as , for example , 
to promote the product according to any clusters of the random access memory ( RAM ) . The non - volatile memory 
plurality of clusters determined to comprise the one or more 55 can be removable and / or non - removable non - volatile 
agreement clusters . memory . Meanwhile , RAM can include dynamic RAM 

Various embodiments include a method . The method can ( DRAM ) , static RAM ( SRAM ) , etc. Further , ROM can 
include training a source classifier with labeled source include mask - programmed ROM , programmable ROM 
training data of a first product category from a website of an ( PROM ) , one - time programmable ROM ( OTP ) , erasable 
online retailer . The labeled source training data can be based 60 programmable read - only memory ( EPROM ) , electrically 
on a plurality of first products in the first product category . erasable programmable ROM ( EEPROM ) ( e.g. , electrically 
The method also can include clustering target data for a alterable ROM ( EAROM ) and / or flash memory ) , etc. The 
second product category into a plurality of clusters such that memory storage module ( s ) of the various embodiments 
each cluster of the plurality of clusters comprises a different disclosed herein can comprise memory storage unit 208 , 
portion of the target data . The target data can be based on a 65 external memory storage drive ( not shown ) , such as , for 
plurality of second products in the second product category . example , a USB - equipped electronic memory storage drive 
The method also can include inserting into each cluster of coupled to universal serial bus ( USB ) port 112 ( FIGS . 1-2 ) , 

an 
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hard drive 114 ( FIGS . 1-2 ) , a CD - ROM and / or DVD for use grated circuit ( ASIC ) can comprise one or more processors 
with CD - ROM and / or DVD drive 116 ( FIGS . 1-2 ) , a floppy or microprocessors and / or memory blocks or memory stor 
disk for use with a floppy disk drive ( not shown ) , an optical age . 
disc ( not shown ) , a magneto - optical disc ( now shown ) , In the depicted embodiment of FIG . 2 , various I / O devices 
magnetic tape ( not shown ) , etc. Further , non - volatile or 5 such as a disk controller 204 , a graphics adapter 224 , a video 
non - transitory memory storage module ( s ) refer to the por- controller 202 , a keyboard adapter 226 , a mouse adapter 
tions of the memory storage module ( s ) that are non - volatile 206 , a network adapter 220 , and other I / O devices 222 can 
( e.g. , non - transitory ) memory . be coupled to system bus 214. Keyboard adapter 226 and 

In various examples , portions of the memory storage mouse adapter 206 are coupled to keyboard 104 ( FIGS . 1-2 ) 
module ( s ) of the various embodiments disclosed herein 10 and mouse 110 ( FIGS . 1-2 ) , respectively , of computer sys 
( e.g. , portions of the non - volatile memory storage tem 100 ( FIG . 1 ) . While graphics adapter 224 and video 
module ( s ) ) can be encoded with a boot code sequence controller 202 are indicated as distinct units in FIG . 2 , video 
suitable for restoring computer system 100 ( FIG . 1 ) to a controller 202 can be integrated into graphics adapter 224 , 
functional state after a system reset . In addition , portions of or vice versa in other embodiments . Video controller 202 is 
the memory storage module ( s ) of the various embodiments 15 suitable for monitor 106 ( FIGS . 1-2 ) to display images on a 
disclosed herein ( e.g. , portions of the non - volatile memory screen 108 ( FIG . 1 ) of computer system 100 ( FIG . 1 ) . Disk 
storage module ( s ) ) can comprise microcode such as a Basic controller 204 can control hard drive 114 ( FIGS . 1-2 ) , USB 
Input - Output System ( BIOS ) operable with computer sys- port 112 ( FIGS . 1-2 ) , and CD - ROM drive 116 ( FIGS . 1-2 ) . 
tem 100 ( FIG . 1 ) . In the same or different examples , portions In other embodiments , distinct units can be used to control 
of the memory storage module ( s ) of the various embodi- 20 each of these devices separately . 
ments disclosed herein ( e.g. , portions of the non - volatile Network adapter 220 can be suitable to connect computer 
memory storage module ( s ) ) can comprise an operating sys- system 100 ( FIG . 1 ) to a computer network by wired 
tem , which can be a software program that manages the communication ( e.g. , a wired network adapter ) and / or wire 
hardware and software resources of a computer and / or a less communication ( e.g. , a wireless network adapter ) . In 
computer network . The BIOS can initialize and test com- 25 some embodiments , network adapter 220 can be plugged or 
ponents of computer system 100 ( FIG . 1 ) and load the coupled to an expansion port ( not shown ) in computer 
operating system . Meanwhile , the operating system can system 100 ( FIG . 1 ) . In other embodiments , network adapter 
perform basic tasks such as , for example , controlling and 220 can be built into computer system 100 ( FIG . 1 ) . For 
allocating memory , prioritizing the processing of instruc- example , network adapter 220 can be built into computer 
tions , controlling input and output devices , facilitating net- 30 system 100 ( FIG . 1 ) by being integrated into the mother 
working , and managing files . Exemplary operating systems board chipset ( not shown ) , or implemented via one or more 
can comprise one of the following : ( i ) Microsoft® Win- dedicated communication chips ( not shown ) , connected 
dows® operating system ( OS ) by Microsoft Corp. of Red- through a PCI ( peripheral component interconnector ) or a 
mond , Wash . , United States of America , ( ii ) Mac® OS X by PCI express bus of computer system 100 ( FIG . 1 ) or USB 
Apple Inc. of Cupertino , Calif . , United States of America , 35 port 112 ( FIG . 1 ) . 
( iii ) UNIX® OS , and ( iv ) Linux® OS . Further exemplary Returning now to FIG . 1 , although many other compo 
operating systems can comprise one of the following : ( i ) the nents of computer system 100 are not shown , such compo 
iOS® operating system by Apple Inc. of Cupertino , Calif . , nents and their interconnection are well known to those of 
United States of America , ( ii ) the Blackberry® operating ordinary skill in the art . Accordingly , further details con 
system by Research In Motion ( RIM ) of Waterloo , Ontario , 40 cerning the construction and composition of computer sys 
Canada , ( iii ) the WebOS operating system by LG Electron- tem 100 and the circuit boards inside chassis 102 are not 
ics of Seoul , South Korea , ( iv ) the AndroidTM operating discussed herein . 
system developed by Google , of Mountain View , Calif . , Meanwhile , when computer system 100 is running , pro 
United States of America , ( v ) the Windows MobileTM oper- gram instructions ( e.g. , computer instructions ) stored on one 
ating system by Microsoft Corp. of Redmond , Wash . , United 45 or more of the memory storage module ( s ) of the various 
States of America , or ( vi ) the SymbianTM operating system embodiments disclosed herein can be executed by CPU 210 
by Accenture PLC of Dublin , Ireland . ( FIG . 2 ) . At least a portion of the program instructions , 
As used herein , “ processor ” and / or “ processing module ” stored on these devices , can be suitable for carrying out at 

means any type of computational circuit , such as but not least part of the techniques and methods described herein . 
limited to a microprocessor , a microcontroller , a controller , 50 Further , although computer system 100 is illustrated as a 
a complex instruction set computing ( CISC ) microproces- desktop computer in FIG . 1 , there can be examples where 
sor , a reduced instruction set computing ( RISC ) micropro- computer system 100 may take a different form factor while 
cessor , a very long instruction word ( VLIW ) microproces- still having functional elements similar to those described 
sor , a graphics processor , a digital signal processor , or any for computer system 100. In some embodiments , computer 
other type of processor or processing circuit capable of 55 system 100 may comprise a single computer , a single server , 
performing the desired functions . In some examples , the one or a cluster or collection of computers or servers , or a cloud 
or more processing modules of the various embodiments of computers or servers . Typically , a cluster or collection of 
disclosed herein can comprise CPU 210 . servers can be used when the demand on computer system 

Alternatively , or in addition to , the systems and proce- 100 exceeds the reasonable capability of a single server or 
dures described herein can be implemented in hardware , or 60 computer . In certain embodiments , computer system 100 
a combination of hardware , software , and / or firmware . For may comprise a portable computer , such as a laptop com 
example , one or more application specific integrated circuits puter . In certain other embodiments , computer system 100 
( ASICs ) can be programmed to carry out one or more of the may comprise a mobile electronic device , such as a smart 
systems and procedures described herein . For example , one phone . In certain additional embodiments , computer system 
or more of the programs and / or executable program com- 65 100 may comprise an embedded system . 
ponents described herein can be implemented in one or more Turning ahead in the drawings , FIG . 3 illustrates a block 
ASICs . In many embodiments , an application specific inte- diagram of a system 300 that can be employed for promoting 
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products in a product search results using transfer learning the iPhone® operating system by Apple Inc. of Cupertino , 
with active sampling , as described in greater detail below . Calif . , United States of America , ( ii ) the Blackberry® oper 
System 300 is merely exemplary and embodiments of the ating system by Research In Motion ( RIM ) of Waterloo , 
system are not limited to the embodiments presented herein . Ontario , Canada , ( iii ) the Palm® operating system by Palm , 
System 300 can be employed in many different embodi- 5 Inc. of Sunnyvale , Calif . , United States , ( iv ) the AndroidTM 
ments or examples not specifically depicted or described operating system developed by the Open Handset Alliance , 
herein . In some embodiments , certain elements or modules ( v ) the Windows MobileTM operating system by Microsoft of system 300 can perform various procedures , processes , Corp. of Redmond , Wash . , United States of America , or ( vi ) and / or activities . In these or other embodiments , the proce the SymbianTM operating system by Nokia Corp. of Keila dures , processes , and / or activities can be performed by other 10 
suitable elements or modules of system 300 . niemi , Espoo , Finland . 

Further still , the term “ wearable user computer device ” as Generally , therefore , system 300 can be implemented with used herein can refer to an electronic device with the hardware and / or software , as described herein . In some 
embodiments , part or all of the hardware and / or software can capability to present audio and / or visual data ( e.g. , text , 
be conventional , while in these or other embodiments , part 15 images , videos , music , etc. ) that is configured to be worn by 
or all of the hardware and / or software can be customized a user and / or mountable ( e.g. , fixed ) on the user of the 
( e.g. , optimized ) for implementing part or all of the func- wearable user computer device ( e.g. , sometimes under or 
tionality of system 300 described herein . over clothing ; and / or sometimes integrated with and / or as 

In some embodiments , system 300 can include a transfer clothing and / or another accessory , such as , for example , a 
learning system 310 , a web server 320 , and a display system 20 hat , eyeglasses , a wrist watch , shoes , etc. ) . In many 
360. Transfer learning system 310 , web server 320 , and examples , a wearable user computer device can comprise a 
display system 360 can each be a computer system , such as mobile electronic device , and vice versa . However , a wear 
computer system 100 ( FIG . 1 ) , as described above , and can able user computer device does not necessarily comprise a 
each be a single computer , a single server , or a cluster or mobile electronic device , and vice versa . 
collection of computers or servers , or a cloud of computers 25 In specific examples , a wearable user computer device can 
or servers . In another embodiment , a single computer system comprise a head mountable wearable user computer device 
can host each of two or more of transfer learning system 310 , ( e.g. , one or more head mountable displays , one or more 
web server 320 , and display system 360. Additional details eyeglasses , one or more contact lenses , one or more retinal 
regarding transfer learning system 310 , web server 320 , and displays , etc. ) or a limb mountable wearable user computer 
display system 360 are described herein . 30 device ( e.g. , a smart watch ) . In these examples , a head 

In many embodiments , system 300 also can comprise user mountable wearable user computer device can be mountable 
computers 340 , 341. In some embodiments , user computers in close proximity to one or both eyes of a user of the head 
340 , 341 can be a mobile device . A mobile electronic device mountable wearable user computer device and / or vectored 
can refer to a portable electronic device ( e.g. , an electronic in alignment with a field of view of the user . 
device easily conveyable by hand by a person of average 35 In more specific examples , a head mountable wearable 
size ) with the capability to present audio and / or visual data user computer device can comprise ( i ) Google GlassTM 
( e.g. , text , images , videos , music , etc. ) . For example , a product or a similar product by Google Inc. of Menlo Park , 
mobile electronic device can comprise at least one of a Calif . , United States of America ; ( ii ) the Eye TapTM product , 
digital media player , a cellular telephone ( e.g. , a smart- the Laser Eye TapTM product , or a similar product by ePI Lab 
phone ) , a personal digital assistant , a handheld digital com- 40 of Toronto , Ontario , Canada , and / or ( iii ) the RaptyrTM prod 
puter device ( e.g. , a tablet personal computer device ) , a uct , the STAR 1200TM product , the Vuzix Smart Glasses 
laptop computer device ( e.g. , a notebook computer device , M1OOTM product , or a similar product by Vuzix Corporation 
a netbook computer device ) , a wearable user computer of Rochester , N.Y. , United States of America . In other 
device , or another portable computer device with the capa- specific examples , a head mountable wearable user com 
bility to present audio and / or visual data ( e.g. , images , 45 puter device can comprise the Virtual Retinal DisplayTM 
videos , music , etc. ) . Thus , in many examples , a mobile product , or similar product by the University of Washington 
electronic device can comprise a volume and / or weight of Seattle , Wash . , United States of America . Meanwhile , in 
sufficiently small as to permit the mobile electronic device further specific examples , a limb mountable wearable user 
to be easily conveyable by hand . For examples , in some computer device can comprise the iWatchTM product , or 
embodiments , a mobile electronic device can occupy a 50 similar product by Apple Inc. of Cupertino , Calif . , United 
volume of less than or equal to approximately 1790 cubic States of America , the Galaxy Gear or similar product of 
centimeters , 2434 cubic centimeters , 2876 cubic centime- Samsung Group of Samsung Town , Seoul , South Korea , the 
ters , 4056 cubic centimeters , and / or 5752 cubic centimeters . Moto 360 product or similar product of Motorola of 
Further , in these embodiments , a mobile electronic device Schaumburg , Ill . , United States of America , and / or the ZipTM 
can weigh less than or equal to 15.6 Newtons , 17.8 Newtons , 55 product , OneTM product , FlexTM product , ChargeTM product , 
22.3 Newtons , 31.2 Newtons , and / or 44.5 Newtons . SurgeTM product , or similar product by Fitbit Inc. of San 

Exemplary mobile electronic devices can comprise ( i ) an Francisco , Calif . , United States of America . 
iPod® , iPhone , iTouch® , iPad® , MacBook® or similar In some embodiments , web server 320 can be in data 
product by Apple Inc. of Cupertino , Calif . , United States of communication through Internet 330 with user computers 
America , ( ii ) a Blackberry® or similar product by Research 60 ( e.g. , 340 , 341 ) . In certain embodiments , user computers 
in Motion ( RIM ) of Waterloo , Ontario , Canada , ( iii ) a 340-341 can be desktop computers , laptop computers , smart 
Lumia® or similar product by the Nokia Corporation of phones , tablet devices , and / or other endpoint devices . Web 
Keilaniemi , Espoo , Finland , and / or ( iv ) a GalaxyTM or server 320 can host one or more websites . For example , web 
similar product by the Samsung Group of Samsung Town , server 320 can host an eCommerce website that allows users 
Seoul , South Korea . Further , in the same or different 65 to browse and / or search for products , to add products to an 
embodiments , a mobile electronic device can comprise an electronic shopping cart , and / or to purchase products , in 
electronic device configured to implement one or more of ( i ) addition to other suitable activities . 
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In many embodiments , transfer learning system 310 , web memory storage module ( s ) storing the one or more data 
server 320 , and / or display system 360 can each comprise bases or the contents of that particular database can be 
one or more input devices ( e.g. , one or more keyboards , one spread across multiple ones of the memory storage 
or more keypads , one or more pointing devices such as a module ( s ) and / or non - transitory memory storage module ( s ) 
computer mouse or computer mice , one or more touchscreen 5 storing the one or more databases , depending on the size of 
displays , a microphone , etc. ) , and / or can each comprise one the particular database and / or the storage capacity of the or more display devices ( e.g. , one or more monitors , one or memory storage module ( s ) and / or non - transitory memory more touch screen displays , projectors , etc. ) . In these or storage module ( s ) . 
other embodiments , one or more of the input device ( s ) can The one or more databases can each comprise a structured be similar or identical to keyboard 104 ( FIG . 1 ) and / or a 10 ( e.g. , indexed ) collection of data and can be managed by any mouse 110 ( FIG . 1 ) . Further , one or more of the display 
device ( s ) can be similar or identical to monitor 106 ( FIG . 1 ) suitable database management systems configured to define , 
and / or screen 108 ( FIG . 1 ) . The input device ( s ) and the create , query , organize , update , and manage database ( s ) . 
display device ( s ) can be coupled to the processing module ( s ) Exemplary database management systems can include 
and / or the memory storage module ( s ) transfer learning sys MySQL ( Structured Query Language ) Database , Postgr 
tem 310 , web server 320 , and / or display system 360 in a 15 eSQL Database , Microsoft SQL Server Database , Oracle 
wired manner and / or a wireless manner , and the coupling Database , SAP ( Systems , Applications , & Products ) Data 
can be direct and / or indirect , as well as locally and / or base , and IBM DB2 Database . 
remotely . As an example of an indirect manner ( which may Meanwhile , communication between transfer learning 
or may not also be a remote manner ) , a keyboard - video- system 310 , web server 320 , and / or display system 360 , 
mouse ( KVM ) switch can be used to couple the input 20 and / or the one or more databases can be implemented using 
device ( s ) and the display device ( s ) to the processing any suitable manner of wired and / or wireless communica 
module ( s ) and / or the memory storage module ( s ) . In some tion . Accordingly , system 300 can comprise any software 
embodiments , the KVM switch also can be part of transfer and / or hardware components configured to implement the 
learning system 310 , web server 320 , and / or display system wired and / or wireless communication . Further , the wired 
360. In a similar manner , the processing module ( s ) and the 25 and / or wireless communication can be implemented using 
memory storage module ( s ) can be local and / or remote to any one or any combination of wired and / or wireless com 
each other . munication network topologies ( e.g. , ring , line , tree , bus , 

In many embodiments , transfer learning system 310 , web mesh , star , daisy chain , hybrid , etc. ) and / or protocols ( e.g. , 
server 320 , and / or display system 360 can be configured to personal area network ( PAN ) protocol ( s ) , local area network 
communicate with one or more user computers 340 and 341. 30 ( LAN ) protocol ( s ) , wide area network ( WAN ) protocol ( s ) , 
In some embodiments , user computers 340 and 341 also can cellular network protocol ( s ) , powerline network protocol ( s ) , 
be referred to as customer computers . In some embodiments , etc. ) . Exemplary PAN protocol ( s ) can comprise Bluetooth , 
transfer learning system 310 , web server 320 , and / or display Zigbee , Wireless Universal Serial Bus ( USB ) , Z - Wave , etc .; 
system 360 can communicate or interface ( e.g. , interact ) exemplary LAN and / or WAN protocol ( s ) can comprise 
with one or more customer computers ( such as user com- 35 Institute of Electrical and Electronic Engineers ( IEEE ) 802.3 
puters 340 and 341 ) through a network or internet 330 . ( also known as Ethernet ) , IEEE 802.11 ( also known as 
Internet 330 can be an intranet that is not open to the public . WiFi ) , etc .; and exemplary wireless cellular network proto 
Accordingly , in many embodiments , transfer learning sys- col ( s ) can comprise Global System for Mobile Communi 
tem 310 , web server 320 , and / or display system 360 ( and / or cations ( GSM ) , General Packet Radio Service ( GPRS ) , 
the software used by such systems ) can refer to a back end 40 Code Division Multiple Access ( CDMA ) , Evolution - Data 
of system 300 operated by an operator and / or administrator Optimized ( EV - DO ) , Enhanced Data Rates for GSM Evo 
of system 300 , and user computers 340 and 341 ( and / or the lution ( EDGE ) , Universal Mobile Telecommunications Sys 
software used by such systems ) can refer to a front end of tem ( UMTS ) , Digital Enhanced Cordless Telecommunica 
system 300 used by one or more users 350 and 351 , tions ( DECT ) , Digital AMPS ( IS - 136 / Time Division 
respectively . In some embodiments , users 350 and 351 also 45 Multiple Access ( TDMA ) ) , Integrated Digital Enhanced 
can be referred to as customers , in which case , user com- Network ( iDEN ) , Evolved High - Speed Packet Access 
puters 340 and 341 can be referred to as customer comput- ( HSPA + ) , Long - Term Evolution ( LTE ) , WiMAX , etc. The 
ers . In these or other embodiments , the operator and / or specific communication software and / or hardware imple 
administrator of system 300 can manage system 300 , the mented can depend on the network topologies and / or pro 
processing module ( s ) of system 300 , and / or the memory 50 tocols implemented , and vice versa . In many embodiments , 
storage module ( s ) of system 300 using the input device ( s ) exemplary communication hardware can comprise wired 
and / or display device ( s ) of system 300 . communication hardware including , for example , one or 

Meanwhile , in many embodiments , transfer learning sys- more data buses , such as , for example , universal serial 
tem 310 , web server 320 , and / or display system 360 also can bus ( es ) , one or more networking cables , such as , for 
be configured to communicate with one or more databases . 55 example , coaxial cable ( s ) , optical fiber cable ( s ) , and / or 
The one or more databases can comprise a product database twisted pair cable ( s ) , any other suitable data cable , etc. 
that contains information about products , items , or SKUs Further exemplary communication hardware can comprise 
( stock keeping units ) sold by a retailer . The one or more wireless communication hardware including , for example , 
databases can be stored on one or more memory storage one or more radio transceivers , one or more infrared trans 
modules ( e.g. , non - transitory memory storage module ( s ) ) , 60 ceivers , etc. Additional exemplary communication hardware 
which can be similar or identical to the one or more memory can comprise one or more networking components ( e.g. , 
storage module ( s ) ( e.g. , non - transitory memory storage modulator - demodulator components , gateway components , 
module ( s ) ) described above with respect to computer system etc. ) . 
100 ( FIG . 1 ) . Also , in some embodiments , for any particular Turning ahead in the drawings , FIG . 4 illustrates a flow 
database of the one or more databases , that particular 65 chart for a method 400 , according to an embodiment . 
database can be stored on a single memory storage module Method 400 is merely exemplary and is not limited to the 
of the memory storage module ( s ) , and / or the non - transitory embodiments presented herein . Method 400 can be 
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employed in many different embodiments or examples not poorly on domain B. In some embodiments , systems and 
specifically depicted or described herein . In some embodi- methods of this disclosure can perform a transfer learning 
ments , the activities of method 400 can be performed in the where the predictor adapts to the input distribution of 
order presented . In other embodiments , the activities of domain B , thus generating a higher performance on domain 
method 400 can be performed in any suitable order . In still 5 B. In a typical transfer learning setting , the source domain is 
other embodiments , one or more of the activities of method assumed to have a large amount of labeled data and is well 
400 can be combined or skipped . In many embodiments , understood . The target domain can comprise a small budget 
system 300 ( FIG . 3 ) can be suitable to perform method 400 of labeled data and is not well understood . As such , it is 
and / or one or more of the activities of method 400. In these necessary for the predictor to adapt to solve the problem of 
or other embodiments , one or more of the activities of 10 classifying the target domain . 
method 400 can be implemented as one or more computer In some embodiments , systems and methods described 
instructions configured to run at one or more processing herein can identify regions in the target domain that can be 
modules and configured to be stored at one or more non- explained well by the source predictor . These regions are 
transitory memory storage modules 512 , 514 , 516 , and / 562 referred to as agreement regions or agreement clusters . 
( FIG . 5 ) . Such non - transitory memory storage modules can 15 These agreement regions or agreement clusters can be 
be part of a computer system such as transfer learning classified by the original predictor . In some embodiments , 
system 310 , web server 320 , and / or display system 360 systems and methods described herein also can actively 
( FIGS . 3 & 5 ) . The processing module ( s ) can be similar or sample data ( under a given budget ) in target regions that are 
identical to the processing module ( s ) described above with not explained well by the source predictor . The data sampled 
respect to computer system 100 ( FIG . 1 ) . 20 in the target regions can be utilized to adapt the predictor to 

In a typical transfer learning setting , a source domain is attain higher performance on the target . These regions are 
given with a large amount of labeled data and a target referred to as disagreement regions or disagreement clusters . 
domain is given with a large amount of unlabeled data . A Active sampling in disagreement clusters , where the change 
small budget of target labels can be revealed at a cost . between domains is most evident , can be advantageous to 
Described herein is an Active Sampling Transfer Learning 25 better aid adaptation between problems . In addition , active 
( ASTraL ) framework that is able to adapt a classifier that is sampling in disagreement clusters using some embodiments 
trained on the source domain ( or labeled source training of systems and methods disclosed herein can outperform a 
data ) to provide high - performance classification on a target scheme that samples target data at random . 
domain ( or unlabeled target data ) . In some embodiments , Various active learning techniques can be used to actively 
this high - performance classification can be achieved by 30 sample data to perform transfer learning between domains . 
utilizing an improved Multi - Armed Bandit Active Sampling Two prominent techniques are Active Learning Domain 
( MAB - AS ) algorithm that actively selects target labels that Adapted ( ALDA ) and Hierarchical Active Transfer Learning 
fall into regions where the change between the source ( HATL ) . ALDA provides a principled approach towards 
domain and the target domain is most evident . Data sets active learning in a target domain by leveraging information 
utilizing embodiments of the methods and systems disclosed 35 from a related source domain . In some embodiments , ALDA 
herein show ASTraL outperforming a number of baseline can be used in reweighting the source data using unlabeled 
techniques . In some embodiments , ASTraL significantly data to bring the input distributions closer . ALDA can then 
outperforms a classifier trained on target labels revealed at be used to train a generic active classifier that samples from 
random . the target . In addition , a domain discriminator can be utilized 

There are many applications where two learning problems 40 to determine whether a selected target example should have 
share similar characteristics but are not generated by the its label queried or its label should be predicted by the source 
same exact distribution . For example , consider spam mail classifier . This algorithm is limited to changes in the input 
where cooking mails may be considered as spam for one distributions between domains . HATL combines the active 
type of user ( domain A ) , and informative for another type of learning algorithm hierarchical sampling for active learning 
user ( domain B ) . This consideration can refer to a change in 45 ( HSAL ) , which uses hierarchical clustering to determine 
the conditional output distribution and occurs tasks are where to sample , with source knowledge . HATL does not 
evaluated on different populations or settings . consider a sampling strategy of sampling disagreement 

There also are applications where two learning problems region clusters as we will propose in our framework . 
have similar , but not identical , ( 1 ) input distributions and ( 2 ) In some embodiments , the ASTraL framework is able to 
conditional output distributions . For example , a website of 50 identify agreement clusters and disagreement clusters 
an online retailer can have a learning problem of predicting between a source and target domain using an improved 
whether an item will have a high or low probability of being MAB - AS strategy . ASTraL can focus on sampling target 
purchased . The website of some online retailers can be data from disagreement clusters as much as possible , as the 
divided into a taxonomy of different categories , such as agreement clusters can be classified by the source predictor . 
Men's Shoes ( domain A ) and Women's Shoes ( domain B ) . 55 Actively sampled disagreement region data can be utilized 
A separate learning problem can be defined for each cat- to learn a predictor that has higher performance on the target 
egory . The input distributions ( i.e. , products ) across these domain . Advantages of the systems and method disclosed 
categories can share some characteristics such as brands herein can include : ( 1 ) an MAB - AS framework for transfer 
( e.g. , Nike , Adidas® ) , shoe types ( e.g. , cross - trainers ) and learning , which can exploit cluster structure in the data to 
colors . The products , however , can differ in gender and , in 60 identify agreement and disagreement clusters ; ( 2 ) a first 
some instances , shoe types as well ( e.g. , high - heels , cocktail theorem which bounds or limits the number of sub - optimal 
shoes ) . The conditional output distribution also is not iden- arm selections for the MAB ; ( 3 ) a second theorem which 
tical across categories because different populations ( e.g. , bounds or limits the error of the source predictor on agree 
men and women ) are searching for and purchasing these ment cluster data ; ( 4 ) superior performance of the ASTraL 
items . 65 adapted predictors , using sampled disagreement data , com 

In the above problems , due to the underlying changes in pared to the baseline active sampling techniques ; and ( 5 ) 
distributions , a predictor trained on domain A may perform superior performance of the the ASTraL adapted predictors 
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when utilizing a shared feature representation attained from playing arm i . The MAB algorithm needs to decide which 
training a Deep Stacked Auto - encoder . arm to use at time t based on the previous t - 1 outcomes in 

Transfer Learning / Domain Adaptation order to maximize the total reward , or alternatively to 
In many machine learning applications , a plethora of minimize the expected regret . That is , if u * = max , ? , ? ** - 

labeled data is available for one domain ( the source domain ) , 5 Hi and kz ( t ) is the number of times arm i has been used up 
and a statistical model , trained using this data , is desired that until time t - 1 , then the expected total regret up until time T 
performs well on another related , but nonidentical domains is : 
( the target domain ) . In a target domain , very little labeled 
data is available , and labels can only be attained at a cost . 
Therefore , leveraging the labeled source data can be used to 
acquire as few labels as possible from the target data in order ( te * – Hi ( t ) ) = 4 ; -E [ k ; ( ) ) 
to adapt a statistical model to perform well on the target 
domain . This process can be referred to as transfer learning 
or supervised domain adaptation . For a Bernoulli MAB with Thompson Sampling , the 

Active Learning rewards ri , t = { 0,1 } and for arm i , the probability of success 
Active learning can be used in modern machine learning ( ri , = 1 ) is \ ;. A Beta ( 1,1 ) distribution is chosen as a prior 

problems where data is available in abundance , yet labels are over the Bernoulli means because once a Bernoulli trial is 
scarce or expensive to obtain . In active learning , an oracle is observed , the posterior distribution is simply Beta ( a + 1 , B ) 
queried to identify the labels of specific data instances or Betala , B + 1 ) depending on whether a success or failure 
chosen by the active learning algorithm . The active learner resulted . The algorithm then samples from these posterior 
aims to achieve higher classification accuracy by revealing distributions and plays an arm according to its probability of 
as few labels as possible to reduce the cost of obtaining its mean being the largest . 
labeled data . ASTraL Algorithm Overview Active Learning Meets Domain Adaptation In some embodiments , an ASTraL algorithm can be In supervised domain adaptation , labels can be intelli divided into four stages : ( 1 ) training the source classifier , ( 2 ) gently revealed in the target domain , because revealing clustering , ( 3 ) incorporating domain discrimination and ( 4 ) labels comes at a cost and is subject to a budget constraint . active sampling . The end - result of some embodiments of the Active learning is thus utilized to reveal target labels that can ASTraL algorithm is a set of clusters that are defined as be used to adapt the statistical model , trained previously on 30 being either agreement or disagreement regions . the labeled source , to attain high performance on the target . Training Source Classifier The H -Distance In some embodiments , a first step in the ASTraL algo Given source and target domains with input distributions rithm is training the source ifier , with the labeled source of D and D ' respectively ( where D is an input distribution for 
a source domain and D ' is an input distribution for target 35 characteristics of the source data . Because a plethora of 

training data , using a supervised algorithm that best suits the 
domains ) , it is often useful to measure a distance between labeled source data is available , this classifier should have a input distributions . The measure of distance between two small prediction error on the source domain . Thus , returning distributions is defined using the H - distance . Let H be a to FIG . 4 , in some embodiments method 400 can comprise hypothesis class on instance space X where a hypothesis an activity 405 of training a source classifier with labeled function hEH is defined h : X- { 0,1 } , and let AH be a set of 40 source training data of a first product category from a subsets of X that are the support of some hypothesis in H. website of an online retailer . The labeled source training data That is , for every hEH , ( x : xEX , h ( x ) = 1 } EAH . Then the can be based on a plurality of first products in the first distance between two distributions be defined product category . For example , a source classifier can be 
as : dy ( D , D ' ) = 2ACAY I [ PD ( A ) -Pp ( A ) ] trained to predict a selling performance of products in a 
where PD ( A ) is the probability of subset A given distri- 45 particular product category , like men's shoes . 
bution D. Computing the H - C - distance has a number of Clustering 
advantages , such as it can be computed using only unlabeled The agreement and disagreement regions are represented 
data instances . In addition , a finite - sample approximation to in this framework as clusters . Therefore , the next step is to 
dy can be computed by finding a classifier that maximally cluster the data . First the target data is clustered using any 
discriminates between unlabeled instances from D and D ' . 50 generic clustering algorithm . Thus , returning to FIG . 4 , in 

In a domain adaptation setting , a domain discriminator , some embodiments , method 400 can comprise an activity 
described in greater detail below , between the source domain 410 of clustering target data for a second product category 
and the target domain can be used to approximate the into a plurality of clusters such that each cluster of the 
H -distance . Intuitively , a small H -distance between the plurality of clusters comprises a different portion of the 
source and target domain indicates that the data is similar 55 target data . In some embodiments , the target data can 
and can be explained by the statistical model trained on the comprise unlabeled target data . The target data can be based 
source domain . A large distance indicates dissimilarity on a plurality of second products in the second product 
between domains and therefore adaptation is necessary to category . In some embodiments , the target data can be based 
explain the target data . on information for the second product category . For 

Bernoulli MABs with Thompson Sampling 60 example , if the product category is all women's shoes , then 
A typical MAB setting can include K arms where , at each the target data can be all types of women's shoes stored in 

time - step t = 1 , 2 , 3 ... , one of the K arms must be chosen a database of an online retailer that correspond to a women's 
for use . In some embodiments , multiple arms of the MAB shoes product category . The target data for the second 
can be selected for use at time step . Once an arm i is used , product category can be different in each cluster of the 
it yields a real - valued reward r? , immediately after using the 65 plurality of clusters . That is , a first cluster of the plurality of 
arm , according to some fixed unknown distribution in [ 0,1 ] . clusters can comprise a first portion of the target data , and a 
Wi can be defined as the unknown expected reward for second cluster of the plurality of clusters can comprise a 

can 
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second portion of the target data that can be entirely different ment clusters respectively . To do so , the MAB - AS can define 
than the first portion of the target data . agreement / disagreement hypotheses that are key to the sam 
Next , a holdout set from the labeled source data can be fed pling strategy . A formal definition of the learning framework 

into the clusters , resulting in clusters containing target data as well as the disagreement and agreement hypotheses are 
and labeled source data . Thus , in some embodiments , 5 described in greater detail below . In some embodiments , 
method 400 also can comprise an activity 415 of inserting method 400 can comprise an activity 430 of determining an into each cluster of the plurality of clusters a different agreement threshold for each cluster of the plurality of holdout set of source data from the labeled source training clusters based at least in part on the domain discriminator data of the first product category . The data of the holdout set 
of source data can be more relevant to the particular cluster 10 ment threshold to each cluster of the plurality of clusters can 

score . By way of non - limiting example , assigning an agree 
to which the holdout set of source data is assigned than to comprise computing other clusters . Furthermore , in some embodiments there is 
no overlap between holdout sets of data in the plurality of 
clusters . For example , a holdout data point assigned to a first Ps ( C ; ) cluster cannot be assigned to a second cluster in some 15 ( @ síf | c :) - CI ( ns ( C :) ) + d4c ; ( Ds , Dr ) ) ) , Pr ( c ; ) embodiments . In some embodiments , the different holdout 
set of source data within each cluster of the plurality of 
clusters comprises data indicating a high probability of where a is a pseudo disagreement parameter , Ps ( c ; ) is an 
products from the first product category being sold and / or input distribution of the different holdout set of source data 
data indicating a low probability of products from the first 20 of the labeled source training data in the cluster ci , Pz ( c ; ) is product category being sold . an input distribution of the different portion of the target data 

Incorporating the Domain Discriminator in the cluster ci , Es is an empirical estimate of the error of the 
A domain discriminator is trained using additional hold- source classifier f on the different portion of the source data 

out sets of the unlabeled source and target data to approxi- in a cluster c ; of the plurality of clusters , CI is a confidence 
mate the H -distance . Thus , in some embodiments , method 25 interval , ns ( c ; ) is a number of samples of the different 
400 can optionally comprise an activity 420 of training a holdout set of data of the labeled source training data in the 
domain discriminator using a first additional holdout set of and 
source data from the labeled source training data and a 
second additional holdout set of data from the target data . In 
some embodiments , method 400 also can optionally com- 30 dh , c ; ( Ds , DT ) 
prise an activity of using the domain discriminator and a loss 
function to approximate an H - distance between the different 
holdout set of source data of the labeled source training data is the H -distance as approximated between the different 
and the different portion of the target data within each cluster holdout set of source data from labeled source training data 
of the plurality of clusters . In some embodiments , a small 35 Ds and the different portion of target data D , for the cluster 
H -distance indicates more similarity between the different c . More particularly , es can be an empirical estimate of the 
holdout set of source data of the labeled source training data error of the source classifier f on the source data in cluster 
and the different portion of the target data in each cluster of Ci , where the empirical estimate is computed using the 
the plurality of clusters than a large H - distance that is larger different portion of the source data in cluster ci . 
than the small H - distance . The approximate H - distance can 40 In some embodiments , method 400 can comprise an 
be calculated as ( 1 - hinge loss ) . The loss function can com- activity 435 of determining whether each cluster of the 
prise one of a hinge loss function , a negative logarithmic plurality of clusters comprises an agreement cluster of one 
loss function , a cross entropy loss function , a Huber loss or more agreement clusters or a disagreement cluster of one 
function , a modified Huber loss function , an exponential loss or more disagreement clusters using the agreement threshold 
function , a mean absolute deviation , or a Kullback - Leibler 45 for each cluster of the plurality of clusters and a first set of 
divergence . rules . In some embodiments , the different portion of the 
A domain discriminator score can then be assigned to target data within each agreement cluster of the one or more 

each cluster by calculating the loss for the source and target agreement clusters is explained by the source classifier , and 
data within a particular cluster to provide a measure of the the different portion of the target data within each disagree 
similarity of the data within each cluster . Thus , in some 50 ment cluster of the one or more disagreement clusters is not 
embodiments , method 400 can comprise an activity 425 of explained by the source classifier . 
assigning a domain discriminator score to each cluster of the Learning Framework 
plurality of clusters by calculating a hinge loss between the The transfer learning model for the ASTral framework 
different holdout set of source data and the different portion can be formally defined as follows : let X and Y be the 
of the target data within each cluster of the plurality of 55 common feature space and output space of the source and 
clusters . A high hinge loss occurs when data in a cluster is target domains . Each domain D is defined as having a 
similar , resulting in a low H - distance , while a low hinge loss probability distribution Pp ( x , y ) and a marginal distribution 
occurs when data in a cluster is not similar , resulting in a Pp ( x ) with a labelling function fo = P ( ylx ) : X -- [ 0,1 ] . From 
high H - distance . In some embodiments , the hinge loss is the source domain Ds , a large set of labeled examples ns , are 
between 0 and 1. Thus , if the holdout set of source data from 60 given as input . From the target domain , a large set of 
the source is very similar to the target data , then the hinge unlabeled examples ny are given . A budget of size nz , also 
loss will be close to 0. On the other hand , if the holdout set is given , which allows the label of n? , target examples to be 
of source data from this source is very different from the queried and revealed . For a given learning algorithm with a 
target data , then the hinge loss will be close to 1 . function class F of predictors , f : X- > { 0,1 } , FEF is the 
MAB - AS Strategy 65 predictor learned by the algorithm when trained on the 
Using the clusters and the domain discriminator score , source examples only . The disagreement / agreement hypoth 

MAB - AS is able to determine the agreement and disagree- eses can now be formulated , which hypotheses are used to 
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actively sample the target data and generate the agreement / is the H -distance between the different holdout set of 
disagreement clusters . In some embodiments , the goal is to source data from labeled source training data D , and the 
sample as often as possible in disagreement clusters such different portion of target data D , for the cluster cz . In some 
that we can utilize the revealed target labels to adapt the embodiments , a separate H -distance is calculated for each 
source classifier to perform well on the target data . In 5 cluster using the holdout set of source data of the labeled addition , identification of the agreement clusters as quickly 
as possible and labeling all of the unlabeled target data in source training data and the portion of the target data . 
these clusters using the source classifier also can be advan- In some embodiments , verifying for each cluster whether 
tageous . the error of the source classifier on the target domaine , ( fle ; ) The Disagreement / Agreement Hypotheses is greater than the source error es ( flc :) by at least 

Given K clusters C = { c? ... Ck } containing both source 
data and target data . The error of the source classifier f on 
the source data in cluster c ; can be defined as es ( fic ) = 
Px . - [ f ( x ) = ylxEc ] . That is , the source classifier can d74 , c ; ( Ds , D ) € [ 0 , 1 ] 
predict source labels in each cluster . If the predicted label 
does not match the true source label , then an error occurs . 
Ps ( c ; ) can be defined as the input distribution of the source can be performed . Disagreement can be claimed if 
domain on cluster c ;. The error on the cluster can , therefore , 
be defined as 

8r / f | c :) > PC ( es ( f 1c :) + d4c ; ( Ds , Dr ) ) , 
Esc ( ) = Ps ( c ; les ( f 1C ; ) 

10 

15 

20 

and agreement can be claimed if Similarly , ez ( flc , ) = P t , - IF ( X ) = ylxEc ] can be defined 
as the error of the source classifier on the target data in 25 
cluster Cj2 and P7 ( c ) can be defined as the input distribution 
of the target domain on cluster cz . The error on the cluster 
with respect to the target data can be 

et ( FIC ) S Ps ( C ; ) les ( fi ) + dy.c ; ( Ds , Dr ) ) . Pr ( C ; ) 

30 

ET , c ; ( f ) = Pr?c ; Jer ( C ; ) . 
Given that the class of predictors F is sufficiently large 

and that the labeled source data is large , f can be a good 
proxy for the optimal classifier . Therefore , agreement occurs 
if 

€ 1.0 ; ( f ) € 5.0 ( ) . 

Sometimes , only a small budget n? , of target labels is 
available that can be revealed from the target data . Thus , the 35 
error ez ( flc ; ) is estimated using the MAB - AS strategy 
described below . The disagreement / agreement hypotheses 
can now be defined . 

In some embodiments , the first set of rules can comprise 
an agreement hypothesis and a disagreement hypothesis . 40 
The disagreement hypothesis can comprise 

The H -distance represents the approximation error . If the 
source data and target data for cluster c ; share similar 
structure 

Ps ( c ; ) er ) > Prch ( es ( f 10 :) + d4,6 ; ( Ds , Dr ) ) . 45 dH , c ; ( Ds , Dr ) < 0 , 

The agreement hypothesis can comprise resulting in a lower approximation error and finer disagree 
ment / agreement hypothesis criterion . For separable 

50 domains , 
er ( C ) Ps ( C ; ) les ( f 1c ) + dw.c ( Ds , Dr ) ) . PT ( C ; ) 

dH , c ; ( Ds , Dr ) 21 , 

55 

In the agreement hypothesis and the disagreement hypoth 
esis , ez is an error of the source classifier f of the different 
portion of the target data in a cluster c ; of the plurality of 
clusters , es is an error of the source classifier f of the 
different portion of the source data in a cluster c ; of the 
plurality of clusters , Ps ( c ; ) is an input distribution of the 
different holdout set of source data of the labeled source 
training data in the cluster c ;, P ( c ; ) is an input distribution 
of the different portion of the target data in the cluster c ;, and 

60 

resulting in a larger approximation error and a rougher 
disagreement / agreement hypothesis criterion . 

There also are instances where clusters may have large 
target errors . To encourage sampling in disagreement 
regions where the target errors are large , a pseudo - disagree 
ment rate can be defined as a E [ 0,1 ] . Pseudo - disagreement is 
claimed if ez ( flc ; ) > a . This rate can ensure that clusters with 
large target errors will get sampled more often , improving 

65 performance in these clusters as well as encouraging dis 
agreement region sampling . Combining this information 
into the agreement / disagreement hypotheses yields : 

dh , c ; ( Ds , DT ) 



dis , 
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A disagreement hypothesis H with pseudo - agreement each round t , the agent selects an action A , ( a subset of arms ) 
rate : from the action set A : { A C [ 1 , ... , K ] } and receives a 

stochastic observation ri , E { 0,1 } from each of the arms in Aç . 
A goal is to obtain observations from the set of “ optimal ” 

er { f | c :) > min?a , P. ( es { f | c :) + d41cj ( Ds , Dr ) ) ) . arms on which the disagreement hypotheses Hdis.i hold . 
Therefore , the optimal action is defined as A * : { i : p >> € ; } . 

In some embodiments , it is assumed that the rate of 
An agreement hypothesis H disagreement of the classifier in each cluster does not vary with pseudo - agreement agri within the cluster . For example , a disagreement homogene rate : 10 ity can be assumed : for each c , EK , the disagreement rate 

P. - Pfl ) [ ( x ) = y \ xEc ] is equal VxEcz . This assumption 
ensures that the random variable 1 [ f , ( x ) = y ] for x , y ~ P , on Ps ( C ; ) er ( h | c ; ) < ) < minla , ( es ( f | c ) + dw , e ; ( Ds , Dr ) ) ) xEc ; has a Bernoulli distribution with an expectation of PT ( C ; ) U ; = e7fsle ; ) . Each arm i is therefore associated with a 

15 disagreement hypothesis H disit ! > , E ( 0,1 ) and : 
In some embodiments , it is advantageous for these 

hypotheses to hold with high probability . In order to ensure 
that these hypotheses hold with high probability , Ps ( C ; ) 8 ; = min?a , ( @s ( f 1C ; ) - CI ( ns ( C : ) ) + d4c ; ( Ds , Dr ) ) . @cf | c , ) = 27 = 1 " : 611 [ ( x ) = y \ xEc ] can be empirically calcu PT ( C ; ) 

lated , where n . ( c ; ) is a number of source samples in cluster 20 
c ;. In addition , confidence intervals can be calculated such As seen in the algorithm below , a Thompson Sampling 
that les ( fic ) -es ( flc : ) lsClín ( c . ) ) . This calculation allows the approach can be applied where a Beta prior distribution and 
agreement / disagreement hypotheses that hold with high Bernoulli likelihood function are applied over the param 
probability to be defined : eters W ; at each round . Because these are conjugates , the new 
Disagreement hypothesis H holding with high probabil- value 0 ; at each round from the Beta posterior distribution 
ity : can be sampled . An action A , can then be selected and arms 

chosen whose respective disagreement hypotheses 0 , > e ; 
hold . The stochastic reward observation r7,2 € { 0,1 } for arm 

er ( f \ c + ) > mino , Psic ( es ( fici ) + Clíns ( c :) ) + d4.6 ; ( Ds , Hr ) ) . iEA , is : 
P ( ; ) 

11 , = 1 [ f ( x ) = y \ x , y - P2 
Agreement hypothesis Hagri holding with high probability : In other words , when a disagreement hypothesis holds , 

target example and its label can be revealed . If the source 
classifier predicts the incorrect label , then disagreement 

erlflc : ) < mina . Pycles ( 916 ) - Clins ( C : ) ) + d4.cz ( Ds , Dr ) . occurs . By the disagreement homogeneity assumption , the 
stochastic observation can be treated as a Bernoulli random 
variable . It also is important to note that a budget T of 

These hypotheses can be utilized in a MAB - AS algorithm in samples is provided that can be revealed because revealing 
order to learn the disagreement / agreement clusters or 40 target items are costly . The goal is to explain as much of the 
regions . target data as possible , within a given budget . 
MAB - AS Algorithm In some embodiments , the first set of rules can further 
Given the agreement / disagreement hypotheses , an algo comprise an algorithm for adaptive sampling . For example , 

rithm that identifies the agreement and disagreement clusters the first set of rules can comprise requiring € , i = 1 ... K , and 
generated by the source and target domain data is desirable . 45 also performing , for t = 1,2 , ... rounds : for each arm i = 1 , 
In addition , an algorithm that samples from the disagree 2 , ... K , sampling 0 ; , ~ Beta ( Six + 1 , Fix + 1 ) ; selecting action 
ment clusters as much as possible is desirable , so that the Aq = { i : 0 ; , / € ; } ; and for each i E Ar : receiving stochastic 
source predictor f can be adapted , using the revealed target reward observation ric € { 0,1 } ; and if r1,4 = 1 , updating Site 
examples to perform well on the target domain . The target else updating F wherein Si , represents success of the arm 
data in agreement regions can simply be explained by the 50 i at a time t , F represents failure of the arm i at the time t , 
source classifier F. Thus , in some embodiments , method 400 and e ; is 
can optionally comprise activities of sampling the different 
portion of the target data of any clusters of the plurality of 
clusters determined to be the one or more disagreement min?a , Psics ) ( és ( 9 14 ; ) -CH ( ns ( C :) ) + de ( Ds , Dr » ) . Pt ( c ; ) clusters , and also creating a prediction model for the second 55 
product category using samples of ( 1 ) the different portion 
of the target data of any clusters of the plurality of clusters The first set of rules also can comprise labeling a target label 
determined to be the one or more disagreement clusters , and of the different portion of the target data in the cluster c ; a 
also ( 2 ) a second set of rules . success if the target label is revealed and ri , x = 1 and the 

In some embodiments , a MAB can be defined where each 60 source classifier predicts the target label incorrectly . The first 
arm i corresponds to a cluster c ;. This approach is a novel set of rules also can comprise labeling the target label of the 
application of the MAB . In addition , instead of choosing the different portion of the target data in the cluster c ; a failure 
arm that maximizes the total reward , the ' best ' arms are the if the target label is revealed and ri , t = 0 and the source 
arms whose corresponding disagreement hypotheses hold . classifier predicts the target label correctly . For example , in 
Each arm i is associated with an expectation ?i that is 65 some embodiments , the first set of rules further comprises : 
initially unknown . In addition , each arm is associated with ( 1 ) running a multi - armed bandit ( MAB ) , wherein each arm 
a hypothesis H ; : ; > € ; for some given threshold eE ( 0 , 1 ) . At of the MAB ( 1 ) corresponds to a cluster of the plurality of 

a 

35 
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clusters and ( 2 ) a distribution is maintained that describes a ing to thei proof , D ( ui , Bi , b ) is a second upper bound 
current likelihood of the cluster corresponding to the arm constant corresponding to the proof , A is a set of sub - optimal 
being a disagreement cluster ; ( 2 ) initializing each arm of a actions corresponding to a set of disagreement clusters , A * 
plurality of arms of the MAB ; and ( 3 ) performing , for t = 1 , 
2 , ... rounds , including selecting action A , comprising 5 actions that are not in the set of approximately optimal is a set of approximately optimal actions , A \ A * are all 
choosing a subset of the plurality of arms , and for each arm 
iEA , receiving a stochastic reward observation ri , cE { 0 , actions , E [ NA , T ] is an expected number of times the sub 
4 } and updating a distribution associated with arm i based on optimal action A is selected at the time T , SE is a set of 
the observation [ i , t . In some embodiments , receiving the approximately optimal actions that fulfill the agreement 
stochastic reward observation ri.c { 0,1 } can comprise : hypothesis , Set is a set of approximately optimal actions that 
selecting an unlabeled target example from a cluster corre- fulfill the disagreement hypothesis , the time T is a time 
sponding to arm i ; and revealing a label of the unlabeled corresponding to a number of rounds for which a Multi 
target example as selected . In some embodiments , receiving Armed Bandit has been executing , and K ( B ( ui ) , B ( € :) ) is a KL 
the stochastic reward observation ri , E { 0,1 } also can com- divergence between the Bernoulli likelihood with respect to prise : receiving ri , = 1 if the source classifier predicts the 
label of the unlabeled target example as revealed incorrectly ; 15 M ; and the Bernoulli likelihood with respect to € ;. Learning Bounds and receiving r1,2 = 0 if the source classifier predicts the label Once an active sampling algorithm has been applied , of the unlabeled target example as revealed correctly . knowledge of the agreement and disagreement clusters can Moreover , in some embodiments , the first set of rules can be obtained with high probability . The set of agreement comprise initializing for each cluster c ; of the plurality of 
clusters : € ; is an agreement threshold for the cluster c ; S 20 clusters can be denoted as Carr , and the target error of a 
is a number of products in the second product category that hypothesis h on the agreement clusters can be defined as : 
( 1 ) are in cluster c ;, ( 2 ) comprise a label that is available , and 
( 3 ) comprise a label that is not correctly predicted by the 
source classifier ; and Fi , 1 is a number of products in the ET agr ( h ) = ET , c ; ( ) ; 
second product category that are ( 1 ) in cluster Cig ( 2 ) 
comprise a label that is available , and ( 3 ) comprise a label 
that is correctly predicted by the source classifier . The first 
set of rules can further comprise performing , for t = 1,2 , .. and the set of disagreement clusters can be denoted as Cdise 
rounds : for each cluster of the plurality of clusters and the target error of a hypothesis h on the disagreement 
i = 1,2 , ... K , sampling 0 ; , ~ Beta ( S? , +1 , F , + 1 ) ; selecting 30 clusters can be defined as : 
action A = { i : 0 ; , > e ; } ; receiving a stochastic reward observa 
tion r ; ,, E { 0,1 } ; and for each iEA : if ri , q = 1 , updating Si , t + 1 
Si , + 1 and Fj , + 1 = F1 , else updating Si , + 1 = Si , and Fi , 1 + 1 = Erdis ( h ) = 
Fi + 1 . 
Active Sampling Bound 
By running an active sampling algorithm , a goal can be to For the agreement regions , binding or limiting the error of identify agreement clusters and disagreement clusters . In the source classifier f on the target data is desirable . some embodiments a goal can be to sample from disagree In some embodiments , the second theorem relates to error ment clusters as much as possible , as the agreement clusters can be explained by the source classifier f . As such , estab- 40 on agreement clusters and / or disagreement clusters . As part of the second theorem , under the disagreement homogeneity lishing bounds for the number of times suboptimal arms will 

be chosen is desirable . A suboptimal action is any action that assumption , for any d , d'E ( 0,1 ) , and hypothesis class 
includes an arm on which the hypothesis does not hold or H with finite Vapnik - Chervonenkis ( VC ) dimension d , 
excludes an arm on which it does hold . The bound is with a probability of at least 1-8-1Cagrld ' the error of the 
presented as the first theorem , below . 45 source empirical risk minimization ( ERM ) f : = argmine 

In some embodiments , the first theorem pertains to sub min , et ês ( h ) on the target agreement clusters is : 
optimal arms . For example , method 400 can comprise an 
activity of establishing limits for a number of times one or 
more suboptimal arms are chosen for sampling using a third ( 2en dlog set of rules . In some embodiments , the third set of rules ET , agr ( † ) s min a , Es ( f * ) + dh_agr ( Ds , Dr ) + 4V 2 comprise constants b , c > 0 , B ( Ui , Ej , c ) and D ( ui , € ; ) such that 
for any € 20 and values { { 1 } i- * the expected number of 
times an arm is sampled by time T is : where a is the pseudo disagreement parameter and dh , agr 

( Ds , DT ) is the H -distance . 
Thus , in some embodiments , method 400 can comprise an E [ NA , r ] > activity of bounding an agreement error of the source AEAA classifier € 7 , agr ( ) on the different portion of the target data 

( 1 + c ) ( In ( T ) + In ( ln ( T ) ) ) ???? + 1 + B \ ;, & ;, c ) ) + { DWw ;, & j , b ) . in any cluster of the plurality of clusters determined to be the 
K ( B ( u ; ) , B ( x ; ) ) 60 one or more agreement clusters using a fourth set of rules . 

The fourth set of rules can comprise : assume for each c , EK , a disagreement rate F - POIF ( x ) + ylxEc ] equal VxEc ;; 
In the third set of rules , b , cz0 are constants greater than 0 , and for any d , d'E ( 0,1 ) , and hypothesis class H with finite 
U ; is an expectation of the ith arm corresponding to a target VC dimension d , with a probability at least 1 - e - ICagr Pagrld ' an 
error of a cluster of the ith arm , B ( e , ) is a Bernoulli likelihood 65 error of the source classifier ERM f : = agrmin et ( h ) on a 
with respect to Ej , B ( u ; ) is a Bernoulli likelihood with respect cluster determined to be the one or more agreement clusters 
to Wi , B ( ui Bi , c ) is a first upper bound constant correspond- is 

ET , c ; ( h ) : 
c ; ECdis 
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promoted for a given query if its assigned product category 
matches the category of the query ; ( 2 ) a product type dlog ( 2en . ) + log categorization service categorizes each query into one or 

Et , agr ( f ) s min a , ?s ( f * ) + dw , agr ( Ds , Dr ) + 4V 2 . more product types ( for example , by identifying the product 
5 types of the top n products in the initial ranking of the search 

results for the query ) ; a product may only be promoted for 
In the fourth set of rules , f is a source ERM function , € T.agr a given query if its assigned product type matches one of the 
( f ) is a target error of the ERM function f on target data of product types of the query ; and / or ( 3 ) a price range identi 
the one or more agreement clusters , f * is an optimal ERM fication service assigns a price range to each query ( for 
function , a is a pseudo - disagreement parameter , es ( f * ) is a 10 example , based on the prices of the top n products in the 
source error of the optimal ERM function f * on the labeled initial ranking of the search results for the query ) ; a product 
source training data , dh , agr ( Ds , D? ) is the H -distance for may only be promoted for a given query if its price falls 
the clusters determined to be the one or more agreement within price range for the query . 
clusters , d is a VC dimension , e is a mathematical constant , Method 400 can further comprise an activity of retrieving 
n , is a number of samples of the labeled source training data , 15 information about the first and / or second products from a 
and is a confidence constant . central database associated with the online retailer . In some 

In some embodiments , method 400 further can comprise embodiments , retrieving information can comprise using a 
an activity 440 of receiving a product search request from a distributed network comprising distributed memory archi 
user of the web site of the online retailer for a product of the tecture to retrieve information about the products . This 
plurality of second products in the second product category . 20 distributed architecture network can reduce the impact on 
The product can be referred to as an undiscovered product network and system resources to reduce congestion in 
because little or no data exists regarding the selling perfor- bottlenecks , while still allowing data to be accessible from 
mance of the product . The product search request can a central location . In some embodiments retrieving infor 
comprise a search query for a generic product similar to the mation is performed while a user is shopping on a website 
undiscovered second product , a search query for a specific 25 of the online retailer , i.e. when a user enters a product search 
product similar to the undiscovered second product , a prod- request , browses categories of products , and / or sorts prod 
uct search request to return products within a certain cat- ucts . In some embodiments , retrieving information is per 

formed when system 300 ( FIG . 3 ) uses transfer learning with 
In some embodiments , method 400 also can comprise an active sampling to promote the undiscovered second prod 

activity 445 of coordinating a display of the product on the 30 uct . 
website of the online retailer to promote the product of the FIG . 5 illustrates a block diagram of a portion of system 
plurality of second products in the second product category 300 comprising transfer learning system 310 , web server 
on the website of the online retailer according to any clusters 320 , and display system 360 , according to the embodiment 
of the plurality of clusters determined to comprise the one or shown in FIG . 3. Each of transfer learning system 310 , web 
more agreement clusters . Promoting products in the undis- 35 server 320 , and display system 360 , is merely exemplary and 
covered second product category can be achieved in a not limited to the embodiments presented herein . Each of 
number of ways . For example , in some embodiments , pro- transfer learning system 310 , web server 320 , and / or display 
moting an undiscovered second product category can com- system 360 , can be employed in many different embodi 
prise ranking of products in the second product category , ments or examples not specifically depicted or described 
including undiscovered products , based on a score . More 40 herein . In some embodiments , certain elements or modules 
particularly , an undiscovered product in the second product of transfer learning system 310 , web server 320 , and / or 
category can have its score boosted through use of the display system 360 , can perform various procedures , pro 
systems and methods described herein . This boosting of the cesses , and / or acts . In other embodiments , the procedures , 
scores moves the undiscovered second product higher or processes , and / or acts can be performed by other suitable 
lower in the search results . In some embodiments , the 45 elements or modules . 
amount of score boost could depend on the performance In many embodiments , transfer learning system 310 can 
estimate for the product or on the performance estimate for comprise non - transitory storage module 512. Memory stor 
the product relative to the performance estimates of the other age module 512 can be referred to as training module 512 . 
products on the search results page . In many embodiments , training module 512 can store com 

Furthermore , in some embodiments , promoting an undis- 50 puting instructions configured to run on one or more pro 
covered second product can comprise reserving certain cessing modules and perform one or more acts of method 
positions ( or ranks ) on a search results page for one or more 400 ( FIG . 4 ) ( e.g. , activity 405 of training a source classifier 
promoted products . An undiscovered product can be pro- with labeled source training data of a first product category 
moted to one of the reserved positions ( assuming it was from a web site of an online retailer ( FIG . 4 ) ) . 
below that position in the initial ranking ) based on the 55 In many embodiments , transfer learning system 310 also 
systems and methods described herein . The eligibility of the can comprise non - transitory storage module 514. Memory 
undiscovered item to be promoted could depend on the storage module 514 can be referred to as clustering module 
performance estimate for the product or on the performance 514. In many embodiments , clustering module 514 can store 
estimate for the product relative to the performance esti- computing instructions configured to run on one or more 
mates of the other products on the search results page . 60 processing modules and perform one or more acts of method 

In some embodiments , guardrails that prevent an undis- 400 ( FIG . 4 ) ( e.g. , activity 410 of clustering target data for 
covered product from being promoted if it falls outside the a second product category into a plurality of clusters such 
guardrails are utilized in order to ensure that only undiscov- that each cluster of the plurality of clusters comprises a 
ered products that are relevant to the user query are pro- different portion of the target data , and activity 415 of 
moted . Non - limiting examples of the guardrails comprise : 65 inserting into each cluster of the plurality of clusters a 
( 1 ) a query categorization service that categorizes each different holdout set of source data from the labeled source 
query into one or more categories ; a product may only be training data of the first product category ( FIG . 4 ) ) . 
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In many embodiments , transfer learning system 310 fur- sified using ( i ) and ( ii ) respectively ) ; and ( 6 ) Skyline , a 
ther can comprise non - transitory storage module 516 . classifier trained on all of the target data with ground truth 
Memory storage module 516 can be referred to as domain labels . 
discriminator module 516. In many embodiments , domain Transfer problems were considered for a 20 Newsgroup 
discriminator module 516 can store computing instructions 5 sentiment classification and an e - commerce data set for an 
configured to run on one or more processing modules and online retailer . The problems and examples provided below 
perform one or more acts of method 400 ( FIG . 4 ) ( e.g. , are non - limiting . 
activity 420 of training a domain discriminator using a first 20 Newsgroup Sentiment Classification : The 20 News 
additional holdout set of source data from the labeled source groups dataset included more than 18,000 documents on 20 
training data and a second additional holdout set of source 10 topics that partitioned into 7 high - level categories . The 
data from the target data , activity 425 of assigning a domain high - level categories include comp , rec , sci , misc , talk , soc , 
discriminator score to each cluster of the plurality of clusters alt . A sentiment binary classification task was created where 
by calculating an approximate H - distance between the dif- the source was defined as having 3 of the 7 categories as 
ferent holdout set of source data and the different portion of having positive labels and the remaining 4 categories as 
the target data within each cluster of the plurality of clusters , 15 having negative labels . The target domain represents a 
activity 430 of determining an agreement threshold for each change in user preferences ( conditional output distribution ) 
cluster of the plurality of clusters based in part on the where one of the positive categories has been swapped to a 
domain discriminator score ; and activity 435 of determining negative category . In this way , 10 user preference tasks were 
whether each cluster of the plurality of clusters comprises an generated . Features : The headers and footers of each mail 
agreement cluster of one or more agreement clusters or a 20 were removed and the data was converted to TF - IDF fea 
disagreement cluster of one or more disagreement clusters tures . Source Classifier : A logistic classifier . Clustering : 
using the agreement threshold for each cluster of the plu- Standard K - means clustering with K = 20 . Dimensionality 
rality of clusters and a first set of rules ( FIG . 4 ) ) . reduction was performed in each case using SVD to 50 

In many embodiments , display system 360 can comprise components prior to performing the clustering step to reduce 
non - transitory storage module 562. Memory storage module 25 noise . 
562 can be referred to as display module 562. In many Thirty independent trials of each of the 20 news - groups 
embodiments , display module 562 can store computing datasets were run . In each case , E - ASTRAL attained a 
instructions configured to run on one or more processing significantly higher f1 - score compared to the baseline 
modules and perform one or more acts of method 400 ( FIG . approaches . E - ASTraL approached the skyline as the budget 
4 ) ( e.g. , activity 445 of coordinating a display of the product 30 increased and outperformed C - rand once a budget of 300 
of the plurality of second products of the second product was attained . 
category on the website of the online retailer to promote the E - commerce dataset of an online retailer : The e - com 
product ( FIG . 4 ) ) . merce dataset of an online retailer comprised 5 product 

In many embodiments , web server 320 can comprise categories generated from the online retailer's product tax 
non - transitory storage module . Memory storage module can 35 onomy . The categories included : 0 - All Men's T - shirts ; 
be referred to as a communication module . In many embodi- 1 - All Women's T - shirts ; 3 — Car and Truck Tires ; 20 - All 
ments , the communication module can store computing Women's Shoes ; 21 — All Men's Shoes . Each category com 
instructions configured to run on one or more processing prised at least 5,000 products with a large number of user 
modules and perform one or more acts of method 400 ( FIG . views for each product . A binary classification task was 
4 ) ( e.g. , activity 440 of receiving a product search request 40 created with labels defined according to a purchasing score 
from a user of the website of the online retailer for a product S computed based on internal metrics of the online retailer , 
in the second product category that belongs to one of the that is a proxy for the likelihood that the product will be 
plurality of clusters determined to comprise the one or more purchased if presented to a user . Products whose S was 
agreement clusters ( FIG . 4 ) ) . lower than a pre - defined threshold were assigned the label 0 Experiments 45 ( low purchasing score ) and items above this score were 

ASTraL , as well as the baseline approaches , was applied assigned the label 1 ( high purchasing score ) . All in all , 8 
to two different sets of data : ( 1 ) 20 Newsgroups dataset and source - target combinations were created between the cat 
( 2 ) real - world data from an online retailer . In each experi- egories . Features : The titles of the products were converted 
ment , a large set of labeled source data was made available to TF - IDF features . Example titles include the brand , prod 
to each of the compared approaches . In addition , a budget 50 uct type , color and gender ( if relevant ) of a particular item . 
for sampling labels from a pool of target data was provided . Example titles from Men's Shoes include NIKE® Men's 
Utilizing the actively sampled target data from the ASTraL Legend Status T - Shirt Black or NEW BALANCE® Men's 
algorithm , the performance of the adapted classifier on the Running Shoes Red . Source Classifier : A standard logistic 
target domain data to the baseline approaches was com- classifier . Clustering : Hierarchical Bisecting K - means clus 
pared . In each experiment , it was shown that ASTraL's 55 tering with K = 4 . Dimensional reduction was performed 
adapted classifier yields superior performance . The perfor- prior to clustering using SVD to 2 components . 
mance criterion is the f1 - score . Thirty independent trials of ASTraL on the Walmart 

The compared approaches include : ( 1 ) Source — the dataset were run . As is the case for most e - commerce 
source classifier f evaluated on the target data ; ( 2 ) websites , there were many moderate to low performing 
C - randa classifier trained on the source data and randomly 60 items and some high performing items . As a result , the data 
revealed target labels ( for a given budget ) ; ( 3 ) ALDA ; ( 4 ) is skewed , and the fl - score again provides a better estimate 
HATL ; ( 5 ) E - ASTraL , which is an ensemble classifier of the adapted classifier performance . E - ASTraL signifi 
comprising ( i ) a classifier trained on the source data and cantly outperformed C - rand in each case , and outperformed 
ASTraL revealed labeled target data ; and ( ii ) a classifier ALDA and HATL on 6 out of 8 datasets . 
trained only on the ASTraL revealed target data ( before 65 Auto - encoder features : Each of the previous experiments 
classification , the test data was fed into the clusters ; test data was run using TF - IDF features . However , a joint feature 
falling into agreement and disagreement regions was clas- representation learned on both the source and target data 
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may provide useful features for domain adaptation . A deep ments of any or all of the claims , unless such benefits , 
stacked - convolutional auto - encoder was built . Unlabeled advantages , solutions , or elements are stated in such claim . 
source and target data ( product titles ) were first pre - pro- Moreover , embodiments and limitations disclosed herein 
cessed through a fixed , random word embedding . The result- are not dedicated to the public under the doctrine of dedi 
ing word vectors then formed a matrix which was fed as 5 cation if the embodiments and / or limitations : ( 1 ) are not 
input into the convolutional auto - encoder . One - hundred- expressly claimed in the claims ; and ( 2 ) are or are potentially 
twenty - eight convolutional filters with the same dimension equivalents of express elements and / or limitations in the 
as the matrix columns were then applied to the matrix claims under the doctrine of equivalents . 
resulting in a 128x29 volume . A non - linear layer was 
applied , followed by an inverse non - linear layer and a 128 What is claimed is : 
filter deconvolutional layer . The loss function is the recon- 1. A system comprising : 
struction error . Using this architecture , 8 stacked - convolu one or more processors ; and 
tional auto - encoders for 400 epochs were trained , and the one or more non - transitory storage devices storing com 
hidden weights were used as a shared feature representation . puting instructions configured to run on the one or more 
Using these weights , ASTraL significantly outperformed the processors and perform : 
baseline methods ( and specifically C - rand with training a source classifier with labeled source training 
p - value < 0.05 ) . As the budget increased , ASTraL's perfor data of a first product category from a website of an 
mance approached that of the skyline classifier . online retailer , the labeled source training data being 

Some embodiments of the ASTraL framework described 20 based on a plurality of first products in the first 
herein perform domain adaptation ( transfer learning ) by product category ; 
actively sampling target labels in clusters of disagreement . clustering target data for a second product category into 
This framework can utilize a novel MAB - AS algorithm to a plurality of clusters such that each respective 
learn agreement and disagreement clusters by revealing cluster of the plurality of clusters comprises a dif 
target labels in clusters where the disagreement hypotheses 25 ferent respective portion of the target data , the target 
hold . MAB - AS can utilize a bound on the number of times data being based on a plurality of second products in 
a sub - optimal action will be selected . In addition , an error the second product category ; 
bound on the agreement clusters also is provided . An inserting into each respective cluster of the plurality of 
embodiment of this algorithm has been tested on both the 20 clusters a different respective holdout set of source 
Newsgroups datasets as well as on 8 e - commerce source- 30 data from the labeled source training data of the first 
target category datasets of an online retailer . In each case , product category ; 
E - ASTraL outperformed an adapted classifier trained on a assigning a respective domain discriminator score to 
random set of revealed target labels ( i.e. , and ) . In addi each respective cluster of the plurality of cluste 
tion , ASTraL outperformed a number of additional baseline determining whether each respective cluster of the 
approaches in most of the datasets . A shared feature repre- 35 plurality of clusters comprises a respective agree 
sentation using a deep stacked auto - encoder and ASTraL ment cluster of one or more agreement clusters or a 
outperformed the baseline approaches in each dataset of the respective disagreement cluster of one or more dis 
online retailer using this shared feature representation . agreement clusters using the respective domain dis 

Although systems and methods for promoting products in criminator score for each respective cluster of the 
product search results using transfer learning with active 40 plurality of clusters and a first set of rules , wherein : 
sampling have been described with reference to specific the different respective portion of the target data 
embodiments , it will be understood by those skilled in the art within each respective agreement cluster of the 
that various changes may be made without departing from one or more agreement clusters is explained by the 
the spirit or scope of the disclosure . Accordingly , the dis source classifier ; and 
closure of embodiments is intended to be illustrative of the 45 the different respective portion of the target data 
scope of the disclosure and is not intended to be limiting . It within each respective disagreement cluster of the 
is intended that the scope of the disclosure shall be limited one or more disagreement clusters is not explained 
only to the extent required by the appended claims . For by the source classifier ; 
example , to one of ordinary skill in the art , it will be readily receiving a product search request from a user of the 
apparent that any element of FIGS . 1-5 may be modified , 50 website of the online retailer , the product search 
and that the foregoing discussion of certain of these embodi request being for a product ; 
ments does not necessarily represent a complete description when the product is in the respective agreement cluster 
of all possible embodiments . For example , one or more of of the one or more agreement clusters , causing an 
the procedures , processes , or activities of FIG . 4 may electronic device of the user of the website of the 
include different procedures , processes , and / or activities and 55 online retailer to display one or more products as 
be performed by many different modules , in many different determined by the source classifier , and 
orders . when the product is in the respective disagreement 

All elements claimed in any particular claim are essential cluster of the one or more disagreement clusters , 
to the embodiment claimed in that particular claim . Conse causing the electronic device of the user of the 
quently , replacement of one or more claimed elements 60 website of the online retailer to display at least one 
constitutes reconstruction and not repair . Additionally , ben product as determined by active sampling in the 
efits , other advantages , and solutions to problems have been respective disagreement cluster . 
described with regard to specific embodiments . The benefits , 2. The system of claim 1 , wherein the different respective 
advantages , solutions to problems , and any element or holdout set of the source data within each respective cluster 
elements that may cause any benefit , advantage , or solution 65 of the plurality of clusters comprises : 
to occur or become more pronounced , however , are not to be ( 1 ) data indicating a high probability of one or more first 
construed as critical , required , or essential features or ele- products of the first product category being sold ; and 



10 

15 

E ; = 

25 

30 

US 11,127,062 B2 
29 30 

( 2 ) data indicating a low probability of one or more 7. The system of claim 6 , wherein the one or more 
second products of the first product category being non - transitory storage devices storing the computing 
sold . instructions are further configured to run on the one or more 

3. The system of claim 1 , wherein assigning the respective processors and perform : 
domain discriminator score to each respective cluster of the 5 sampling the different respective portion of the target data 
plurality of clusters comprises : of any clusters of the plurality of clusters determined to 

training a domain discriminator using a first additional be the one or more disagreement clusters ; and 
holdout set of the source data from the labeled source creating a prediction model for the second product cat 
training data and a second additional holdout set of data egory using samples of ( 1 ) the different respective 
from the target data ; and portion of the target data of any clusters of the plurality 

using the respective domain discriminator score and a loss of clusters determined to be the one or more disagree 
function to approximate an H - distance between the ment clusters , and also ( 2 ) a second set of rules . 
different respective holdout set of the source data of the 8. The system of claim 3 , wherein the one or more 
labeled source training data and the different respective non - transitory storage devices storing the computing 
portion of the target data within each respective cluster instructions are further configured to run on the one or more 
of the plurality of clusters , wherein a small H - distance processors and perform : 
indicates more similarity between the different respec- assigning an agreement threshold to each respective clus 
tive holdout set of the source data of the labeled source ter of the plurality of clusters by computing 
training data and the different respective portion of the 20 
target data in each respective cluster of the plurality of Ps ( C ; ) clusters than a large H - distance that is larger than the min?a , lês ( f 10 :) - Ci ( ns ( c ; ) ) + dH ; ( Ds , Dr ) ) ) , Pr ( C ; ) small H - distance . 

4. The system of claim 3 , wherein the loss function 
comprises one of : where : 

a hinge loss function ; a is a pseudo disagreement parameter ; 
a negative logarithmic loss function ; Ps ( c ; ) is an input distribution of the different respective 
a cross entropy loss function ; holdout set of the source data of the labeled source 
a Huber loss function ; training data in a cluster c ;; 
a modified Huber loss function ; PT ( C is an input distribution of the different respective 
an exponential loss function ; portion of the target data in the cluster c ;, CI is a 
a mean absolute deviation ; or confidence interval ; 
a Kullback - Leibler divergence . n ( c ; ) is a number of samples of the different respective 
5. The system of claim 3 , wherein the first set of rules holdout set of data of the labeled source training data 

comprises a disagreement hypothesis and an agreement in the cluster c ;; and 
hypothesis . dh , c , ( Ds , Dr ) is the H - distance as approximated 

6. The system of claim 5 , wherein : between the different respective holdout set of the 
the disagreement hypothesis comprises : source data from labeled source training data D , and 

the different respective portion of target data DT for 
the cluster ci : 

Ps ( c ; ) 9. The system of claim 3 , wherein the first set of rules erf | C ) > ( es ( | ci ) + dH , c ; ( Ds , DT ) ) ; PT ( C ; ) comprises : 
running a multi - armed bandit ( MAB ) , wherein each arm 

of the MAB ( 1 ) corresponds to a cluster of the plurality and the agreement hypothesis comprises : of clusters and ( 2 ) has a maintained distribution that 
describes a current likelihood of the cluster correspond 
ing to the arm being a disagreement cluster ; Psíci ) ETC ) ( es ( f 1C ) + dy ( Ds , DT ) ) , initializing each arm of a plurality of arms of the MAB ; PT ( C ; ) and 

performing , for t = 1 , 2 , ... rounds : 
where : selecting action A , comprising choosing a subset of the 

Ez is an error of the source classifier f on the target data plurality of arms ; and 
in a cluster c ; of the plurality of clusters ; for each arm iEA :: 

P ( ci ) is an input distribution of the different respective receiving a stochastic reward observation r , E { 0,1 } ; 
holdout set of the source data of the labeled source 55 and 
training data in the cluster c ;; updating the maintained distribution associated with 

Es is an error of the source classifier f of the different arm i based on the stochastic reward observation 
respective portion of the source data in the cluster c ; ligt : 
of the plurality of clusters ; 10. The system of claim 9 , wherein receiving the stochas 

PT ( C :) is an input distribution of the different respec- 60 tic reward observation ri , E { 0,1 } , IEA , comprises : 
tive portion of the target data in the cluster c ;; selecting an unlabeled target example from a cluster 

ES is an error of the source classifier f on the source data corresponding to arm i ; and 
in the cluster c ; of the plurality of clusters ; and revealing a label of the unlabeled target example as 

( Ds , DT ) is the H - distance between the different selected . 
respective holdout set of the source data from labeled 65 11. The system of claim 10 , wherein receiving the sto 
source training data D , and the different respective chastic reward observation r? , € { 0,1 } , iEA , further com 
portion of target data D , for the cluster cz . prises : 
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receiving ri , = 1 when the source classifier predicts the tronic device of the user of the website of the online 
label of the unlabeled target example as revealed incor- retailer to display one or more products as determined 
rectly ; and by the source classifier ; and 

receiving ( 1,0 = 0 when the source classifier predicts the when the product is in the respective disagreement cluster 
label of the unlabeled target example as revealed cor- of the one or more disagreement clusters , causing the 
rectly . electronic device of the user of the website of the online 

12. The system of claim 3 , wherein the first set of rules retailer to display at least one product as determined by comprises : active sampling in the respective disagreement cluster . initializing for each respective cluster c ; of the plurality of 14. The method of claim 13 , wherein the different respec clusters : tive holdout set of the source data within each respective £ ; is an agreement threshold for the cluster ci ; cluster of the plurality of clusters comprises : Sil is a number of products in the second product 
category that ( 1 ) are in cluster c ;, ( 2 ) comprise a label ( 1 ) data indicating a high probability of one or more first 
that is available , and ( 3 ) comprise a label that is not products of the first product category being sold ; and 
correctly predicted by the source classifier ; and ( 2 ) data indicating a low probability of one or more 

Fi , l is a number of products in the second product second products of the first product category being 
category that are ( 1 ) in cluster c ;, ( 2 ) comprise a label sold . 

that is available , and ( 3 ) comprise a label that is 15. The method of claim 13 , wherein assigning the 
correctly predicted by the source classifier ; respective domain discriminator score to each respective 

performing , for t = 1 , 2 , ... rounds : 20 cluster of the plurality of clusters comprises : 
for each respective cluster of the plurality of clusters training a domain discriminator using a first additional 

i = 1 , 2 , ... K , sampling 0 ..- Beta ( S. + 1 , F. + 1 ) ; holdout set of the source data from the labeled source 
selecting action A = { i : 0 ,, > , } ; and training data and second additional holdout set of data 
for each iEA , from the target data ; and 

receiving a stochastic reward observation ri , E { 0,1 ) , 25 using the respective domain discriminator score and a loss 
LEA ,, and function to approximate an H - distance between the 

when r , -1 , updating Si , 1 + 1 S1 , +1 and F /.+ 1 = F1 , else different respective holdout set of the source data of the updating Sj . + 1 = S /.+ 1 and F1.4 + 1 = F + 1 . labeled source training data and the different respective 13. A method comprising : portion of the target data within each respective cluster training a source classifier with labeled source training 30 of the plurality of clusters , wherein a small H - distance data of a first product category from a website of an indicates more similarity between the different respec online retailer , the labeled source training data being tive holdout set of the source data of the labeled source based on a plurality of first products in the first product training data and the different respective portion of the category ; 
clustering target data for a second product category into a 35 target data in each respective cluster of the plurality of 

plurality of clusters such that each respective cluster of clusters than a large H - distance that is larger than the 
small H - distance . the plurality of clusters comprises a different respective 

portion of the target data , the target data being based on 16. The method of claim 15 , wherein the loss function 
a plurality of second products in the second product comprises one of : 
category ; a hinge loss function ; 

inserting into each respective cluster of the plurality of a negative logarithmic loss function ; 
clusters a different respective holdout set of source data a cross entropy loss function ; 
from the labeled source training data of the first product a Huber loss function ; 
category ; a modified Huber loss function ; 

assigning a respective domain discriminator score to each 45 an exponential loss function ; 
respective cluster of the plurality of clusters ; a mean absolute deviation ; or 

determining whether each respective cluster of the plu- a Kullback - Leibler divergence . 
rality of clusters comprises a respective agreement 17. The method of claim 15 , wherein the first set of rules 
cluster of one or more agreement clusters or a respec- comprises a disagreement hypothesis and an agreement 
tive disagreement cluster of one or more disagreement 50 hypothesis . 
clusters using the respective domain discriminator 18. The method of claim 17 , wherein : 
score for each respective cluster of the plurality of the disagreement hypothesis comprises : 
clusters and a first set of rules , wherein : 
the different respective portion of the target data within 

each respective agreement cluster of the one or more 55 Ps ( C ; ) 
agreement clusters is explained by the source clas er ( IC ) > Pric ) les ( f 1c :) + dH6 ; ( Ds , Dr ) 
sifier ; and 

the different respective portion of the target data within 
each respective disagreement cluster of the one or and the agreement hypothesis comprises : 
more disagreement clusters is not explained by the 60 
source classifier ; Ps ( C ; ) receiving a product search request from a user of the er [ f | c ; ) s prlo les ( f \ c :) + d # & ; ( Ds , Dr ) ) , 

website of the online retailer , the product search request 
being for a product of the plurality of second products 
in the second product category ; where : 

when the product is in the respective agreement cluster of ET is an error of the source classifier f on the target data 
the one or more agreement clusters , causing an elec in a cluster c ; of the plurality of clusters ; 
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Ps ( cy ) is an input distribution of the different respective of clusters and ( 2 ) has a maintained distribution that 
holdout set of the source data of the labeled source describes a current likelihood of the cluster correspond 
training data in the cluster Ci ; ing to the arm being a disagreement cluster ; 

es is an error of the source classifier § of the different initializing each arm of a plurality of arms of the MAB ; 
and respective portion of the source data in the cluster Ci performing , for t = 1 , 2 , ... rounds : of the plurality of clusters ; selecting action A , comprising choosing a subset of the Pi ( C :) is an input distribution of the different respec plurality of arms ; and tive portion of the target data in the cluster c ;; for each arm iEA : es is an error of the source classifier f on the source data receiving a stochastic reward observation r1 , € { 0,1 } ; 

in the cluster c ; of the plurality of clusters ; and and 
da , c ( Ds , Dr ) is the H - distance between the respective updating the maintained distribution associated with 

different holdout set of the source data from labeled arm i based on the stochastic reward observation 
source training data D , and the different respective rigt 
portion of target data D , for the cluster cz . 22. The method of claim 21 , wherein receiving the 

19. The method of claim 18 , further comprising : stochastic reward observation r1 , E { 0,1 } , iEA , comprises : 
sampling the different respective portion of the target data selecting an unlabeled target example from a cluster 

of any clusters of the plurality of clusters determined to corresponding to arm i ; and 
be the one or more disagreement clusters ; and revealing a label of the unlabeled target example as 

creating a prediction model for the second product cat selected . 
egory using samples of ( 1 ) the different respective 23. The method of claim 22 , wherein receiving the 
portion of the target data of any clusters of the plurality stochastic reward observation ri , E { 0,1 } , IEA , further com 
of clusters determined to be the one or more disagree- prises : 
ment clusters , and also ( 2 ) a second set of rules . receiving ri , = 1 when the source classifier predicts the 

20. The method of claim 15 , further comprising : label of the unlabeled target example as revealed incor 
assigning an agreement threshold to each respective clus- rectly ; and 

ter of the plurality of clusters by computing receiving ri , 0 when the source classifier predicts the 
label of the unlabeled target example as revealed cor 
rectly . 

Ps ( C ; ) 24. The method of claim 15 , wherein the first set of rules lês ( | ci ) - Cins ( C :) ) + d4c ; ( Ds , Dr ) ) ) , = min?a , PT ( C ; ) comprises : 
initializing for each respective cluster c ; of the plurality of 

clusters : where : 
a is a pseudo disagreement parameter ; £ ; is an agreement threshold for the cluster ci ; 
Ps ( c ; ) is an input distribution of the different respective 35 Si , 1 is a number of products in the second product 

holdout set of the source data of the labeled source category that ( 1 ) are in cluster Cig ( 2 ) comprise a label 
training data in a cluster c ;; that is available , and ( 3 ) comprise a label that is not 

Pr ( C :) is an input distribution of the different respec correctly predicted by the source classifier ; and 
tive portion of the target data in the cluster Cig Fi , l is a number of products in the second product 

CI is a confidence interval ; category that are ( 1 ) in cluster c ;, ( 2 ) comprise a label 
n , ( c ; ) is a number of samples of the different respective that is available , and ( 3 ) comprise a label that is 

holdout set of data of the labeled source training data correctly predicted by the source classifier ; 
in the cluster ci ; and performing , for t = 1 , 2 , . . . rounds : 

for each respective cluster of the plurality of clusters duc , ( Ds , Dr ) is the H - distance as approximated 
between the different respective holdout set of the i = 1 , 2 , ... K , sampling 01 , -Beta ( Si , + 1 , Fir + 1 ) ; 
source data from labeled source training data D , selecting action A = { i : 0 } ; and and 
the different respective portion of target data DI for each iEA : for 
the cluster ci . receiving a stochastic reward observation r , E { 0,1 } , 

21. The method of claim 15 , wherein the first set of rules IEA ,; and 
comprises : when r , = 1 , updating S1,1 + 1 = S ; , r + 1 and Fi , 4 + 1 = Fir else 

running a multi - armed bandit ( MAB ) , wherein each arm updating S. + 1 = S . , and F1,0 + 1 = F , + 1 . 
of the MAB ( 1 ) corresponds to a cluster of the plurality 
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