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(57) Abstract: An example data restoration approach in-
cludes loading a replacement storage media upon detecting a
media failure in a failed storage media, detecting a request
for data originally stored on the failed storage media that is
pending restoration to the replacement storage media, and in
response to detecting this data request, restoring a data seg-
ment associated with the data from a backup to the replace-
ment storage media. The approach further modifies the data
segment in the replacement storage media according to
archived modifications to the data segment in a log archive
and then responds to the data request.
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DATA RESTORATION

BACKGROUND

[0001] insteac of having one large storage media, conventional data stores
now employ multiple smaller storage media {e.q., hard disk, solid state drive} that
store portions of the data store. When one of these storage media falls, some
systems can aufomatically swifch {o a replacement slorage media and begin
restoring data that was originally siored on the falled storage media from a backup
{e.q., tape drive).

[0002] The backups typically include a full backup, as well as incrementsl
and/or differential backups that identify changes thal have been made 1o the
database since the full backup was taken. Additional changes 1o the database may
be stored in a log archive that details changes since the last backup was performed,
and in an active log that details changes that were made 10 the database that have
yat {o be commiitad 1o the log archive,

[0003] When a slorage media fails, conventional systems fypically load a full
backup and store the backup to a replacement storage media, followed by replacing
pages that have been updated since the full backup as indicated by incremental
andfor differential backups. Next, modifications 1o pages identified in the log archive
and active log may be performed in senes by loading pages, modifying the pages in
memory, and then re-storing the modified pages on the replacement storage media,
As pages may have multiple log archive and active log entries, depending on how
many modifications have occurred since the last backup, individual pages may be
loaded and stored multiple times, which is g relatively slow process. Once all of this
has been completed. the data store may finally become accessible for normal
operations. However, performing restoration in this manner can take a very long

fime, and the dala store may be inoperative while the restoration process completles.



WO 2015/147872 PCT/US2014/032234

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] The present application may be more fully appreciated in connection
with the following detailed description faken in conjunction with the accompanying
drawings, in which like reference characters refer to like pans throughout, and in
which:

[G008] FiG. 1 Hlustrates an example data store in which example systems
and methods, and squivalents, may operata.

[0008] Fig. 2 illustrates a flowchart of example operations associated with
data restoration.

[0007] FIG. 3 illustrates anocther flowchart of example operations associated
with data restorgtion

[G008] FIG. 4 Hlustrates an example system associated with data restoration.

[0009] FIG. § ilusirates an example computing environment in which
example systems and methods, and equivalents, may operate.

DETAILED DESCRIPTION

[G010] A data restoration approach is described. When a storage media
{8.g., @ hard disk, solid state drive, or hybrid drive) in a system {e.q., database) fails,
the system may be able fo delect the failure and aulomatically swilch o a3
replacement storage media. Alternatively, the swilch may occur after a user (8.g., a
technician} manually replaces the failed slorage media. However, at the time of
replacement, the replacement storage media may not yet be loaded with the data
that was on the failed storage media before the faillure of the Tailed storage media.

[G011] Thus, s restoration process may be initiated to load from a backup to
the replacement storage media, data that was originally stored on the failled sforage
media. If the system is unable to respond to requests for the data on the failed
storage media while data is being restored the replacement storage media, this may
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create a significant downtime in the system. Thus, when a request for data from the
fatled storage media device is detecied, § this data has not already been restored o
the replacement media, the restoration process may prioritize the reguested data for
restoration, after which the data request may be responded to. Consegquently, when
there is & replacement storage media that the system can automalically switch {o, it
is possible that downlime can be reduced or eliminated. While response times may
be faster when the system is not restoring data from a backup {i.e., fully operational),
systems and methods disclosed herein may reduce conventional downtimes that
may occur while walting for an entire replacement media {0 be restored from a
backup.

[06012] # should be undersiood that, in the following description, numerous
specific defails are set forth {o provide a thorough understanding of the examples.
Howsever, il is appreciated that the examples may be practiced without limitation fo
these specific details. In other instances, well-known methods and structures may
not be described in detall to avoid unnecessarily obscuring the description of the
examples. Also, the sxamples may be used in combination with gach other.

[0013] Figure 1 Hlustrales an example data store 100 in which example
systems and methods, and equivalents may operate. Daia store 100 may be, for
exampile, a relational database, a key value store, or some other system for storing
data. Data siore 100 may be connected lo, for example, a server 195 which
responds o requests for data received from a nefwork 189, Network 189 may be,
for example, the Intermet, a local area network, a secure network, a virtual network,
and other similar networks. Data store 100 may also be attached to a backup 180,
Backup 190 may includs, for example, full backups, differential backups, incremental
backups, and so forth. A log archive of changes that have been made {0 the data
stare since the last backup may also be stored in a storage media 110, in memory
{e.g.. RAM), or in some other location within data store 100.

[0014] Dafa store 100 includes several original siorage media 110 and a
replacement storage media 120, The replacement storage media 120 may be a pre-
instalied storage media to {ake over the responsibilities of an original storage media

i
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110 in the svent that original storage media fails. In general, storage media may
refer to hard disk drives, solid slate drives, hybeid drives, and the like. Though five
original storage media and one replacement storage media, are lustrated, other
numbers are possible in various implemeniations. In fact, some dala siores may
have no replacement siorage media pre-installed by default, and may require
manual replacement of a falled storage media with a replacement storage media.
Similarly, a data store may also reguire manual replacement of a failed storage
media if all replacement storage media have been used or if there are multiple
simultaneous media failures.

[0015] in this axample, one of original storage media 110 has failed, turning
into failed storage media 116, Conventionally, when this failure is delected, a
restoration logic 130 may load all data from a backup 190 fo replacement storage
media 120, and then make mulliple passes over the data to re-perform actions that
aceurred o data stored on falled storage media 1195 since the backup. These
actions may be indicated in differential and/or incremental backups, a log archive, an
active log, and so forth. Meanwhile, the data originally stored on failed storage
media 115, and possibly all of data store 100 may be inaccessible.

[0018] For example, for a backup that uses ncremental backups, a
conventional restoration logic 130 may restore the most recent full backup, followed
by each incremental backup. This may cause conventional restoration logic 130 fo
potentially ioad pages restored to replacement storage media 120, modify the pages,
and re-store the pages for each incremental backup. Conventional restoration logic
130 may then traverse a log archive and an active log, and again toad, modify, and
store a single data page on replacement storage media 120 for each time the page
is modifiad in the log archive and active log. This restoration process may take a
substantial amount time and lead {o significant downtime of data store 100 while the
data originally stored on falled slorage media 115 is being recoverad 1o replacement
storage media 120

{00171 instead, upon delecling the fallure of falled storage media 115, a
redirection logic 140 may begin intercapting accesses to individual database pages
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that would be directed towards failed storage media 115, and begin direcling them
{fowards replacement storgge media 120, Additionally, redirection logic 140 may
initiate restoration logic 130, Restoration logic 130 may manage the restoration of
data originally stored on failed storage media 115 fo replacement storage media 120
from backup 180. In one example, redirection logic 140 may roule accesses
directed at falled storage media 115 {o replacement slorage media 120 through
restoration fogic 130, This may allow restoration logic 130 to prioritize for restoration
from backup 190, data that has not yet been restored to replacement storage media
120 for which there s a pending data access. Once the restoration process has
been completed, redirection logic 140 may begin routing accesses directly fo
replacement storage media 120. During the restoration process, routing of accesses
to other original storage media 110 may remain unchanged.

{0018] In one example, restoration logic 130 may esmploy single pass restore
technigques {o ensure fast restoration of data to replacement storage media 120. A
single pass restore technique typically uses backups and log archives that have
been sorted by device identifier and page identifier. However, if a device reslores
data segments of a size different than a page, an identifier associated with data
segments of this different size may be appropriate instead of a page identifier.
(Generally, single pass restore techniques fully restore g data page 1o its most recent
stage by combining operations associated with the page inlo a small number of
loads and stores 1o replacement storage media 120,

[0019] By way of lustration, when a page is being restored, restoration logic
130 may first load inte memory a most recent image of the page from a full backup
on backup 180. The page in memaory may then be updated according {o incremental
and/or differential backups that were taken since the full backup. A log archive may
then be searched for further modifications associated with the page being restorad,
and these modifications may then be applied to the page while it is still in memory
from when restoration logic 130 onginally loaded the image from the full backup.
Changes associated with the page in an active log and/or the buffer pool may also
be applied to the page before restoration logic 130 ullimately stores the page on
replacement sforage media 120.
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[0028] Once a page has heen restored, restoration logic 130 may then begin
restoring a next page from backup 190, the log archive, and so forth. Whether this
next page is an arbifrary unrestored page {e.g., & next unresiored page in a
sequential ordering of the pages), or a specifically selected page may depend on
whether there is a pending data access associated with an unrestored page. Other
factors may also be considered when selecting pages for restoration. For example,
pages that are more freguently requested than other pages may be prioritized for
restoration.  Restoration logic 130 may be able to determine which pages are
frequently requested by analyzing which pages are frequently modified in the log
archive and/or the active log. Altematively, pages that have been recently requested
may be prioritized. This may be achieved by prioritizing restoration for pages
associated with the failed storage media in the buffer pool. Other reasons for
prioritization may also be possible.

[0021] Figure 2 ilustrates an example msthod 200 associated with data
restoration. Method 200 includes loading a replacement storage media at 210. The
replacement storage media may be restored upon detecting a media failure in a
faled storage media. In general, storage media may refer fo hard disks, solid state
drives, and so forth. Method 200 also includes detecting a data request at 230, The
data request may be a resull of a memory request, a SQL query, an HTTP get
request, and so forth. The data request may be, for example, a read request, a write
request, and so forth, The data reguest may be for dala onginally stored on the
falled storage media that s now inaccessible due fo the fallure of the failed storage
media. Additionally, the dala request may be for dala that is shill pending restoration
{0 the replacement storage media.

[0022] Method 200 also includes restoring a data segment at 240, Typically
a data segment refers to a portion of memory that is conventent and/or efficient o
load and store based on a memory architecture of a system performing method 200.
Many systems will likely treatl a single page of memory as a data segment 35 a
natural result of their respective architectures. However, data segment sizes larger
or smaller than a page of memory may also be used. The data segment restored at
240 may contain the dafa requested in the dafa request. The data segment may be
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restored o the replacement storage media from a backup. The backup may include
a full backup, a differential backup, an incremental backup, and s¢ forth. Method
200 also includes maodifying the data segment at 250, The data segment may be
modified at 250 in the replacement storage media, or in memory before storing the
data segment to the replacement storage media. The dala segment may be
modified at 250 according to archived modifications to the data segment in a Ibg
archive. In one example, the loading of the data segment from the backup as a part
of action 240 and the modification of the data segment at 250 may occur while the
data segment is in memory before the data segment is stored on the replacement
storage media as g pert of action 240.

[0023] Additionally, a single pass restore fechnigue may be performed when
restoring data from the backup to the replacement storage media. Thus, if backups
and a log archive associated with the data segment are sorted by device identifier
and page identifier, restoring the data segment at 240 and modifying the data
segment at 250 may oceur in a single pass over the data segment by applving all
modifications o the data segment identified in the backups and log archives without
removing the data segment from memaory by storing the data segment.  This may
restore this data segment faster than fully loading a backup to the replacement
storage media, then modilying the full backup according fo differential andior
incremental backups, then modifying the completed backup by a log archive.
Mathod 200 also includes responding o the request for data at 270, As conventional
fechnigues may require the entirety of the dala originally stored on the {ailed storage
media be restored to the replacement storage media before a responsea is possible,
selactively loading a specific dala segment on an on-demand basis in response o a
data request may improve regponge times of systems after a media failure.

[G024] Figure 3 illustrates an example method 300 associated with data
restoration.  Method 300 includes many actions similar {0 those described with
reference o method 200 (Figure 2 above). For example, method 300 indudes
loading a replacement storage media at 310, determining whether there has been a
data request at 330, restoring a data segment at 340, modifying the data segment at
350, and responding 1 the data request at 370, Method 300 also contains additional
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actions. For example, method 300 includes marking a page associated with the
falled storage media in a buffer pool as dirty at 315, This may ensure the page in the
buffer pool is stored on the replacement storage media when a data segment with
which the page is associated is written to the replacement storage media. This may
also ensure that the page in the buffer pool is stored if i is evicled from the buffer
pool due to, for example, the restoration process, another process needing buffer
pool space, and so forth.

[0025] Method 300 also includes generating a catalogue of data segments at
320. The catalogue may be a catslogue of data segments o be restored to the
replacement storage media. The catalogue may be based on information describing
a set of data segments originally stored on the failed storage media.

[0028] By way of illustration, consider a database associated with users
where each user is associgted with their own page in the database, and where the
daiabase is divided between several devices by last name. If a media device
associated with users having last names between Chang and Escobar falled, the
catalogue may be generated so that each user's page has a different catalogue
entry. Alternative calalogues may also be generated numerically, hierarchically, and
so forth. In one example, the catalogue may be generated so that earlier enlries in
the catalogue arg given preference for restoration over later entries assuming that
there is nol & pending request for a later enfry. Prioritizing pages for restoration
when the dalabase is not responding o specific requests may make it more likely
that a page has already been restored when a request associated with the page is
received, and therefore a response to such a8 request may be processed more
quickly. Possible reasons for prioritization may include, for example, recent use,
frequent use, data importance, and so forth,

[0027] After generating the catslogue, Mesthed 300 may proceed o
determining whether there is 8 pending dala request associated with dala originally
stored on the failed storage media al 330. When there is a pending datla request,
the catalogue of data segments may be examined 1o determine whether data
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originally stored on the falled storage media is pending restoration o the
replacement storage media.

[0028] When there is a pending data request, and the dala request is
associated with a segment that is yet {o be restored to the replacement storage
media, method 300 may proceed similardy to method 200 (Figure 2), by restoring a
requested segment at 340, modifying the data segment at 350, and responding o
the data request at 370. In method 300, modifying the data segment at 350 may
include additional actions. For example, modifving the data segment at 350 may
modifications to the dala segment noted in an active log. Modifying the data
segment at 350 may also include modifying the dala segment based on a page
associated with the data segment that was marked as dirty in a buffer pool. As
delailed above, these madifications may occur according o single pass techniques
o speed up data restoration and decrease repeated load and store memaory calls.

[0029] Method 300 also includes annotating the catalogue at 360, The
catalogue may be amnotated when the data segment has been restored fo the
replacement media. In this context, restoration may refer {o a complete restoration
of the data segment 1o the replacement media, including any modifications made fo
the data segment af action 350. However, there may be circumstances wherg it is
appropriate to annotate the catalogue, including as soon as restoration of the data
segment begins, as this may be beneficial when gqueting is possible for data
requests associated with data segments for which restoration is in process.

{00307 Alternatively, there may be a pending data request detected at 330
that is for data originally stored on the failed storage media that has already been
restored (o the replacament storage media.  In this case, method 300 may proceed
to action 370 and direclly respond o the data request. Once the data request has
been responded to at 370, whether or not the data segment had {o be resiored in
response o the request, method 300 may retum {o action 330, and determine
whether there is a pending data regquest that requires response when evaluating how
o proceed with database restoration.
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[0031) i there are no pending data requests delected at 330, and thus the
replacement storage media would be potentially otherwise idle, method 300 may
proceed {0 restore a next unrestored data segment at 345, The next unrestored data
segment may be resiored to the replacement media from the backup. The next
unrestored dafa segment may be identified by examining the catalogue. For
exampie, 4 pointer o an unrestored data segment in the catalogue may identity the
next unrestored segment which may then be updated upon initiation of restoration of
this segment. Upon restoring the next unrestored data segment at 345, method 300
also includes modifying the next unrestored data segment in the replacement
storage media at 355, As with action 350, described above, modifying the data
segment at 356 may be performed based on archived modifications o the next
unrestored dala segment from the log archive, modifications in the aclive log, pages
marked as dirty in the buffer pool, and so forth. Method 300 also includes annolating
the catalogue at 365 {o signify that the next unrestored data segment has been
restored to the replacement sforage media. Upon completing restoration of this dala
segment, method 300 may return o action 330 {0 select a next course of action
based on whether there is a pending date raguest.

[G032] Figure 4 Hlustrates an example system 400 associated with dala
restoration. System 400 includes a switching logic 410, Switching logic 410 may
reroute data accesses directed at a failed slorage media 490 fo a replacement
storage media 485 upon delecting a media failure in a failed storage media 480,
These accesses may be rerouted, for example, via a cataloguing logic 420 andfor a
restoration logic 430 o ensure that dafa associaled with the data access has been
restored to replacement storage media 495 prior o responding {o the data access.
Switching logic 410 may also initigte restoration of data originally stored on failed
storage media 490 from a backup 4928 {o the replacement siorage media 485,
Switching logic 410 may initiate restoration, for example, by sending a signal to
cataloguing logic 420. In one example, swifching logic 410 may mark pages
associated with the failed storage media in the buffer pool as dirty to ensure that
these pages are stored o replacement sforage media 495 prior to being remaoved
fram the buffer pool.

-40-
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[0033] System 400 also includes cataloguing logic 420, Cataloguing logic
420 may generaie a catalogue of segments originally stored on failed storage media
490, Cataloguing logic 420 may also select segments odginally stored on failed
storage media 480 to restore o replacement storage media 495. Cataloguing logic
420 may perform this selection based on the calalogue of segments, which
segments have been restored, and whether there is a data access pending
associated with an unrestored segment.  As described above, selection of segments
for restoration may also be based on a prioritization {(e.q., recent use, frequent use).

[0034] System 400 also includes restoration logic 430, Restloration logic 430
may act in response {o direction from cataloguing logic 420. Thus, cataloguing logic
420 may direct restoration logic 430 to obtain from backup 480 a segment originally
stored on failed storage media 480, The restoration logic 430 may then modify the
segment according 1o information associated with the segment stored in a log
archive. The log archive may be stored, for example, on backup 488, in a memary
associated with system 400, on one or more storage media that has not failed, and
so forth. In one example, the backup and the log archive may be sorted according 1o
page identification numbers. In ancther example, the backup and the log archive
may be indexed according to page identification numbers. Restoration logic 430
may also sfore the segment in replacement storage media 485, To quickly load and
maodify and store the backup, restoration logic 430 may employ a single pass restore
process when restoring segments o replacement slorage media 485,

[0035] FiG. & iflustrates an example computing environment in which
example systems and methods, and equivalents, may operate. The oiample
computing device may be a computer 500 that includes a processor 510 and a
memory 520 connected by a bus 530, The computer 580 includes g data restoration
logic 540, In different examples, dala resioration logic 530 may be implemented as
& non-transitory  computerreadable  medium  storing  computer-execuiable
instructions in hardware, software, firmware, an application specific integrated circuit,

andfor combinations thereof.

A4
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[0038] The instructions, when executed by a computer, may cause the
computer o redirect data accesses associaled with a falled slorage media {0 a
replacement storage media.  The instructions may alse cause the computer fo
restore a data segment from a backup associated with the falled storage media {o
the replacement storage media in a single pass by loading the segment from the
packup and madifying the segment according to a log archive. In some cases, the
segment may be prioritized for restoration because data associated with the
segment is requested in a data access.

[0037] The instructions may also be presented to computer 500 as data 550
andfor process 560 that are temporarily stored in memory 520 and then executed by
processor 510, The processor 5§10 may be a variety of various processors including
dual microprocessor and other multi-processor architectures. Memory 520 may
include volalile memory (e.g., read only memory) and/or non-volatile memory {e.q.,
random access memaory). Memory 520 may also be, for example, a magnetic disk
drive, a solid state disk drive, a floppy disk drive, a {ape drive, a flash memory card,
an optical disk, and so on. Thus, Memory 520 may store process 560 and/or data
550. Computer 500 may also be associated with other devices including other
computers, peripherals, and so forth in numerous configurations (not shown).

[G038] # is spprecisted that the previous description of the disclosed
examples is provided 10 snable any person skilled in the art to make or use the
prasent disclosure. Various modifications 1o these examples will be readily apparent
fo those skilled in the arl, and the generic principles defined herein may be applied to
other examples without departing from the spirlt or scope of the disclosure. Thus,
{he present disclosure is not intended to be limited {o the examples shown herein but
is to be accorded the widest scope consistent with the principles and novel fealures
disclosed herein.
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WHAT IS CLAIMEDR 1S,

1. A data restoration method, comprising:
ioading a replacement storage media in respanse {o delecting a media failure
in a failed storage media; and
upon detecling 8 request for data originally stored on the failed storage media
that is pending restorgtion to the replacement siorage media;
restoring a data segment associated with the data from a backup o the
replacement storage media,
maodifying the data segment in the replacement storage media
according to archived modifications {o the data segment in a log archive, and
responding to the request for data.

2. The data restoration method of claim 1, further comprising:

generating a cetalogue of data segments to be restored {o the replacement
storage media based on information describing a set of data segments originally
stored on the failed storage media;

annotating the catalogue when a data segment has been restored 1o the
replacement media; and

restoring a next unrestored data segment to the replacement storage media
from the backup if the replacement storage media would be otherwise idle.

3. The data restoration method of claim 2, further comprising modifving
the next unresiored data segment in the replacemeant storage media according to
archived modifications to the next unrestored data segment in the log archive.
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4. The data resioration method of claim 2, where the catalogue of data
segiments is examined {0 determine whethsy data originally stored on the failed
storage media is pending restoration to the replacement storage media.

5. The data restoration method of claim 1, further comprising responding
to a request for data upon detecting a request for daia originally stored on the failed
storage media that has been raestored to the replacement storage media.

B, The data restoration method of claim 1, where the backup is ong or
more of a full backup, a differential backup, and an incremental backup, and where a
single pass restore is employed when restoring data from the backup fo the
replacement storage media.

7. The data restoration method of claim 1, further comprising modifying
the data segment in the replacement storage media according modifications 1o the
data segment noted in an active log.

8 The data restoration method of claim 1, further comprising marking a
page associated with the failed storage media in a buffer pool as dirdy, to ensure the
page is stored on the replacement storage media when a data segment with which
{he page is associated is writlen {o the replacement storage media.

8. A system, comprising:

a swiiching logic {0, i response to detecting a media failure in a failed storage
media, reroute data accesses directed at the failed storage media to a replacement
storage media, and 1o iniliate restoration of data originally stored on the failed
storage media from a backup to the replacement storage media;

~{4-
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a cataloguing logic fo generate a calalogue of segments originally stored on
{he failed storage media, and 1o select segments originally stored on the failed
storage media to restore to the replacement storage media based on: the catalogue
of segments, which segments have been restored, and whether there is a data
access pending associgted with an unrestored segment; and

a restoration logic {o, in response o a direction from the cataloguing logic,
obtain from the backup a segment originally stored on the failed storage media, to
maodify the segment according to informalion associated with the segment sfored in a
log archive, and to store the segment in the replacement storage media.

10, The system of claim 8, where the backup and the log archive are one
of: sorted according fo page identification numbers, and indexed according o page
identification numbers.

11, The system of claim 10, where the restoration logic employs a single
pass restore process when restoring segments,

12.  The system of claim 9, where the switcher marks pages associated
with the failed storage media in the buffer pool as dirty.

13. A non-transitory computer-readable medium storing computer-
executable instructions that when executed by a computer cause the computer {o:

redirect data accesses associated with a falled storage mediato g
replacement storage media; and

restore a data segment from a backup associated with the falled storage
media to the replacement storage media in a single pass by loading the segment
fram the backup and modifying the segment according 1o a log archive,

~48.
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where the segment is prioritized for restoration because dala
associated with the segment is requested in a dala access.
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