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estimated properties associated with the target being tracked.

[Continued on next page]



WO 2019/05370°7 A 1[I 0000000 0000 O O

Published:
—  with international search report (Art. 21(3))



WO 2019/053707 PCT/IL2018/050988

10

15

20

25

ACTIVE SEEKER HEAD SYSTEM

TECHNOLOGICAL FIELD AND BACKGROUND

Seeker heads (herein after also referred to interchangeably as seeker) are
guidance systems, typically mounted on movable platforms such as missiles, which are
operable to capture/image radiation returning from a target (e.g. emitted and/or
reflected/scattered radiation) and process captured/image radiation to detect the target

and thereafter track and follow the target.

Seeker heads can be divided in to two principal types: passive seekers which do
not actively illuminate the target with radiation beam, and active seckers which
generally include a radiation sources for illuminating the target.

An example of a passive seeker head is disclosed for instance in U.S. patent
No. 5,389,791 disclosing a conventional rate-stabilized IR secker fitted with an
improvement that results in a wider FOV as well as much-reduced image smear. The
improvement includes a circular optical wedge rotatably mounted in front of the optics
assembly of the seeker sensor. The combination of the primary scan vector generated by
the circulating sensor of the seeker and the secondary scan vector generated by the
rotating wedge produces a scan pattern that has a wider total FOV than that of the
sensor alone while at the same time providing occasional points of zero or near-zero
spatial scan velocity. Such points allow collection of "snapshot" data with little or no
image smear.

A drawback of the passive seeker types is that the signal emission (intensity)
from the target cannot be controlled by the interceptor, and may depends on many
unpredictable parameters, such as target emissivity, target temperature, target trajectory
etc. Therefore the signal to noise ratio (SNR) for these type of seeker heads may be
relatively low. This is because the passive seckers generally do not include any
radiation source, and do not actively illuminate the target but are only configured to

detect radiation emission/scattering/reflection from the target.
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It should be noted that in the following description the term SNR is used to
designate ratio of the signal intensity to both the instrumental noise of the detector and
the background (e.g. clutter) radiation senses by the detector. This drawback may be
significant particularly when highly agile detection and tracking is required for
following high angular velocity targets (due to target high speed, or large miss-
distance), because in such cases detection should be carried out at high rates (short
exposure times), and thus the signal intensity acquired at each image and accordingly
the SNR, may be inferior, and may prevent reliable detection and/or tracking by passive
seekers.

In some cases, in order to overcome the drawbacks of passive seekers, active
seckers are used, which generally also include a radiation source (e.g. light source) in
addition to the radiation detector. The radiation source is used to actively illuminate the
target, so that sufficient radiation intensity returns from the target. Active seekers
therefore typically provide improved seeking performance since the target is actively
illuminated by the active seeker head and thus the intensity of the signal returning from
the target and accordingly the SNR may be much higher than possible with passive
secker systems.

Examples of active seeker systems are disclosed for instance in U.S. patent
No. 5,200,606, which discloses an apertured mirror that permits an outgoing,
transmitted laser beam to pass and reflects a return reflected beam onto a detector array;
and in U.S. patent No. 4,024,392, which discloses a gimballed active optical system
having a laser beam output which coincides with the gimbal system instantaneous field-

of-view over wide angles to produce an active laser seeker.

GENERAL DESCRIPTION

As described above, active seeker heads (active seckers) are conventionally used
for detection and tracking of moving targets, particularly when reliable and agile
detection and tracking of fast moving targets (e.g. targets having high angular velocity)
is required.

A major drawback of conventional active seckers arises from the fact that they
require a powerful radiation source to illuminate the field of regards (FOR), namely the

entire solid angle at which the target is expected, in order to detect the target, reliably
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and within sufficiently short detection time T. As a result, due to the need for using a
powerful radiation source, the payload of the seeker head which is carried by the
platform (e.g. missile) carrying the seeker head should also include relatively large and
heavy power source to power the radiations source. Accordingly the weight and
optionally also the size of the active seeker head payload (including the seeker head
itself and its power source) might become too heavy/large for being carried by agile
platforms (e.g. interceptors). This imposes severe limitations on the platform and
missions in which active seeker heads can be employed (e.g. depending on the size of
the platform which is to carry the active seeker head and/or the duration of the
platform's mission).

The present invention provides a novel active seeker head system and method
for improving the above drawbacks of conventional active seeker head systems.
Advantageously, the requirement for employment of a powerful radiation source is
substantially relaxed with the seeker head system and method of the present invention.

The invention is based on the inventors' understanding that in order to achieve
reliable homing to fast moving targets, different radiation illumination schemes with
different and/or dynamically adjusted imaging exposure/integration times T and/or with
different and/or dynamically adjusted total FOR frame capturing times (FCT) should be
employed during different stages of detection and tracking operations of the system. In
this regard it should be noted that the phrase fast moving targets is used herein to
indicate targets that may acquire large angular velocity relative to the platform (e.g. an
interceptor), as observed from the seeker reference frame. To this end it should be
understood that the phrases exposure time 1T and/or integration time are used herein
interchangeably to designate the exposure time of the imaging module for capturing an
image. The phrases FOR frame capturing time and/or FOR capturing time (also
abbreviated herein as FCT) are used herein to designate the total time required for
capturing imagery data indicative of the entire FOR. When operating in snapshot mode,
the entire FOR is captured in a single image and therefore the FOR frame capturing
time (FCT) T actually equals the exposure time 1. However, when operating in a
scanning mode, M images are grabbed to cover the entire FOR and thus in this case the

FOR frame capturing time (FCT) may be the sum of exposure times t of the M images
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(whose exposure times may be different and adjusted dynamically according to the
present invention).

Accordingly, according to various embodiments of the invention, the active
secker head is configured and operable for dynamically adjusting various parameters of
the illumination and imaging scheme, by which the target is to be illuminated and
imaged in accordance with the operational stage of the system (e.g. target detection
stage and/or target tracking stage) and/or in accordance with the distance of the target
from the secker head. The adjusted parameters may include for example the
illumination intensity, FOR (Q), imaging exposure time (t), FCT (T), etc.

In this regards the following should be noted. The term FCT is used herein to
designate the total time (T) during which the system acquires image(s) covering of the
entire FOR. This set of images (per each FOR capturing cycle) is referred to herein as
FOR frame data/image. The FOR frame data may be acquired by the technique of
scanned imaging, in which case the information of the FOR frame is composed of
several (e.g. M) images of different FOVs captured during a scanning cycle.
Alternatively or additionally, the FOR frame data may be acquired by the technique of
or by the technique of snapshot imaging which case the information of the detection
frame is typically composed of one snapshot image whose FOV is equal or greater than
the FOR. The term field of regard (FOR) is used herein to designate the entire solid
angle being imaged at each frame period. The term illumination and imaging mode is
used herein to designate the illumination and imaging technique which is used to
capture the FOR frame images of the FOR at which the target is expected to reside. This
may include a snapshot imaging mode, and a scanned imaging mode.

In the snapshot imaging mode the system operates at a frame rate whereby at
each frame period, the entire FOR is simultaneously flooded by the illuminating
radiation and a snapshot of the entire FOR is captured on the detector/imager. In this
case the solid angle field of view (FOV) of the projected illumination radiation is set to
cover the entire FOR and is therefore equal or larger than the solid angle of the FOR.
Accordingly also the FOV of the imaging system is set in this mode to be equal or
larger than the FOR.

It should be noted that the term field of view (FOV) is used herein to generally
designate the solid angle of imaging and/or of illumination. In various implementations

of the system according to the present invention the FOVs of the imaging and of the



WO 2019/053707 PCT/IL2018/050988

10

15

20

25

30

-5-

illumination may not be similar, and more specifically may have different extents/solid
angles. To this end, the Imaging FOV (indicated herein I-FOV) is the total FOV of the
imaging system. [lluminator FOV, being the solid angle of the illuminator beam is
referred to as L-FOV.

In the scanned imaging mode the illumination radiation is projected onto the
FOR with a field of view (FOV) solid angle that is substantially smaller than the FOR.
In this case, the frame period corresponds to a scanning cycle during which the
illumination radiation is scanned to cover the entire FOR. At each "step” of the scanning
cycle lasts a certain "integration period" during which the imager/detector is operated to
capture at least a part of the FOR that is illuminated by the beam of the illumination
radiation (namely at least the part of the FOR that overlaps with the FOV of the
illumination beam). Thus, at the end of a scanning cycle, a plurality of images are
obtained collectively composing a detection frame information indicative of the
radiation response (reflection/scattering) obtained from the reflection/scattering of the
illumination beam scanned over the entire FOR.

To this end, according to various embodiments of the present invention, one or
more of the above parameters, being one or more of the following (1) the illumination
and imaging mode; (2) the frame rate; and (3) the solid angle of the FOR, are
dynamically adjusted during operation of the system in order to optimize the
illumination and/or more specifically to optimize the SNR of the radiation returned in
response from the target, during system operation.

For instance, according to some embodiments the system is configured and
operable in two operational modes: Detection Mode, and Tracking Mode. During the
detection mode, there may be no information, or only approximated information (e.g.
which may be provided from external sources such as a remote radar system) on the
target's location relative to the seeker head. In this case, under the assumption that the
target may be quite remote from the secker head, the seeker head operates in the
scanned imaging mode, such that for a given illumination/radiation source of the system
(having a given output intensity), the SNR of the signal returning from the target is
optimized (e.g. maximized). The scanned imaging mode provides for optimizing the
SNR in this case because in this mode the FOV of the illumination beam is much
smaller than the FOR. Therefore the flux of the illuminating radiation which falls on the

target, and accordingly also the instantaneous intensity of the radiation returning
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(reflected/scattered) from the target, are stronger when operating in the scanning mode.
As a result, the received SNR is enhanced.

More specifically, the inventors of the present invention have noted that the
scanning imaging mode is advantageous in terms of the SNR obtained for a given frame
rate (for a given scanning cycle duration) and illumination power P (being the total
output power of the illumination module of the system) as compared to the snapshot
imaging mode. This is because in the scanning mode during each scanning cycle (which
lasts a framed duration T being one over the frame rate) a sequence of a number of
images (e.g. M images) of the FOR is acquired, whereby each image is
grabbed/integrated over a smaller integration time (also referred to herein as exposure
time) T, so that the sum of all M exposure times equal T (the exposure times are not
necessarily equal). Therefore the amount of noise N (i.e. clutter noise and possibly also
instrumental noise) that is collected in the image is smaller as compared to the snapshot
imaging mode, in which the single image is grabbed over an integration time Tt that
matches the frame period t~T. On the other hand, in the scanning mode, during the
integration time 1 of each of the images being captured, only a part of the solid angle Q
of the FOR (being the FOV of the illuminator in the scanning mode) is illuminated. This
part is the solid angle ¢ of the FOV of the illuminator, and may be up to M times
smaller than the solid angle Q of the FOR, Q ~ M¢ (since M images are used to cover
the FOR), and therefore for the given illuminator power P, the flux (being the power
transferred to unit area) is up to M times larger in the scanning mode.

Another advantage of the shorter integration time is that the target crosses fewer
pixels on the detector in each frame, an affect that improves SNR. The target may cross
pixels on the detectors, during the exposure time, due to its angular velocity with
respect to the secker.

However the scanning imaging mode may be advantageous in terms of SNR, in
some cases/scenarios, the scanning also introduces some difficulties, particularly when
tracking moving targets. This is because scanning imaging mode, particularly in cases
where high speed scanning is used, may result with side effects as scanning jitters (e.g.
due to vibration or other disturbances), and/or with so called rolling shutter effects,
which might in turn yield less accurate detection and location of the target. Moreover,

high speed scanning may require fast motors for operation the scanning gimbals/mirrors
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and stabilizing them against vibrations. These may be in turn heavy and power
consuming (requiring heavy/large power source), and thus less suitable for use with
secker heads that are to be mounted on relatively small and agile platforms. Moreover,
scanning may be less effective when it comes to detection and tracking of fast moving
targets. This is particularly due to the so called rolling shutter effect of the scanning.
More specifically the rolling shutter effect may be expressed in case the target's angular
velocity relative to the system (relative to the seeker head (e.g. relative to the platform
carrying the secker head is large). This is because, while image scanning captures
sequential set of images of different parts of the FOR, a fast moving target (with high
angular velocity) within the FOR may be missed for example in case at the integration
time 11 at which, the target is located at FOV-B part of the FOR, and by the time T2 the
scanning moves to illuminate and image FOV-B part of the FOR the target has already
moved to FOV-A. Thus, due to the rolling shutter effect of the scanning, it might be
preferable to avoid high speed scanning in cases the target might be moving with high
angular velocity relative to the system. In this regards it shout be understood that the
term rolling shutter effect/artifact is used herein to designate effects associated with the
scanning, and does not pertain to the particular shutter/readout operation of the imaging
sensor which may be configured in various embodiments for operating in global and/or
rolling shutter.

The present invention provides several techniques which alone or in
combination allow to mitigate the above mentioned deficiencies of the scanning
imaging mode, while also gaining the SNR advantages of the scanning imaging mode
that allow using the less powerful and thus smaller and lighter illumination module and
power sources.

According to some implementations, the secker of the present invention is
configured for operating a one dimensional scanning mode to cover the FOR. In this
case, an clongated illumination beam (e.g. whose cross-section's aspect ratio is about
40) is scanned in one direction traverse (e.g. perpendicular) to the longer dimension of
its aspect ratio (that may be generally lateral scanning of the beam or rotation of the
beam's cross-section over an axis substantially parallel to its optical path). Using a one
dimensional scan with an elongated beam has several advantages over a two
dimensional scan (e.g. raster scan or the like) of a typically spot like beam. This is

because two dimensional scan, which typically has a "fast" scan axis along which the
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illumination beam's spot moves very fast, and a "slow" scan axis along which the beam
spot, moves much slower, hence one dimensional scanning eliminates the need to scan
along the "fast" scanning axis, (since in this case of the 1D scan the entire span of the
"fast” axis is illuminated and captured in a snapshot in each image of the scanning).
This in turn reduces the need for utilizing fast scanning actuators (e.g. gimbal motors)
for carrying out scanning along the fast axis. This is because in this case the system
employs the one dimensional scan of an elongated illumination beam over the FOR in
which the wide side/dimension of the beam's cross-section entirely covers the one
dimension of the angular span of the FOR while at each scan step capturing snapshot
images with FOV covering the entire FOV of the elongated illumination beam.
Accordingly embodiments of the secker head of the present invention in which the one
dimensional active scanning of the FOR is employed, may not require fast and powerful
scanning actuators, and may only include slower and less powerful actuators (gimbal
motors) and therefore also smaller and lighter battery/energy-source. Moreover, when
utilizing slower one dimensional scanning, jitter effects scanning are also mitigated.

Yet additionally one dimensional scanning is also advantageous in terms of
rolling shutter effects. Particularly in this case rolling shutter effects may be expressed
only along the one dimensional scanning axis, while also along this scanning axis the
artifacts of the rolling shutter effects are smaller and less significant, since the elongated
beam swipes the FOR along one dimension only, thereby reducing the chances of a
target existing in the FOR to disappear from the scanning.

Moreover, according to some embodiments of the present invention one
dimensional scanning is performed along a preferred scanning direction, with respect to
which the angular velocity of the target relative to the seeker head is expected to be
relatively small. This improves/reduces the above mentioned rolling shutter effects,
which are to a large extent dependent on the angular velocity of the target, and thus
improves the reliability of the system in detection and tracking of the target. Indeed, in
some implementations of the system the scanning direction may be controlled/adjusted
(e.g.by the controller of the seeker head) so that it can be adjusted to the preferred
direction, while in other embodiments the scanning direction is fixedly set to the
preferred direction. For example, in many cases the target's velocity in the horizontal
direction/plane is expected to be much larger than its vertical velocity. Accordingly, in

turn also the angular velocity of the target in the horizontal axis (in the yaw plane)
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relative to the seeker head may be high compared to the possible values the angular
velocity of the target may acquire in the vertical axis (in the pitch plane) relative to the
secker head. Therefore, in some embodiments the scanning direction is
set/adjusted/controlled to be in the vertical direction (scanning in the pitch direction)
whereby the illumination beam is shaped to be elongated horizontally (in the yaw
direction). This substantially eliminates rolling shutter effects which may arise due to
the target's angular velocity in the horizontal/yaw plan.

It should be noted, that the scanning imaging mode, as described in the various
embodiments above, may also continue after the target is detected. For example, the
scanning imaging mode may be carried out as long as the target's distance is large and
prevents acquiring sufficient SNR in the srapshot imaging mode. However, in some
embodiments, once the target is detected, and during the tracking mode, various
parameters of (1) the illumination and imaging mode; (2) the exposure time T; (3) the
frame rate 1/T; and (4) the solid angle of the FOR, may be dynamically adjusted during
the tracking operational mode (e.g. based on the target's distance and velocity) in order
to optimize illumination and/or more specifically to optimize the SNR of the radiation
returned in response from the target, during the tracking operation, while possibly also
optimizing the frame rate 1/T and thus optimizing the agility of tracking the target.
Additionally, in case one dimensional scanning is employed, the direction of the one
dimensional scanning may be dynamically adjusted as indicated above based on the
angular velocity of the target relative to the seeker head in order to mitigate/reduce
rolling shutter effects of the scanning.

Thus, the system may continue to operate at the scanned imaging mode for
example until the target is close enough so that for the given illuminator of the system,
the SNR of the returned radiation from the target would be sufficiently high (i.e. above
a certain required SNR threshold), even when operating in the snapshot imaging mode.

To this end, according to some embodiments of the present invention when the
target is close enough, thus occupying a larger part of the FOR, yielding high enough
SNR, the controller of the system changes the mode of operation of the illumination and
imaging to snapshot mode. This is advantageous because the angular velocity of the
target relative to the system reaches higher values as the target becomes closer.

Accordingly, operation in the snapshot mode avoids rolling shutter effects of the

scanning, and provide more reliable tracking. In this mode, the FOV of the illumination
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beam is expanded/adjusted (e.g. utilizing a beam expander) to cover/flood the entire
FOR simultaneously, and possibly also the FOV of the imaging is adjusted accordingly
so as to cover at least the FOV of the illumination beam. Accordingly an image of the
entire FOR is sequentially captured without a need for scanning. As will be described
below, depending on the SNR from the target, the frame rate T of the imaging may be
adjusted/increased dynamically as the target approaches, as long as the SNR is
preserved above a certain minimal threshold level. This enables to achieve better
tracking agility for close targets, which might be moving at high angular velocities
relative to the seeker head.

Alternatively or additionally, according to some embodiments the system is
configured and operable for dynamically adjusting the frame rate at which the system
operates depending on the expected distance of the target from the system (and/or
possibly in accordance with the operational modes of the system, be it Detection or
Tracking Mode). Indeed, the further the target, it occupies a smaller portion of the solid
angle of the FOR of the system. Actually, for a given illumination intensity flux, the
returned (scattered flux) received by the detector/image is proportional to R, where R
is the distance to the target. Therefore, according to some embodiments of the present
invention, the frame rate of the imaging (be it in scanning mode or snapshot mode) is
adjusted to be proportional to about R* such that for the given intensity of the
illumination beam, sufficient signal (sufficient intensity) of the radiation returning from
the target would be collected on the detector/imager. This in turn dynamically optimizes
(e.g. stabilizes) the SNR of the detected signal from the target while the target may be at
various distances.

In this regard, it should be noted that actually, intensity of the radiation returning
from the target may be dependent not only on the distance of the target, but also on the
size of the target, or, more specifically on the cross-section area of the target that covers
the field of regard. To this end, in some embodiments the frame rate is adjusted in
accordance with an estimated/determined number of detector pixels that are illuminated
by the radiation returning (scattered/reflected) from the target. This is because the
number of illuminated pixels is actually indicative of both the size (cross-sectional
projection) of the target in the FOR and the target's distance.

Moreover, in some embodiments the solid angle of the FOR itself is dynamically

adjusted during the system's operation, for example depending on the operational mode
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of the system and/or depending of the distance of the target or the number of detector
pixels illuminated by the radiation returning from the target. More specifically for
example, during the detection operational mode of the system (at which the target is
searched for and not yet detected/identified), the FOR of the system may be set to cover
a relatively large solid angle (e.g. within the range of 6e to 50e* steradian), so that
during each frame period a large FOR is covered in search for the target. After the target
has been detected (i.e. during the tracking operational mode), the FOR of the system
may be set to cover a substantially smaller solid angle, as long as it is large enough to
ensure that the moving target is maintained within the FOR so that continuous tracking
is possible. In this regards, it is noted that the smaller the FOR, the higher the
illumination flux from the given illuminator (e.g. radiation/light source of the system),
accordingly the better the SNR of the signal returning from the target and captured by
the detector for a given distance of the target, for a given frame rate. Therefore, this
allows either utilizing higher frame rates to achieve a desired SNR, or it allows
inclusion of an illumination source of reduced power in the system, while achieving
sufficient illumination of the target for tracking it even from a relatively large distance
range.

In this regard, it is also noted that, generally, the further the target is (the greater
its distance from the seeker head system), the smaller the angular velocity of the target
may be, relative to the system (provided a certain given speed of the target), and
therefore a smaller FOR is required in order to ensure that the target remains within the
seeker head's FOR, in the successive FOR frame capturing cycle. Accordingly in some
implementations, during the tracking mode, the system operates to vary the FOR of the
system in accordance with the estimated distance of the target from the system and/or in
accordance with the angular velocity of the target relative to the system (the angular
velocity of the target may be estimated for example by comparing the change in the
target location in between successive frames). Generally, the FOR may be adjusted to
cover a larger solid angle as the target becomes closer to the system and/or its relative
angular velocity increases. The controller is configured to dynamically adjust the FOR
during the tracking mode to typically increase its solid angle as the target approaches in
order to ensure that (1) the target remains within the FOR in the successive frame(s),

and (2) preferably (within the limitation of the system) ensure that during most of the
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detection mode (i.e. until the target is very close to the system), the entire target is
captured in each frame.

In accordance with yet another aspect of the present invention the system is
configured and operable for further improving the SNR of the target detection by
providing and utilizing means for assessing the amount of clutter radiation in the
environment surrounding the target. To this end, according to some embodiments the
imager and the illumination beam are directed to cover substantially overlapping fields
of view FOVs, while the FOV of the imager is adjusted/configured to be larger than the
FOV of the illumination beam and further extends beyond the FOV of the illumination
beam, at least during the scanning imaging mode. Accordingly, signals of radiation
returning from the target are expected to be provided only from those pixels of the
detector whose FOVs overlap with the FOV of the illumination beam projected (since
the signal from the target is based on radiation of the illumination beam that is being
reflected from the target). Other pixels, whose FOVs do not overlap with the FOV of
the illumination beam, are considered to sense only clutter radiation (since these pixels
cannot receive the illumination beam radiation that is being reflected/scattered from the
target). Thus, according to some implementations, the controller processes some pixels,
which are outside of the L-FOV, to estimate the level clutter noise.

Thus, According to one prominent aspect of the present invention there is
provided a novel and inventive active secker systems and methods. The active secker
system/method of this aspect includes:

An illumination module configured and operable for generating an illumination
beam for propagation along an output optical path of the system;

An optical assembly comprising a beam shaper adapted adjusting a field of view
(FOV) solid angle of the light beam to form an output light beam with the adjusted FOV
propagating along the output optical path of the system;

An imaging module operable for imaging light in the spectral regime of the light
beam arriving from a certain FOV about the output optical path;

An optical path scanning module configured and operable for angularly
deflecting a direction of the output optical path about a scan axis to perform one or
more scanning cycles; and

A control system configured and operable for operating the optical assembly, the

imaging module and the optical path scanning module for monitoring a field of regard
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(FOR) for detection and tracking of a target. According to the this aspect of the present
invention the monitoring includes carrying out a target detection stage for detecting the
target within a predetermined FOR, wherein sad target detection stage comprises:

) setting the FOR to first extent;

(i) Operating the optical assembly to adjusting the FOV of the light beam to
extent smaller than the FOV;

(iii) Operating scanning module and the imaging system in a scanning
imaging mode to obtain a FOR frame image data by scanning the FOR with the
illumination beam and capturing a plurality of images of different sections of the FOR;
and

(iv)  Processing the plurality of images to identify therein image pixels
indicative of the target and thereby detecting the target.

In some embodiments, in operation (iii) above, the control system is configured
and operable to dynamically adjust exposure times of the plurality of images during the
capturing of the plurality of images to thereby optimize a time required for the detection
of the target. For example the exposure times may be dynamically adjusted based on an
estimated distance of the target during the detection stage.

According to some implementations, upon detecting the target, the systems
carries out a target tracking stage for tracking the target. In some embodiments, carrying
out the tracking stage includes sequentially capturing a plurality of FOR frames image
data indicative of the FOR, and processing each FOR frame image data of the FOR
frames image data to identify the target thercin. The controller is adapted to
dynamically adjust at least one of the following parameters of the capturing of one or
more of the FOR frames image data during the tracking:

1) A solid angle extent of the FOR being captured in each FOR frame
image data;

(i) Frame rate 1/T for the sequential capturing of the FOR frame image data;

(iii) A selected imaging mode for capturing the FOR frame image data
wherein the selected imaging mode may be one of a scanning imaging mode and a
snapshot imaging mode.

According to some implementations, the solid angle extent of the FOR of
capturing a certain FOR frame image data is adjusted based on an estimated angular

velocity of the target appearing in preceding FOR frames image data.
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According to some implementations, the Frame rate 1/T for capturing a certain
FOR frame image data is adjusted based on an estimated SNR of the target in preceding
FOR frames image data.

According to some implementations, the selected imaging mode for capturing a
certain FOR frame image data is adjusted based on an estimated distance of the target.

According to yet another prominent aspect of the present invention there is
provided a novel and inventive active secker systems and methods. The active secker
system/method of this aspect includes:

An illumination module configured and operable for generating a light beam for
propagation along an output optical path of the system;

An imaging module operable for imaging light in the spectral regime of the light
beam arriving from the output optical path;

An optical assembly comprising a beam shaper adapted for shaping the light
beam to form an output light beam with an elongated cross-section extending along a
certain lateral axis traverse to the output optical path for illuminating a certain field of
view; and

An optical path scanning module configured and operable for angularly
deflecting a direction of the output optical path about a scan axis to perform one
dimensional scanning cycle by swiping the field of view of the elongated output light
beam to cover a field of regard (FOR).

According to some embodiments the beam shaper is configured and operable for
shaping the light beam such that the field of view of the elongated output light beam has
a line shape with an lateral aspect ratio of the order of 40 between the wide and narrow
lateral dimensions of the elongated light beam. Alternatively or additionally according
to some embodiments the elongated output light beam extends to cover a first lateral
dimension of the FOR. The optical path scanning module is configured and operable for
carrying out the one dimensional scanning cycle by deflecting the direction of the
output optical path to scan a certain angular extent about the scan axis so as to swipe the
light beam to cover a second dimension of the FOR being imaged in the one
dimensional scanning cycle.

In some embodiments the system includes a control system connectable to the
imaging system and configured and operable for monitoring the field of regard in search

for the target by receiving sequence of images captured by the imaging system during



WO 2019/053707 PCT/IL2018/050988

10

15

20

25

30

-15 -

the one dimensional scanning cycle. The control system is adapted for processing the
images for detecting the target illuminated by the light beam. The detecting includes
determining whether returning light of the light beam being reflected/scattered from the
target is captured by one or more pixels of at least one image in the sequence of images.
For instance, the control system is configured and operable for determining the one or
more pixels by determining whether a light intensity captured by the pixels exceeds a
certain predetermined signal to noise ratio (SNR) threshold.

In this regards, the intensity of the returned light being reflected/scattered from
the target and captured by the one or more pixels in the at least one image is generally a
function of t and 1/R, whereby R is a distance between the imaging module and the
target, and t is exposure time of the at least one image. According to some embodiments
the controller is adapted to estimate change in the distance R of the target during the
scanning, and to utilize the change in the distance to dynamically adjust exposure times
T's of the images to thereby reduce total time T of the scanning cycle while optimizing
SNR of the target detection to be above a predetermined threshold.

More specifically in some cases the intensity of the returned light being
scattered from the target and captured by the one or more pixels in the sequence of
images may be generally proportional to T/(R4*Q) whereby R is a distance between the
imaging module and the target, Q is the solid angle of a total field of regard (FOR)
covered by the scanning cycle, and T is time duration of the scanning cycle. To this end,
according to some embodiments the controller is adapted to carry out a plurality of
scanning cycles for tracking the target, while dynamically adjusting at least one of the
time durations T of the scanning cycles and the solid angles Q of the FOR being
scanned in the scanning cycles.

For example, during tracking of the target, the controller is adapted to
dynamically reduce the time duration T of the scanning cycles as said distance R of the
target becomes shorter thereby dynamically optimizing frame rate 1/T of the FOR
frames scanned during the one dimensional scanning cycles respectively. Alternatively
or additionally, the controller is adapted to determine an angular velocity of the target
during tracking of said target and dynamically adjust the solid angle Q of the FOR

covered by one or more scanning cycles to thereby optimize agility of said tracking.
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According to some embodiments the system includes a one dimensional
photodetector array and wherein the imaging system is configured to image the field of
view of the elongated output light beam on the one dimensional photodetector array.

Alternatively, the imaging system includes a two dimensional photodetector
array, and preferably imaging system is configured with a field of view larger than a
field of view of the illumination module to thereby image the field of view illuminated
by the elongated output light beam onto a subset of pixels of the two dimensional
photodetector array. To this end, the system may include a noise estimator module (e.g.
a false alarm processor) adapted to process images captured by the two dimensional
photodetector array to determine false detection of a target by comparing parameters of
light intensity captured by the subset of pixels to corresponding noise related parameters
associated with light intensity measured by other pixels of the two dimensional
photodetector array. The noise related parameters may be estimated for example based
on one or more of the following: average background clutter level and slope associated
with standard deviation of the clutter, estimated size of structures in the images,
comparison between the images.

According to various embodiments of the present invention the scan axis of the
1D scan is a lateral axis travers to the output optical path of the system. The scan axis is
generally not orthogonal to the certain lateral axis along which the elongated cross-
section of the illumination beam extends (in order to sweep the beam over the field of
regards), and preferable it may be parallel to the certain lateral axis of the clongated
cross-section of the illumination beam.

For example, according to some embodiments of the present invention the
optical path scanning module includes a gimbal rotatable about the scan axis configured
and operable for carrying out the angularly deflecting of the direction of the output
optical path. the gimbal comprises an actuation module for rotating about the scan axis.

In various implementations the imaging module may be mounted (e.g. directly)
on the gimbal, or the imaging module may reside externally to the gimbal (and have a
fixed imaging optical path relative thereto). In the latter case the optical assembly of the
system may include one or more imaging optical elements arranged on the gimbal an
configured and operable for directing light arriving from the output optical path to

propagate along the fixed imaging optical path for imaging by the imaging module.
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In various implementations the illumination module may be mounted (e.g.
directly) on the gimbal, or the illumination module may reside externally to the gimbal
and have a fixed light projection optical path along which the light beam emanates from
the illumination module. In the latter case, the optical assembly may include one or
more light directing optical elements arranged on the gimbal an configured and operable
for directing the light beam arriving from the fixed light projection optical path to
propagate along the output optical path.

Alternatively or additionally to the use of the gimbal , the optical path scanning
module may include one or more scanning optical deflectors that are configured and
operable for carrying out the angularly deflecting of the direction of the output optical
path. For instance, the one or more scanning optical deflectors comprise at least one
MEMs steering mirror

To this end, in some implementations the illumination module may have a fixed
light projection optical path along which the light beam emanates from the illumination
module, and the optical assembly may include one or more optical elements for
directing light from the projection optical path to propagate along the output optical
path defined by the one or more scanning optical deflectors. Alternatively or
additionally, the imaging module may have a fixed imaging optical path for imaging
light arriving along which, and the optical assembly may include one or more optical
clements for directing light arriving from the output optical path defined by the one or
more scanning optical deflectors and to propagate along the imaging optical path for
imaging by the imaging module.

According to various embodiments of the present invention, upon detection of
the target the control system is configured and operable for initiating a target tracking
stage for steering a platform carrying the system towards the target.

In some embodiments during the target tracking stage the control system halts
operation of the one dimensional scanning and initiates a snapshot operational mode in
which the output light beam is directed towards forwards directions for continuously
illuminating the target, and operates the beam shaping module to adjust the cross-
section of the output light beam such that a lateral aspect ratio of the cross section of the
output light beam is of the order of 1 (e.g. within the range of 1 to 2), and expanding
solid angle of the field of view of the output light beam so as to cover an angular extent

of the target. To this end, the beam shaping module comprises optical elements
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configured and operable for adjusting a lateral aspect ratio of the output light beam.
Also, the beam shaping module may include an adjustable beam expander configured
and operable for expanding the field of view of the light beam.

In some implementations, during the target tracking stage the control system
processes images captured by the imaging module to estimate the number of pixels
illuminated by light returning from the target and upon determining the number of
pixels exceeds a predetermine threshold, operates the beam expander module to expand
the field of view of the light beam and the imaging assembly.

According to some embodiments, the control system comprises a steering
controller connectable to steering modules of the platform and configured and operable
for operation the steering modules for steering the platform towards the target. The
steering controller may for example include a closed loop controller adapted for
processing the images acquired by the imaging module and operating the steering
modules so as to minimize variations between the identities of pixels illuminated by
light returning from the target in successive images, thereby minimizing angular
velocity of the platform relative to the target and directing the platform to the target.

Other aspects and advantages of the present invention are described in more

details below with reference to the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to better understand the subject matter that is disclosed herein and to
exemplify how it may be carried out in practice, embodiments will now be described,
by way of non-limiting example only, with reference to the accompanying drawings, in
which:

Fig. 1A illustrates block diagram of an active seeker system 100 according to
some embodiments of the present invention;

Fig. 1B exemplifies the configuration of a control unit used in the system of Fig.
1A;

Figs. 2A and 2B exemplify flow charts of the operation of the control unit in,
respectively, the target detection phase in which the target is to be detected, and in the
tracking phase which is carried out after the target is detected in order to track the

target.
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Fig. 3 is a schematic illustration of an example of the system operation while
being switched from the scanning mode to the snapshot mode;

Figs. 4A and 4B exemplify the FOV of the imaging module in two different
scanning times, respectively; and

Figs. 5A to 5C illustrate schematically examples of different scanning modes

performed by a one dimensional scanner.

DETAILED DESCRIPTION OF EMBODIMENTS

Figs. 1A-1B are block diagrams illustrating an active secker system 100,
according to some embodiments of the present invention.

The active seeker system 100 includes an illumination module 110, a beam
shaping assembly 130, a scanning module 140, an imaging module 120, and a controller
150 (which is interchangeably referred to herein as control system/unit).

The illumination module 110 is configured for generating a radiation beam LB
for propagation towards an output optical path OP for forming an output beam OB
propagating from the system 100 along the output optical path OP. The radiation beam
is typically an optical beam, e.g. light in the visual, IR or other regime, but may also be
a non-optical beam of electromagnetic radiation — such as radio frequency (RF)). The
imaging module 120 is configured for imaging radiation in the spectral regime of the
radiation beam LB generated by the illumination module. Indeed the imaging module
referred to herein is typically an imager operable in the optical regime of the radiation
beam LB. However generally, the imaging module 120 may also be operable for
imaging radiation in other spectral regimes (e.g. non — optical), for example it may
include a set of one or more antenna modules (e.g. an antenna array) operable for
imaging radiation in the RF regime. The beam shaping assembly 130 includes one or
more beam shapers configured for shaping the radiation beam LB for at least modifying
its FOV, and possibly also modifying the FOV of the imaging module. The beam
shaping assembly 130 is configured and operable for adjusting the FOVs of the output
beam and possibly also of the imaging modules such that in a snapshot mode of
operation, the FOVs cover the entire FOR, while in scanning mode of operation the
FOV of the output beam (and possibly also the FOV of the imaging) covers only a part

of the FOR. The scanning module 140 is generally operated in the scanning mode and is
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configured for angularly deflecting a direction of the optical path OP about at least one
scan axis/angle to perform one-dimensional scanning. For this purpose the scanning
module 140 is configured and operable for swiping the field of view of the output beam
OB to cover a field of regard FOR.

It should be noted that in some embodiments of the present invention the optical
paths of the imaging module and the illumination module may be separated (e.g. spaced
apart co-aligned optical paths). Also the optical assemblies (e.g. the beam shaping
modules and/or other optical modules) may be different/separated optical assemblies for
the imaging module and the illumination module (although optionally some optical
clements may be included along the optical paths of both the imaging and illumination).

To this end according to some embodiments of the present invention the
optical/propagation axes/paths of both the illumination module 110 and the imaging
module 120, are coupled to the scanning module, so that during the scanning operation
both these optical/propagation paths are deflected together by the scanning module to
scan the FOR. For instance, according to one embodiments of the present invention, the
scanning module 140 includes an actuatable gimbal (e.g. one axis gimbal with
appropriate scanning actuator) upon which both the illumination and imaging modules,
110 and 120, are installed/furnished. Accordingly when actuating the gimbal the optical
paths of both the illumination module 110 and the imaging module 120 are deflected to
scan (i.e. illuminate and image) the FOR. Alternatively or additionally the illumination
and imaging modules, 110 and 120, or any one of them may not be directly furnished on
the gimbal, but instead the gimbal is furnished with mirrors/deflectors adapted for
coupling the optical paths of the illumination and/or imaging modules, 110 and 120, to
the output optical path OP which is scanned by the scanning module.

In some embodiments the beam shaping assembly 130 includes at least one
global beam shaper 130.1 that is configured and operable to apply global adjustment to
the FOV of the output beam OB, which is hereinafter denoted L-FOV (e.g. to
enlarge/reduce the total solid angle ¢ of the L-FOV) while possibly without varying the
aspect ratio of the cross-section of the output beam OB. In some embodiments the
global beam shaper 130.1 is located exclusively along the optical path of the
illumination (while not along the optical path of the imaging module) so that simpler
(non-imaging type) beam shaping optics can be used. Alternatively, in some

embodiments the optical path of the imaging module 120 also passes through the global
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beam shaper 130.1, so that global adjustment of the adjustment the L-FOV also adjusts
the FOV of the imaging module, which is hereinafter denoted I-FOV. As described in
more detail above and below, in some embodiments the FOV of the imaging module, I-
FOYV, is maintained larger than the FOV of the output beam OB, L-FOYV, so that the
images captured by the imaging module include also regions at which there should not
be a signal/imaging/collection of radiation of the output beam OB returning
(reflected/scattered) from the target, but necessarily only clutter radiation and possibly
instrumental noise will be sensed/imaged/collected in these regions. Accordingly, these
regions serve for assessment of the global noise/clutter that may be affecting the SNR of
the target response, thereby enabling to improve the SNR. To this end, the imaging
module may have a broader spectral regime than the illuminator. The imaging module
may also look on a wider FOV than the output optical path— namely for imaging
light/radiation arriving not only from the output optical path.

In some embodiments the beam shaping assembly 130 includes at least one
asymmetrical beam shaper 130.2 that is configured and operable to apply asymmetric
adjustment to the aspect ratio of the FOV of the output beam OB, L-FOV. As described
above and below in more detail the asymmetrical beam shaper 130.2 may be configured
and operable for modifying the aspect ratio of the illumination beam in between an
elongated aspect ratio, to form an output beam OB with a so called lined shaped cross-
section - elongated cross-section extending along a lateral axis traverse to the optical
path. In this case the output beam OB will to illuminate the field of view L-FOV with
the elongates cross-section. Optionally, the asymmetrical beam shaper is configured for
shaping the output beam OB such that the beam has an aspect ratio of 40:1 between the
wide and narrow lateral dimensions thereof (e.g. the aspect ratio may be within the
range is 10-50 and the angular extent of the beam with respect to its wide axis may be
within the range of 1milirad to 10 milirad). Preferably, in this case FOV of the output
beam OB is adjusted such that the width of the longer side/lateral-dimension of the
cross-section of the output beam OB is at least as wide as the width of the FOR, in
which the target should be detected/tracked, while the width of the shorter side/lateral
dimension of the cross-section is smaller than the FOR. This thereby enables scanning
the entire FOR in a single 1D scan.

In some embodiments the beam shaping assembly 130 also includes a beam

expander module 130.3 configured and operable to expand/contract the solid angle of
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the illumination FOV, L-FOV, relative to the solid angle of the imaging FOV, I-FOV.
This may be used to adjust the imaging and/or illumination FOVs, such that the imaging
FOV, I-FOV is larger than the illumination FOV, L-FOYV, to thereby enable improved
noise/clutter estimation, as described in more detail above and below. It should be noted
that alternatively, the system 100 may be configured such that the imaging FOV, I-
FOV, is set to be inherently larger than the illumination FOV L-FOV, while without
any particular adjustment of the FOVs ratio.

Thus, according to some embodiments, the scanning module 140 is configured
for angularly deflecting a direction of the optical path OP about one scan axis (typically
a lateral scan axis) to perform one-dimensional scanning. For this purpose the scanning
module 140 is configured for swiping the field of view L-FOV of the output beam,
preferably together with the field of view I-FOV of the imaging to cover a field of
regard FOR. In this case the scanning module includes a gimbal with either deflection
mirrors mounted thereon for deflecting the optical path of the output beam and the
imaging, or the imaging module 120 and/or the illumination module 110, are mounted
directly on the gimbal.

Additionally, optionally in some embodiments the scamning module 140 may
also include a rotational actuator coupled to the asymmetrical beam shaper 130.2 and/or
to the gimbal for rotating the asymmetrical beam shaper about an axis (e.g. about its
optical axis) so that the lined shaped output beam can be rotated to scan the FOR.

As indicated above, the system 100 is adapted to operate in two phases. In the
first phase, i.e. target detection phase/stage, the system operates to search and detect the
target within a relatively large FOR. In the second phase the system operates for
tracking the target. According to some embodiments the system is configured and
operable in two operational modes, scanning imaging mode and snapshot mode. As
described in more detail below, in some implementations the system is configured for
operating in scanning mode during the detection phase, and during the tracking phase,
operating in two modes, initially in the scanning mode and then shifting to operate in
the snapshot mode (e.g. upon determining that the target approaches). The controller
150, is configured and operable for controlling and/or adjusting the system's operation
in the two stages/phases in order to optimize the target's SNR (e.g. to maintain the SNR
above a certain threshold level) while also adjusting the agility (speed/rate and/or

flexibility) of the detection and/or tracking to enable detection and tracking of fast
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moving targets with improved SNR and agility, while reducing the illumination power
requirements, and thus reducing the weight and size of the system. To this end, the
controller 150 is configured and operable for adjusting the illumination and imaging
parameters and select the imaging and illumination modes. In some cases the imaging is
conducted in snapshot mode, while in other cases the imaging is conducted in scanning
mode whereby the scanning module is configured for carrying out for example a one
dimensional scanning in a repeated (e.g. cyclic) manner. To do this, the FOR is scanned
once per cycle as the scanning module 140 deflects the direction of the output optical
path by a certain angle 111, so as to cover the FOR once per cycle.

Fig. 1B, is a block diagram of the system 100, showing in more detail and in a
self-explanatory manner, the different modules of the controller 150 and how they are
connected to other modules of the system 100. It should be noted that the controller is
typically a computerized system, or a combination of a computerized system with an
analogue/electronic circuit module, and that the modules 151 to 159 illustrated in the
figure may be implemented as software implemented modules, hardware modules,
electronic circuits and/or by any combination of the above.

Reference is now made to Figs. 2A and 2B, which are flow charts illustrating in
more details a method 1000 of operation of the controller 150 and of the system 100
carried out according to some embodiments of the present invention in the target
detection phase (1100 shown in Fig. 2A), in which the target is to be detected, and in
the tracking phase (1200 shown in Fig. 2B), which is carried out after the target is
detected in order to track the target.

Turning more specifically to the detection phase 1100 shown in Fig. 2A, the
following operations may for example be carried out:

Optionally, in operation 1110, input data indicative of course location of the
target to be detected and tracked may be received, for example from an external source
such as a radar system external to the system 1000. In this case, the system 1000 (e.g.
the steering controller 159) may operate (see optional operation 1115) the platform
steering modules to direct the platform towards the course location of the target.

To this end, before detection of the target begins, the seeker obtains its LOS
direction. This can be done with a star tracker installed on it, or using a star tracker
implemented by its own detection camera. Another option to measure its LOS is gyros

(this will be described in more detail further below). Then, in 1115 the seeker aims its
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line of sight (LOS) toward the seeking area direction (towards the FOR, e.g. towards the
FOR's edge). In case the illumination beam is incorrectly aligned with the entire seeking
area (i.e. with the FOR), some pre-adjustments may be executed (as illustrated and
described for instance with reference to Fig. 5B below).

In operation 1117 the distance R to the target and the closing velocity V¢ of the
platform to the target are estimated (e.g. based on the data obtained in operation 1110
above). In this regard it should be noted that the term closing velocity refers to the radial
velocity between the platform to the target (or in other words to the rate of change dR/dt
of the distance to the target).

As described in the following with reference to method 1000, the illuminator is
then turned on and target detection and tracking is initiated. The FCT (e.g. the frame
rate FR = 1/T), and camera exposure time T, may be dynamically adjusted as time
clapses. This provides that the detected signal gets stronger as the secker-target distance
decreases. For each image of capturing the FOR or a part thereof, image analysis
algorithms are executed, in order to determine whether radiation (e.g. a flash of
radiation) with intensity above a threshold, has reached the detection region of interest
in the images. If so, the target is detected, and if not, the target detection phase
continues until the target is detected.

As the target detection phase continues the seeker system 100 recalculates
predicted/expected position of the target, based on the information that the target has
not yet been found to minimize platforms maneuvering and a correction maneuver is
then executed.

After detection, of the target, as described below with reference to tracking
phase 1200, the seeker keeps illuminating and tracking the target, while adjusting (e.g.
expanding) the solid angle of the FOR in case the detected signal becomes too strong,
and/or reducing the exposure time (i.e. Integration time) t of the imaging module, in
order to prevent image saturation. At some stage, when the target solid angle, with
respect to the secker, becomes larger than the illuminator solid angle, the illuminator
beam shaper adjusts the beam shape.

Turning back to the detection phase, at this stage, wherein the target is not yet
detected, operation 1120 may be carried out (e.g. by the FOR control module 155,

set/adjust the FOR parameters of the system to a certain initial Large Extent for
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effective searching of the target. The initial large FOR extent may be set for example to
be within the range Q~ 6e to 50e steradian.

Moreover, operation 1130 is carried out by the controller 150 in order to
optimize SNR of the signal from the target in the detection mode (considering the target
may be remote and the FOR is set to Large Extent to enable detection of the target
within a large zone). To this end, in order to operate the high enough SNR, at this stage
the imaging mode control module 157 carries out operation 1132 sets the lllumination
and Imaging mode to a scanning imaging mode, which as indicated above provides
improved SNR (as compared to snapshot mode). To this end, the imaging mode control
module 157 carries out operation 1132.2 and operates the beam shaper 130 to adjust the
angular extent (¢) illumination beam FOV, L-FOV, to be smaller than the angular
extent Q of the FOR: << Q. Also, optionally, the FCT control module 156 carries out
operation 1137 (particularly 1137.2 and 1137.4) to dynamically adjust the exposure
time of the imager per each one or more frames based on the expected SNR of the target
in the frames, so as to reduce/optimize the time duration T required for capturing
images covering of the entire FOR (T is herein referred to as the FOR capturing time
duration (FCT) and/or scanning cycle duration).

Optionally, in order to further achieve the improved SNR, while reducing or
climinating rolling shutter effects associated with the scanning, the imaging mode
control module 157 may carry out operation 1132.4 and operates the asymmetrical
beam shaper 130.2 to adjust the aspect ratio (AR in Fig. 3) of the illumination beam OB
such that the cross-section of the output beam OB is elongated (line like), and suitable
for carrying out 1D scanning over the FOR. In this case the width (over the long side of
the beam matches the width of the FOR, so the entire FOR can be swept in a single one
dimensional scan).

Yet additionally, optionally, the imaging mode control module 157 may carry
out operation 1132.6 for operating the beam shaper module 130, particularly operation
the optional beam expander module 130.3 to set/adjust the ratio of the angular extent
(solid angle) of the imaging FOV, I-FOV to the angular extent of the illumination beam
FOV L-FOYV, such that imaging FOV is larger than the FOV of the illumination beam
L-FOV. As indicated above, this provides that inherently some predetermined parts of
the images captured from the I-FOV will not be affected by reflection/scattering of the

illumination radiation of the output beam from the target. Accordingly, as described
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below, once receiving such images, the Noise Estimator 153 processes these parts of the
images to estimate the level of noise/clutter returning from the environment, thereby
enabling to estimate/improve the SNR of the target's signal and/or also utilize false
alarm rate (FAR) modules, such as constant FAR (CFAR), to eliminate/reduce/filter out
detection false alarms which might be associated with high clutter/noise levels.

Thus, after setting the above parameters (e.g. FOR, t, T, I-FOV, L-FOY,
and/or AR), the imaging mode control module 157 carries out operation 1135 for
operating the optical path scanning module 140 to scan the FOR while
optimizing/reducing the duration T of the scanning cycle (FCT)) and also carries out
operation 1137 for operating the image module 120 to grab/capture a plurality of
images, e.g. M images, during cach scanning cycle such that image data indicative of
the entire FOR, being illuminated at each scanning cycle, is obtained. Optionally, as
indicated above, the operation 1135.2 is conducted for operation of the optical path
scanning module 140 to carry out a one dimensional scan.

In each scanning cycle, data indicative of the M grabbed images of the FOR,
which are captured during the scan cycle, is processed by the target detection module
152, to detect the target.

Optionally, the imaging mode control module 157 dynamically adjust exposure
time t of the different ones of the M images in order to optimize/reduce the FOR
capture time duration (FCT), while maintaining SNR above the acceptable threshold
level. This may be achieved for example by carrying out optional operations 1137.2 and
1137.4, per each one or few of the M images that are grabbed during the scanning cycle
in order to dynamically optimize/reduce the exposure times of the M images. More
specifically, in operation 1137.2 imaging mode control module 157 estimates the
distance R to the target. The distance R may be estimated for example based on the
initial distance R and closing velocity V., as obtained in operation 1117 above and the
time elapsed from that operation. As indicated above, the SNR of the target is generally
a function of 1/R (e.g. theoretically proportional to 1/R*). Accordingly in operation
1137.2, the expected improvement/change in the SNR due to the reduction/change in
the target's distance is estimated. In operation 1137.4, the exposure times T of one or
more of the following of the M images that are to be captured during the scanning cycle

are set/adjusted in accordance with the change/improvement of the SNR. More
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specifically, the SNR is a function of the exposure time t, and thus upon determining in
1137.2 that an SNR improvement is expected in the next images (due to the closing
distance of the target), then in turn the exposure time t of the following images is
shortened in order to reduce the FOR capture time duration (FCT), while maintaining
the SNR just above the acceptable threshold.

It should be understood that, according to the dynamic adjustment of the
exposure times T of the M images that are acquired during the scanning cycle, the
scanning controller (scanning module) 140 operates with varying scanning velocity (e.g.
scanning angular velocity) during the scanning cycle. This thereby yields a time
dependent scanning profile that lingers sufficient exposure times {1} at the respective
positions that are required for capturing the respective M images.

The detection module 152 carries out operation 1139 to process the data
associated with the M images to identify radiation reflected/scattered from the target
and determine target location. This is achieved for example by identifying pixels in
those images whose intensity is sufficiently large above the noise, and/or utilizing
image analysis algorithms (e.g. statistical image analysis) for determining inter- and/or
intra- correlations of pixel intensities in one or more of the images.

To this end, optionally, the FOR frame image processor 151 segments the
images received from the imaging module 120, to image segments associated with the
region of the imaging FOV, I-FOV, that is being illuminated while the respective
images are grabbed (i.e. segments of the images whose FOVs overlap with the L-FOV
of the illumination beam OB), which these are referred to herein as "'target indicative
image segments”, and to segments associated with the region of the imaging FOV, I-
FOV, that is not illuminated during the capturing of the respective images, which are
referred to herein as ''clutter indicative image segments". Optionally, the FOR frame
image processor carries out operation 1135.2 for utilizing the "clutter indicative image
segments”, namely image segments, which are outside the L-FOV of the illumination,
and provides them to the noise estimator module 153. The latter processes these image
segments to assess the value of the global noise/clutter and thereby improve the SNR of
target detection in the image parts that overlap with the L-FOV of the illumination, and
or to reduce false detection (false alarms) utilizing for example the CFAR technique.

Optionally, the FOR frame image processor also includes a scanning mitigator module
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151.2, that receives, from the optical scanning module 140, and/or from the imaging
mode control module 157, data indicative of the coordinates of each of the M images
obtained in the scanning cycle relative to the coordinates of the FOR, and more
particularly data indicative of the coordinates of each of the rarget indicative image
segments in the FOR, and merges, e.g. concatenates, the ftarget indicative image
segments based on their respective coordinates to obtain an image frame of the FOR,
which is indicative of the imaged FOR region during the scanning cycle. The latter is
then provided to the detection module 152 for carrying out the operation 1139 described
above for detecting the location of the target in the FOR based on the thus obtained
image frame of the FOR.

Once the target is detected, the system 100 proceeds to the tracking phase 1200,
which is illustrated in Fig. 2B. In the tracking phase the controller repeatedly carries
out the following operations which are illustrated in Fig. 2B for tracking the target.

In operation 1210 the controller 150 obtains the data indicative of detected target
location, and optionally, in operation 1215 the steering controller 159 utilizes that data
for operating the steering controllers of the platform to steer and direct the platform
towards the target.

To this end, in order to navigate (maneuver) the platform to the target, the
steering controller may include a closed loop controller adapted to operate based on the
processed FOR frame images for the steering modules so as to minimize variations
between the identities of pixels illuminated by light returning from the target in
successive images, thereby minimizing angular velocity of the platform relative to the
target and thus directing the platform to the target.

While tracking the target the controller 150, and more specifically the imaging
mode control module 157, repeatedly operates to carry out operation 1220 to obtain
FOR frame data indicative of image(s) of the entire FOR at a FCT T (in either scanning
or snapshot mode). Initially, at least at the beginning of the tracking phase, the FOR
frame data is obtained via the scanning imaging mode. In this case operations 1132,
1135 and 1139 described above, and optionally their sub operations, may be carried out
to track and locate the target in the scanning imaging mode. Typically when initiating
the tracking stage, the FOR is reduced as compared to the FOR of the detection stage
and the field of view of the illumination L-FOV is in the order of but may be only
somewhat smaller than the FOR.



WO 2019/053707 PCT/IL2018/050988

10

15

20

25

30

-29.

Generally, as will be described in more detail below, at some stage the imaging
mode control module 157 may change the imaging mode to snapshot mode. In this case
the imaging mode control module 157 operates the beam shaper as follows. The
asymmetrical beam shaper 132.2 adjusts the cross section of the beam to a spot like
beam (i.e. having the aspect ratio AR in the order of 1:1). The global beam shaper 132.1
may be adjusted (in case needed) such that the illumination FOVs, L-FOV overlap with
the entire FOR (whereby the imaging FOV, I-FOV, may also be adjusted at this stage,
or it is set a-priori, to also cover the entire FOR). Accordingly the imaging module is
operated to grab a single image capturing the entire FOR, at each FOR frame duration T
whereby the integration time t of the image is set to about t~T. The FOR image obtained
by the imaging module 120 at each FOR frame imaging cycle, is then optionally
provided to the FOR frame image processor 151, which may be adapted to carry out
operation 1139 on the single image of the FOR. Particularly the snapshot mitigator
module 151.1 operates for segmenting the image to the segment showing the entire
FOR being illuminated (the target indicative image segment) and segments outside the
FOR (the clutter indicative image segment). The target indicative image segment is then
provided to the target detection module for detecting the location of the target in the
FOR, and the clutter indicative image segment may be provided, as indicated above, to
the Noise Estimator 153 for estimating the global level of noise/clutter.

During the tracking (e.g. at each FOR frame imaging cycle or otherwise from
time to time, for instance every several cycles), the controller 150 carries out operation
1230 to repeatedly monitor parameters of the tracked target appearing in the FOR frame
image/data, and to accordingly adjust one or more of the tracking parameters such as the
FOR, the I-FOV, the L-FOV, the FCT (T), the exposure time T and/or the imaging mode
(be it scanning or snapshot mode). In the following the term frame rate (FR) is used to
designate the rate 1/T at which FOR frames are acquired (by either scanning or snapshot
modes).

Optionally the controller 150 carries out operation 1231 to determine/estimate
the target's SNR. For example the controller 150 processes the pixels in which the target
appears in the recent (e.g. last) one or more FOR frames, to determine the SNR by
which the target was detected. For example determining the extent to which the
intensity of these pixels is above the global noise/clutter value, and how

significant/reliable the detection is considering for example the standard-
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deviation/volatility of the noise (temporally and/or spatial) based on such parameters
which are possibly determined by the noise estimate (e.g. considering the clutter
imaging segments obtained during one or more cycles). It should be noted that the
target's SNR, T-SNR, should be maintained above a certain SNR threshold SNR-TH, in
order to assure reliable detection and tracking, but yet, in case of high SNR's well above
the threshold, the tracking agility may be increased (e.g. increasing the frame rate 1/T at
the expense of somewhat reducing the SNR, as long as it is maintained above the
threshold).

Also, optionally the controller 150 carries out operation 1232 to
determine/estimate the target's angular velocity relative to the platform (to the system
100). For example the controller 150 may process the locations (coordinates) within the
FOR in which the target appears at respective recent (e.g. last) two or more FOR
frames, to determine the lateral (e.g. vertical and/or horizontal) velocity of the target in
the FOR relative to the platform, which is associated with the target's relative angular
velocity. It should be noted that for higher angular velocities a larger FOR solid angle is
required for reliable tracking of the target to ensure the target is not lost out of the FOR
frames. Typically the closer the target .the higher its angulate velocity relative to the
platform may be, and thus a larger FOR solid angle is required, herein after designated
R-FOR.

To this end, in optional operation 1234 the controller 150 (e.g. the FOR control
module 155) optionally adjusts the FOR extent of the system to the required R-FOR
(which is determined based on the monitored angular velocity and SNR), in order to
reliably keep track of the target. This may be performed by adjusting the beam shaping
module, and or the scanning module to cover the required FOR during the capturing of
each FOR frame (during each duration T of the FOR frame grabbing cycle (in snapshot
or scanning modes).

In this connection, it should be understood that for the given frame rate T, and
given imaging mode (scanning or snapshot), the SNR drops when expanding the FOR,
and increases when setting the FOR to smaller extents. Therefore, once determining the
required solid angle of the FOR, R-FOR, the expected target's SNR, E-SNR, being the
SNR by which the target is expected to be detected in the next FOR frames may be

estimated by the controller 150
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Accordingly, in operation 1233 the controller 150 (e.g. the frame rate control
module 156) may optionally adjust the frame Rate FR = 1/T based on the monitored
angular velocity and SNR of the target in the preceding FOR frames, as those are
determined in operations 1231 and 1232 above

This generally yields better agility (i.e. higher frame rates) as the targets
approaches/becomes closer to the system. This is because although the target's angular
velocity and therefor also the required FOR solid angle may increase, as the target
approaches, also the amount of the returning radiation form the target is increased by a
factor of R*. Accordingly, utilizing this technique, a more agile tracking is dynamically
adjusted as the target approaches, thereby enabling improved tracking of fast moving
targets.

Optionally, in operation 1235, the controller 150 (e.g. the Imaging mode control
module 157) operates for selecting the illumination and imaging mode based on the
monitored angular velocity and SNR. In this regards, the imaging mode control module
157 may determine for example whether to continue operation in scanning mode or to
initiate operation in the snapshot mode, depending on the angular velocity and the SNR.
In case the expected SNR from the target is sufficiently high (e.g. well above the
threshold), while the target is moving at high angular velocity (which may be the case
when the target is relatively in close proximity), the imaging mode control module 157
may switch to snapshot mode, which though it is associated with somewhat lower SNR
than scanning mode, is less affected/not affected by rolling shutter artifacts that are
associated with scanning.

Nonetheless, according to some embodiments, in cases where the expected SNR
does not yet permit to operate in the snapshot mode, the imaging mode control module
157 mitigates/reduces the rolling shutter artifacts, by carrying out optional operation
1236 to properly adjust the scanning scheme for mitigating such artifacts. For instance
in cases where 1D scanning is involved, imaging mode control module determines the
direction of the targets angular velocity in the FOR and preferably adjusts the 1D
scanning direction (the scanning axis) to be about perpendicular to the direction of the
targets angular velocity such that rolling shutter effects are reduced/suppressed from the
FOR frame. This may be achieved by operation the beam shaping module to align
clongated scanning beam in about the direction of the angular velocity while operating

the gimbal assembly of the scanning module to scan in the perpendicular direction.
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Such adjustment is possible in embodiments of the system which include a rotation
actuator connectable to the scanning module (to the gimbal) 140 and/or to the
asymmetrical bema shaping module 130.2, for changing their orientation about the
longitudinal axis of the optical path.

Once adjusting the above mentioned parameters the controller 140 continues to
carries out operation 1240 for repeatedly operating the system for acquiring the next
FOR frame(s) in the selected imaging and illumination mode and frame rate and FOR
extent. In operation 1250, the controller 150 further processes the next FOR frames to
identify target, and continue operation 1200 until target is reached or until instructed
otherwise.

Fig. 3 exemplifies the secker system whose operation is controllably switchable
from the one dimensional scanning mode to snapshot mode when the target becomes
closer to the system. As shown in the figure, the light source (laser device) 110
produces a light beam of a certain fixed beam shape, which propagates along an optical
path and interacts with a beam shaper resulting in an output light beam with a desired
cross-section according to the operational mode of the system. In the scanning mode
CS-MOD-I, the beam has an elongated cross-section extending along a certain lateral
axis traverse to the output optical path for illuminating a certain field of view; and in the
snapshot mode CS-MOD-II, the beam has the spot-shape to cover the FOR. In the
scanning mode, the beam shaper 130 operates to shape the light beam such that the field
of view of the elongated output light beam has a line shape with an lateral aspect ratio,
e.g. of the order of 40 (e.g. the aspect ratio may be within the range is 10-50 and the
angular extent of the beam with respect to its wide axis may be within the range of 1 to
10 milirad), between the wide and narrow lateral dimensions of the elongated light
beam. The optical path scanning module performs one dimensional scanning of many
cycles such that in each cycle, the direction of the output optical path is deflected to
scan a certain angular extent/segment about the scan axis so as to swipe the light beam
to illuminate the FOR of a scanning frame being illuminated and imaged at each one
dimensional scanning cycle. The scan axis is a lateral axis travers to the output optical
path, and may be horizontal, vertical or axis of rotation; the scan axis is not orthogonal
to the certain lateral axis, and may for example be parallel to the certain lateral axis.

For this purpose, as described above, the control system 150 performs a

monitoring stage for monitoring the field of regard in search for the target by receiving
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a sequence of images captured by the imaging system during cach one dimensional
scanning cycle and processing these images to determine whether a target illuminated
by the light beam is detected by one or more pixels, by capturing on the one or more
pixels returning light of the light beam being reflected/scattered from the target.

To this end, the controller 150 is preprogrammed with a certain predetermined
signal to noise ratio (SNR) threshold, to determine whether a light intensity captured by
the pixels exceeds this threshold. The intensity of the returned light is reflected/scattered
from the target and captured by the one or more pixels is proportional to T /R* (R is the
distance between the imaging module and the target; T is the exposure time of each one
of the M frames.

The controller 150 operates to dynamically reduce the time duration T of the one
dimensional scanning cycles, so as to improve the tracking agility, as the distance R of
the target becomes shorter. By this, the frame rate 1/T of the scanning frames scanned
during the one dimensional scanning cycles is optimized. This may be achieved by
actually reducing (dynamically adjusting) the exposure times of the images captured
during the scanning). The distance R can be estimated by applying previous
measurements of the target position and velocity (done with other systems such as
Radar or IR sensors) to a target state vector prediction model, and measuring the
interceptor own position. As also described above, the imaging system may include a
one dimensional photodetector array and configured to image the field of view of the
clongated output light beam on the one dimensional photodetector array. Alternatively,
the imaging system may include a two dimensional photodetector array, and configured
to image the field of view illuminated by the elongated output light beam onto a subset
of pixels (SS in Figs. 4A and 4B) of the two dimensional photodetector array. In this
case, a spectral line filter can be used in this specific subset to reduce a noise level. A
false alarm processor may also be used to process the images captured by the two
dimensional photodetector array to determine false detection of a target by comparing
parameters of light intensity captured by this subset of pixels to corresponding noise
related parameters associated with the light intensity measured by other pixels of the
two dimensional photodetector array. The noise related parameters include: background
constant level and slope, and/or size of structures, and/or comparison with previous

images, clutters etc.
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Figs. 4A and 4B illustrate the FOV of the imaging module in two different
scanning times, respectively. In the figures, the large rectangle represents the total FOV
I-FOV; the large dashed ellipse is the entire seeking area FOR. The small elongated
dark ellipse is the illumination beam of the scamning mode cross-section CS-MOD-1
which defines the small seeking area. The small rectangle (SS) around the small secking
area marks the detection region of interest, which is the smallest area on the detector (up
to some margin from the small seeking area) where detection signal is possible. Target
detection form other regions on the FOV is impossible, since the laser never illuminates
other regions of the FOV (the illuminator and imaging module are fixed). As explained
above, this small rectangle means fewer false alarm detections and less data to analyze.
To further decrease the background noise during detection, a narrow spectral filter,
which fits the illuminator wavelength, can be installed on this small rectangle. Such a
filter reduced residual background noise (stray light, stars etc.) without affecting the
target signal.

Fig. 4A shows the case when the entire seeking area is at the total FOV center,
and the small seeking area is a horizontal slice at the entire seeking area center. The
situation to which Fig. 4B corresponds is reached at a later scanning stage, after the
gimbal scanned upward. At this stage the small secking arca is a narrow slice at the
entire seeking area top region. Again, the detection ROI (8S) is placed at the same
position on the detector.

It should be noted that, in general, the gimbal unit aims the payload to the
relevant direction and stabilizes its LOS. In the present invention, the gimbal is also
used for scanning. If the gimbal has more than one degree of freedom, other scanning
options are possible. In this connection, reference is made to Figs. SA-5C. Fig. 5A
illustrates the case when the entire elongated seeking area is rotated with respect to the
reference frame of the imaging module. Single Up/Down scanning, in the reference
frame, would not scan the entire seeking area. To this end, as shown in Fig. 5B, a
gimbal can be used with a rotation degree of freedom (with respect to the reference
frame), and after it an Up/Down degree of freedom (it should be noted that the rotation
can be done by the interceptor as well). Fig. 5C shows a simultaneous use of the
Up/Down and Left/Right degrees of freedom which allows scanning the entire seeking
area, although it is misaligned with the reference frame. The scanning directions/axes

are marked with dashed diagonal lines.
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Thus, the optical path scanning module may include a gimbal rotatable about the
scan axis to provide the angular deflection of the direction of the output optical path.
The gimbal may include an actuation module for rotating about the scan axis. The
imaging module may be mounted on the gimbal. The illumination module and the
imaging module may both be mounted on the movable gimbal.

Generally, the imaging module may be external to the gimbal and have a fixed
imaging optical path relative thereto. In this case, the optical assembly includes one or
more imaging optical elements arranged on the gimbal and directing light arriving from
the output optical path to propagate along the fixed imaging optical path for imaging by
the imaging module. Similarly, the illumination module may be external to the gimbal
and have a fixed light projection optical path along which the light beam emanates from
the illumination module. In this case, the optical assembly includes one or more light
directing optical elements arranged on the gimbal for directing the light beam arriving
from the fixed light projection optical path to propagate along the output optical path.

The scanning module may include scanning optical deflector(s) to provide the
angular deflection of the direction of the output optical path. To this end, MEMs
steering mitror(s) may be used.

It should also be noted that illumination module may be configured with a fixed
light projection optical path along which the light beam emanates from the illumination
module; and/or the imaging module may be configured with a fixed imaging optical
path. Accordingly, the optical module includes optical element(s) for directing light
from the projection optical path to propagate along the output optical path defined by
the scanning optical deflector(s); and/or for directing light arriving from the output
optical path defined by the scanning optical deflector(s) to propagate along the imaging
optical path.

As described above, the control system 150 performs a monitoring stage to
determine whether the target illuminated by the light beam is detected by pixel(s) in the
sequence of images. The control system 150 may be further configured to initiate, upon
detection of the target, a target tracking stage for steering the platform carrying the
system towards the target. During the target tracking stage, the control system 150
operates to halt the operation of the one dimensional scanning, such that the output light
beam is directed towards forwards directions continuously so that the target is

illuminated continuously during this stage. Also, the control system operates the beam
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shaping module to form the output light beam as a tracking light beam by adjusting the
cross-section of the output light beam such that a lateral aspect ratio of the cross section
of the output light beam is of the order of 1, and expanding the solid angle of FOV of
the output light beam. To this end, the beam shaping module includes optical element(s)
configured and operable for adjusting a lateral aspect ratio of the output light beam, and
an adjustable beam expander for expanding the FOV of the light beam.

The control system may be configured for processing the images captured by the
imaging module during the target tracking stage, to estimate the number of pixels
illuminated by light returning from the target, and, upon identifying that this number of
pixels exceeds a predetermine threshold, operating the beam expander module to
expand the FOV.

As described above, the control system may include a steering controller 159
connectable to the steering modules of the platform for operating the steering modules
for steering the platform towards the target. To this end, the steering controller includes
a closed loop controller which processes the images acquired by the imaging module
and operates the steering modules so as to minimize variations between the intensities
of pixels illuminated by light returning from the target in successive images. thereby
minimizing angular velocity of the platform relative to the target and directing the

platform to the target.
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CLAIMS:

1. An active seeker system comprising:
an illumination module configured and operable for generating a light
beam for propagation along an output optical path of the system;
an imaging module operable for imaging light in the spectral regime of
the light beam arriving from said output optical path;
an optical assembly comprising a beam shaper adapted for shaping said
light beam to form an output light beam with an elongated cross-section
extending along a certain lateral axis traverse to said output optical path for
illuminating a certain field of view; and
an optical path scanning module configured and operable for angularly
deflecting a direction of said output optical path about a scan axis to perform a
one dimensional scanning cycle by swiping the field of view of the elongated
output light beam to cover a field of regard (FOR).
2. The system of claim 1 wherein said beam shaper is configured and operable for
shaping said light beam such that the field of view of the elongated output light beam
has a line shape with an lateral aspect ratio of the order of 40 between the wide and
narrow lateral dimensions of said elongated light beam.
3. The system of claim 1 or 2 wherein said elongated output light beam extends to
cover a first lateral dimension of said FOR and the optical path scanning module is
configured and operable for carrying out said one dimensional scanning cycle by
deflecting the direction of said output optical path to scan a certain angular extent about
said scan axis so as to swipe said light beam to cover a second dimension of the FOR
being imaged in the one dimensional scanning cycle.
4. The system of any one of the preceding claims comprising a control system
connectable to said imaging system and configured and operable for monitoring said
field of regard in search for the target by receiving a sequence of images captured by
said imaging system during the one dimensional scanning cycle, and processing said
images for detecting the target illuminated by said light beam; said detecting comprises
determining whether returning light of said light beam being reflected/scattered from
said target is captured by one or more pixels of at least one image in said sequence of

images.
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5. The system of claim 4 wherein the control system is configured and operable
for determining said one or more pixels by determining whether a light intensity
captured by said pixels exceeds a certain predetermined signal to noise ratio (SNR)
threshold.

6. The system of claim 4 or 5 wherein intensity of the returned light being
reflected/scattered from the target and captured by said one or more pixels in the at least
one image is a function of t and 1/R, whereby R is a distance between the imaging
module and the target, and T is exposure time of the at least one image; and wherein said
controller is adapted to estimate change in the distance R of the target during said
scanning, and to utilize said change in the distance to dynamically adjust exposure times
T's of said images to thereby reduce total time T of said scanning cycle while optimizing
SNR of said target detection to be above a predetermined threshold.

7. The system of claim 5 or 6 wherein intensity of the returned light being scattered
from the target and captured by said one or more pixels in the sequence of images is
proportional to T/(R**Q) whereby R is a distance between the imaging module and the
target, Q is the solid angle of a total field of regard (FOR) covered by the scanning
cycle, and T is time duration of the scanning cycle; and wherein said controller is
adapted to carry out a plurality of scanning cycles for tracking the target, while
dynamically adjusting at least one of the time durations T of the scanning cycles and the
solid angles Q of the FOR being scanned in said scanning cycles.

8. The system of claim 7 wherein during tracking of said target, said controller is
adapted to dynamically reduce the time duration T of the scanning cycles as said
distance R of the target becomes shorter thereby dynamically optimizing frame rate 1/T
of the FOR frames scanned during the one dimensional scanning cycles respectively.

9. The system of claim 7 or 8 wherein said controller is adapted to determine an
angular velocity of the target during tracking of said target and dynamically adjust the
solid angle Q of the FOR covered by one or more scanning cycles to thereby optimize
agility of said tracking.

10. The system of any one of the preceding claims wherein the imaging system
comprises a one dimensional photodetector array and wherein the imaging system is
configured to image the field of view of said elongated output light beam on said one

dimensional photodetector array.
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11. The system of any one of claims 1 to 9 wherein the imaging system comprises a
two dimensional photodetector array.

12. The system of claim 11 wherein the imaging system is configured with a field of
view larger than a field of view of said illumination module to thereby image the field
of view illuminated by the elongated output light beam onto a subset of pixels of the
two dimensional photodetector array.

13. The system of claim 12 comprising a false alarm processor adapted to process
images captured by the two dimensional photodetector array to determine false
detection of a target by comparing parameters of light intensity captured by said subset
of pixels to corresponding noise related parameters associated with light intensity
measured by other pixels of the two dimensional photodetector array.

14. The system of claim 13 wherein the noise related parameters are estimated
utilizing one or more of the following: average background clutter level and slope
associated with standard deviation of said clutter, estimated size of structures in said
images, and comparison between said images.

15. The system of any one of the preceding claims wherein said scan axis is a lateral
axis travers to said output optical path.

16. The system of claim 15 wherein said scan axis is not orthogonal to said certain
lateral axis.

17. The system of claim 16 wherein said scan axis is parallel to said certain lateral
axis.

18. The system of any one of the preceding claims wherein said optical path
scanning module comprises a gimbal rotatable about said scan axis configured and
operable for carrying out said angularly deflecting of the direction of the output optical
path.

19. The system of claim 18 wherein said gimbal comprises an actuation module for
rotating about said scan axis.

20. The system of any one of claims 18 or 19 wherein said imaging module is
mounted on said gimbal.

21. The system of any one of claims 18 or 19 wherein said imaging module is
external to said gimbal and has a fixed imaging optical path relative thereto, and
wherein the optical assembly comprises one or more imaging optical elements arranged

on said gimbal and configured and operable for directing light arriving from said output
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optical path to propagate along said fixed imaging optical path for imaging by said
imaging module.

22, The system of any one of claims 15 to 20 wherein said illumination module is
mounted on said gimbal.

23. The system of any one of claims 15 to 20 wherein said illumination module is
external to said gimbal and has a fixed light projection optical path along which said
light beam emanates from the illumination module, and wherein the optical assembly
comprises one or more light directing optical elements arranged on said gimbal and
configured and operable for directing said light beam arriving from said fixed light
projection optical path to propagate along said output optical path.

24, The system of any one of claims 1 to 18 wherein said optical path scanning
module comprises one or more scanning optical deflectors configured and operable for
carrying out said angularly deflecting of the direction of the output optical path.

25. The system of claim 24 wherein said one or more scanning optical deflectors
comprise at least one MEMs steering mirror.

26. The system of claim 24 or 25 wherein said illumination module has a fixed light
projection optical path along which said light beam emanates from the illumination
module; and wherein said optical module comprises one or more optical elements for
directing light from said projection optical path to propagate along the output optical
path defined by said one or more scanning optical deflectors.

27. The system of any one of claims 24 to 26 wherein said imaging module has a
fixed imaging optical path for imaging light arriving therealong; and wherein said
optical module comprises one or more optical elements for directing light arriving from
the output optical path defined by said one or more scanning optical deflectors and to
propagate along said imaging optical path for imaging by said imaging module.

28. The system of claim 4 wherein upon detection of said target the control system
is configured and operable for initiating a target tracking stage for steering a platform
carrying said system towards the target.

29, The system of claim 25 wherein during said target tracking stage the control
system halts operation of said one dimensional scanning and initiates a snapshot
operational mode in which the output light beam is directed towards forwards directions
for continuously illuminating the target , and operates said beam shaping module to

adjust the cross-section of said output light beam such that a lateral aspect ratio of the
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cross section of said output light beam is of the order of 1, within the range of 1 to 2,
and expanding solid angle of the field of view of said output light beam so as to cover
an angular extent of said target.
30. The system of claim 28 or 29 wherein said beam shaping module comprises
optical elements configured and operable for adjusting a lateral aspect ratio of the
output light beam.
31. The system of any one of claims 28 to 30 wherein said beam shaping module
comprises an adjustable beam expander configured and operable for expanding the field
of view of said light beam.
32. The system of claim 31 wherein during said target tracking stage the control
system processes images captured by said imaging module to estimate the number of
pixels illuminated by light returning from said target and upon determining that said
number of pixels exceeds a predetermined threshold, operates said beam expander
module to expand said field of view of the light beam and the imaging assembly.
33. The system of any one of claims 28 to 33 wherein the control system comprises
a steering controller connectable to steering modules of said platform and configured
and operable for operation said steering modules for steering said platform towards the
target.
34. The system of claim 33 wherein a steering controller comprises a closed loop
controller adapted for processing the images acquired by said imaging module and
operating said steering modules so as to minimize variations between the identities of
pixels illuminated by light returning from said target in successive images, thereby
minimizing angular velocity of the platform relative to the target and directing the
platform to the target.
35. An active seeker system comprising:

an illumination module configured and operable for generating an illumination
beam for propagation along an output optical path of the system;

an optical assembly comprising a beam shaper adapted adjusting a field of view
(FOV) solid angle of said light beam to form an output light beam with said adjusted
FOV propagating along the output optical path of the system;

an imaging module operable for imaging light in the spectral regime of the light

beam arriving from a certain FOV about said output optical path;
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an optical path scanning module configured and operable for angularly
deflecting a direction of said output optical path about a scan axis to perform one or
more scanning cycles; and

a control system configured and operable for operating said optical assembly,
said imaging module and said optical path scanning module for monitoring a field of
regard (FOR) for detection and tracking of a target; whereby said monitoring comprises:
carrying out a target detection stage for detecting said target within a predetermined
FOR, wherein sad target detection stage comprises:

(i) setting said FOR to first extent;
(ii) Operating said optical assembly to adjusting said FOV of the
light beam to extent smaller than said FOR;
(iii) Operating said scanning module and said imaging system in a
scanning imaging mode to obtain a FOR frame image data by
scanning the FOR with said illumination beam and capturing a
plurality of images of different sections of said FOR; and
(iv) Processing said plurality of images to identify therein image
pixels indicative of the target; thereby detection the target;
and upon detecting said target carrying out a target tracking stage for tracking said
target.

36. The system of claim 35 wherein in (iii) the control system is configured
and operable to dynamically adjust exposure times of said plurality of images during the
capturing of the plurality of images to thercby optimize a time required for said
detection of the target.

37. The system of claim 36 wherein said exposure times are adjusted based
on an estimated distance of the target during said detection stage;

38. The system of any one of claims 35 to 37 wherein carrying out said
tracking stage comprises sequentially capturing a plurality of FOR frames image data
indicative of the FOR, and processing each FOR frame image data of the FOR frames
image data to identify the target therein; and wherein said controller is adapted to
dynamically adjust at least one of the following parameters of said capturing of one or
more of the FOR frames image data during said tracking:

(1) A solid angle extent of the FOR being captured in each FOR

frame image data;
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(ii) Frame rate 1/T for said sequential capturing of the FOR frame
image data;
(iii) A selected imaging mode for capturing the FOR frame image
data whereby said selected imaging mode, being selected as one
5 of a scanning imaging mode and a snapshot imaging mode.

39. The system of claim 38 wherein the solid angle extent of the FOR of
capturing a certain FOR frame image data is adjusted based on an estimated angular
velocity of the target appearing in preceding FOR frames image data.

40. The system of claim 38 or 39 wherein the Frame rate 1/T for capturing a

10 certain FOR frame image data is adjusted based on an estimated SNR of the target in
preceding FOR frames image data.

41. The system of claim 38 or 39 wherein the selected imaging mode for
capturing a certain FOR frame image data is adjusted based on an estimated distance of
the target.

15



WO 2019/053707

PCT/IL2018/050988

1/4
100
130 - Bearn Shaper LB 11
MMMMMMM Module 1|
110 - iHumination 130.2 1 1304 ¢ 1303 4 140 - Optical
“““““ o : path Scanning
120 - imaging Module ;___.t_: R\; Module
X \ X %
150 — Controf Unit \
MG
Fig. 1A
150 — Control Unit

! ] P ¥ :
152 - Target 154 ~Target 155-FOR ; =
Detection B Proximity/Angular B control . R ! :
H

; felocity Estimae . :
Module Velocity Estimator module imaging | | 159 E
T ‘L' mode | platform ;
151 ~FOR-Frame Image processor 156 controf | ! Steering !
153 " R module | Eoeoe
1.1~ - TR ol
.15_._,_._ 1‘*’:]2 Noise Contror : :
Snapshot Scanning Estimator ' R :
mitigator mitigator module : i
] ;

& i
- : P TTT L T
110 120 - imaging 130 - Beam 140 - Optical path {160 - Platform
- Module Shaper Scanning Module ! Steering Control
H
le e o o o o

Fig

1B

[RRp R —_ |



WO 2019/053707

PCT/IL2018/050988

2/4

1000 - Method for detection and Tradking of Target

150 - Control Unit

1110 - Receive Input Data indicative of course location of the target

1117 - Estimate distance R and Closing Velocity V. to target

1120 - Set FOR to Large Extent for Searching the target (3~ 25e-6
steradian

1130 — Optimize SNR for detection of the possibly remote target within

the FOR to Large Extent FOR

1132 - Set Hlumination and Imaging mode to Scanning mode

1132.2 —- Adjust illumination beam FOV - L-FOV {d} to be much
smaller than the FOR{O: ®<< O

1132.4 — Adjust illumination beam aspect ratio to elongated for
carrying out 1D scanning over the FOR.

s.__...m_...m_...m_...m_...m_...m_...m_...m_...m_...m_...m_...m_...m_...m_...‘f b
o e oo OO R EX OO EE R DO R KX GO XE KX GO R KK OO X KX OO XN KX OO X KX OO XE KX OO XN KX OO X EX 00 XE EX oo R : -
: 1132.6 — Adjust imaging FOV ~ |-FOV to he larger than the :
} illumination beam FOV L-FOV in order to enable clutter noise ‘
E astimation :
L o e e o o o 2 o 2 e s o o o 7 2 7 e o
1135 — Operate Optical path scanning module to scan the FOR
“‘-t“'
1137 ~ Grab M images during the scanning cycle to obtain image
data indicative of the entire FOR
re

1137.4 dynamically adjust exposure time 1 of the different ones of
the M images according to the expected SNR to thereby optimize
FOR capture time duration {FCTY.

1138 — Process one or more of M images to identify radiation
reflected/scattered from the target and determine target location

1135.2 - Optionally utilize the I-FOV image regions which are
cutside the L-FOV of the illumination to assess noise/clutter value
and thereby improve the SNR of target detection in the image
parts that overlap the L-FOV of the illumination

140 - Optical path Scanning Module

imaging Module

120~

Fig. 2A



WO 2019/053707 PCT/IL2018/050988

3i4
1000 - Method for detection and Tracking of Target {Continued)

150 - Contral Unit L gD
N 1210 - Obtain Data indicative of detected target location E : § %J :
\ uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu | ES
"""""""""""""""""""""""""""""""""""""""""""""" k! ! .= g
\ 1215 ~ Steering platform to target il é % ;
______________________________________________ i b & ot
1220 — Repeatedly obtain frame data indicative of image(s) of the T ?
\ entire FOR at a frame rate 1/T {in either scanning or snapshot mode) _—
1230 - Repeatedly monitor Tracked Target Parameters in the frame ~_°_’3
data and adjust one or more Tracking parameters to optimize targets 2
; SNR and tracking agility i
B e Em e i bg_n
; 1231 — Maonitor targets SNR : g
::::::::::::.’.’::::::::::::::::::::::::::::::::: C;
: 1232 — Monitor targets angular velocity E N
£ an i n a e n e e n A e A e A A e An v e AR A e AR A AR A e A A W A A e e A e e A e e e ¥
T T e 1 i
: 1233 - Optionally - adjust Frame Rate 1/7 based on the 2
% . ! monitored angular velocity and SNR— in order to maintain SNR ;
\§ ; ahove thrashold level, while optimizing tracking agility. ; % o
§§\ T I i ;‘?
%{\ E 1234 ~ Opticnally - adjust FOR Extent based on the monitored ;] Ly % v
%: : angular velocity and SNR ~ in order to maintain SNR above :
\&\1 : threshold level, while keeping track of the target. ;
N E:;'.’Z:;'.’ZZ;'.’Z:;'.’Z:;'.’Z:;'.’ZZ;'.’Z:;'.’ZZ;'.’ZZiZ:iZZiZZiZZiZ:f @
: 1235 - Optionally — selecting illumination and imaging mode ; %
E based on the monitored angular velocity and SNR: E i i
E Selecting between scanning mode and snapshot mode, in order E %
o optimize SNR while mitigating rolling shutter effects associated ! §
; with scanning mode; ; £
© e mr o o 1 o o o o o o 2 o e o 2 A o 7 £ o o o R e e o o o t iy
ettt ettt ettt ettt £ led
E 1236 — Optionally in case aperation in 1D scanning mode — : 5 i;-f
I utilizing direction of the targets angular velocity~ to adjust the 1D | Q
| scanning direction such that rolling shutter effects are reduced | g
E {2.g. minimized) ; -
B sn mm i mm s s mm mm s mm mm s mn R s R s e R (e R s n e s n i e KR G n KR SR mm KR GRs R Rm G R R £
1240 - Operating to acquire the next FOR frame(s} in the selected
imaging and illumination mode and frame rate and FOR extent
1250 — Process the next FOR frames to identify target, and continue \\\\\\\\\t\\\\\
operation 1200 unti] target is reached or until instructed otherwise. /§§\\\\\\\\\\\\\\\\\

Fig. 2B



WO 2019/053707 PCT/IL2018/050988
4{4
4 AR~ 40
110 - Laser i 130 - Beam Shaper
<€ AR™1
Fig. 3
ROV
!
5,

Fig. 4A

aj

Fig. 5



INTERNATIONAL SEARCH REPORT

International application No.

PCT/IL2018/050988

Al CLASSIFICATION OF SUBJECT MATTER
IPC (2018.01) F41G 7/22, GO1S 17/42, GO1S 7/48

According to International Patent Classification (IPC) or to both national classification and [PC

B. FIELDS SEARCHED

IPC (2018.01) F41G 7/22, GO1S 17/00, GO1S 7/00, GOSD 1/00

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documertation to the extent that such docwments are inchuded in the fields searched

Databases consulted: Derwent Innovation, Orbit

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Categorv* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim Neo.

X US 2003090647 A1 ISOGAI EMIKO ; SUGWARA RYOICHI ; DENSO CORPORATION 1-5,10,11,15-28,33,
15 May 2003 (2003/05/15) 34
The whole document

Y The whole document 12-14

X US 2007216878 A1 OMRON CORPORATION 1-5,10,11,15-28,30,
20 Sep 2007 (2007/09/20) 31,33-35
The whole document

Y The whole document 12-14

Y US 7940377 B1 SANDIA CORPORATION 12-14
10 May 2011 (2011/05/10)
column 4 lines 38-45, fig.3

TFurther documents are listed in the continuation of Box €.

See patent family annex.

* Special categorics of cited documents:
A” document defining the general state of the art which is not considered
1o be of particular relevance

«p»  earlier application or patent but published on or after the

international filing date

document which may throw doubits on priotity claim(s) or which is

cited fo establish the publication date of another citation or other

special reason {as specified)

“0” document referring to an oral disclosure, use, exhibition or other
means

«“p”  document published prior to the international filing date but later
than the priority date claimed

P

“T7  later document published after the international {i
date and not in conflict with the application but ci
the principle or theory underlying the invention

ing date or priority
d to understand

“X” document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

“Y” document of particular relevance; the claimed invention cannot be
considered {o involve an inventive sicp when the document is
conmbined with one or more other such documents, such combination
being obvious 1o a person skilled ia the art

“&” document member of the same patent family

Date of the actual completion of the international search

Date of mailing of the infemational search report

Technology Park, Bldg.5, Malcha, Jerusalem, 9695101, Israel
Facsimile No. 972-2-5651616

18 Dec 2018 20 Dec 2018
Name and mailing address of the [SA: Authorized officer
Israel Patent Office LITINETSKY Dimitry

Telephone No.

Form PCT/ISA/210 {second sheet) {Jannary 2615)




PCT/IL2018/050988

C (Continnation). DOCUMENTS CONSIDERED TO BE RELEVANT

04 Aug 2016 (2016/08/04)
The whole document

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
A WO 2013012474 A2 RAYTHEON COMPANY ; TAYLOR, BYRON B ; RINKER, 1-41
ROBERT ; LYNCH, TED ; STEIN ROBERT
24 Jan 2013 (2013/01/24)
The whole document
A WO 03067276 A2 BAE SYSTEMS INFORMATION?, DEFLUMERE MICHAEL E 1-41
14 Aug 2003 (2003/08/14)
The whole document
A WO 2016121688 A1 HITACHI CONSTRUCTION MACHINERY 1-41

Form PCT/ISA/210 (continuation of second sheet) (January 2015)




INTERNATIONAL SEARCH REPORT

. ) International application No.
[nformation on patent family members & apphict

PCT/IL2018/050988
Patent docug;g;tcned search Publication date Patent family member(s) Publication Date
US 2003090647 Al 15 May 2003 US 2003090647 Al 15 May 2003
US 6671037 B2 30 Dec 2003
JP 2003149338 A 21 May 2003
US 2007216878 Al 20 Sep 2007 US 2007216878 Al 20 Sep 2007
EP 1835302 A2 19 Sep 2007
EP 1835302 A3 02 Sep 2009
EP 1835304 A2 19 Sep 2007
JP 2007248225 A 27 Sep 2007
JP 2007279017 A 25 Oct 2007
US 2007222678 Al 27 Sep 2007
US 7476846 B2 13 Jan 2009
US 7940377 Bl 10 May 2011 US 7940377 Bl 10 May 2011
WO 2013012474 A2 24 Jan 2013 WO 2013012474 A2 24 Jan 2013
WO 2013012474 A3 22 May 2014
EP 2735143 A2 28 May 2014
US 2013021474 Al 24 Jan 2013
WO 03067276 A2 14 Aug 2003 WO 03067276 A2 14 Aug 2003
WO 03067276 A3 08 Jan 2004
AU 2003207799 Al 02 Sep 2003
AU 2003207799 A8 02 Sep 2003
EP 1472505 A2 03 Nov 2004
EP 1472505 A4 01 Dec 2010
US 2004021852 Al 05 Feb 2004
US 6741341 B2 25 May 2004
WO 2016121688 Al 04 Aug 2016 WO 2016121688 Al 04 Aug 2016
JP 2018054290 A 05 Apr 2018

Form PCT/ISA/210 (patent family annex) (Jamary 2615)



INTERNATIONAL SEARCH REPORT
[nformation on patent family members

International application No.

PCT/IL2018/050988

Patent document cited search
report

Publication date

Patent family member(s) Publication Date

Form PCT/ISA/210 (patent family annex) (Jamary 2615)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - claims
	Page 40 - claims
	Page 41 - claims
	Page 42 - claims
	Page 43 - claims
	Page 44 - claims
	Page 45 - claims
	Page 46 - drawings
	Page 47 - drawings
	Page 48 - drawings
	Page 49 - drawings
	Page 50 - wo-search-report
	Page 51 - wo-search-report
	Page 52 - wo-search-report
	Page 53 - wo-search-report

