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RADIO RESOURCE MANAGEMENT IN Other principal features and advantages of the invention 
LARGE WIRELESS NETWORKS will become apparent to those skilled in the art upon review 

of the following drawings , the detailed description , and the 
CROSS - REFERENCE TO RELATED appended claims . 

APPLICATIONS 
BRIEF DESCRIPTION OF THE DRAWINGS 

The present application claims a priority benefit to U.S. 
Provisional Patent App . No. 62 / 461,441 filed on Feb. 21 , Illustrative embodiments of the invention will hereafter be 
2017 , the entire disclosure of which is incorporated herein described with reference to the accompanying drawings , 

10 wherein like numerals denote like elements . by reference . FIG . 1 depicts a high - level architecture of a system in 
BACKGROUND accordance with an illustrative embodiment . 

FIG . 2 is a flow diagram depicting operations performed 
Recent years have witnessed an explosion of mobile data by the system 100 in accordance with an illustrative embodi 

15 ment . traffic due to proliferation of smart terminals ( e.g. , smart FIG . 3 is a high level flow diagram illustrating operations phones and tablet personal computers ) and increasing use of 
mobile applications . It is predicted that global mobile data performed by the pattern - pursuit algorithm in accordance 

with an illustrative embodiment . 
traffic will increase eightfold between 2015 and 2020. Wire FIG . 4 depicts all patterns of a 3 AP , 2 UE network in less operators are investing heavily in infrastructure , includ- 20 accordance with an illustrative embodiment . 
ing increasingly denser deployment of access points ( APs ) FIG . 5 depicts a toy network example with 3 APs and 2 
to improve cellular coverage and capacity for homes and UEs in accordance with an illustrative embodiment . 
businesses in urban , suburban , as well as rural areas . FIG . 6 is a table depicting parameters compliant with the 

LTE standard in accordance with an illustrative embodi 
SUMMARY 

FIG . 7 is a comparison of results of the present scheme 
An illustrative system for allocating resources in a com with baseline schemes in accordance with an illustrative 

munication network includes a plurality of access points and embodiment . 
a central controller having a transceiver and a processor . FIG . 8 is a diagram depicting the average packet delay 
Each of the plurality of access points is configured to 30 versus packet arrival rate in accordance with an illustrative 
identify its traffic information and channel information , and embodiment . 
transmit the identified traffic information and the channel FIG . 9A depicts a deployment and user association for a 
information to the central controller . The central controller is large network in accordance with an illustrative embodi 
configured to receive the traffic information and the channel ment . 
information from each of the plurality of access points and FIG . 9B is a topology graph corresponding to the marked 
to determine resource allocation recommendations based at area in FIG . 9A in accordance with an illustrative embodi 

ment . least in part on the received traffic information and the 
received channel information . The resource allocation rec FIG . 9C is an allocation graph corresponding to the 
ommendations are determined on a timescale measured in marked area in FIG . 9A in accordance with an illustrative 

40 embodiment . seconds , and each resource allocation recommendation is FIG . 10 is a graph that compares the actual average packet specific to a given access point . The central controller is also delay of the proposed allocation scheme with the baseline configured to transmit the resource allocation recommenda schemes in accordance with an illustrative embodiment . tions to the plurality of access points . Each of the plurality 
of access points is configured to allocate a resource based on DETAILED DESCRIPTION 
the resource allocation recommendations and on local net 
work information . Described herein are a system and method that enable 

A method for allocating resources in a communication joint optimization of radio resource allocation in an unprec 
network includes receiving , by a transceiver of a central edented scale . Simulations described below demonstrate the 
controller , traffic information and channel information from 50 efficiency and effectiveness of the new technology in a 
each of a plurality of access points . The method also network consisting of a thousand or more access points and 
includes determining , by a processor of the central control several thousand user equipments ( UEs ) . 
ler , resource allocation recommendations based at least in With increasing number of smart terminals and widening 
part on the received traffic information and the received use of mobile Internet applications , there has been an 
channel information . Determining the resource allocation 55 explosion of mobile traffic in commercial networks . To 
recommendations includes updating a candidate pattern set , support the tremendous growth of data traffic , a dense 
where the candidate pattern set includes all possible pat deployment of access points ( APs ) or small cells over a large 
terns , and where a pattern comprises a subset of the plurality area has been considered as a promising candidate for future 
of access points . Determining the resource allocation rec 5G networks . The flexible multi - tier architecture can better 
ommendations also includes identifying one or more pat- 60 match highly dynamic traffic demands of UEs to possible 
terns from the candidate pattern set that are to receive one or serving APs . Due to irregularities of network topology and 
more resources . Determining the resource allocation recom sophisticated interference conditions , efficient spectrum 
mendations further includes determining whether an opti allocation and user association becomes extremely crucial 
mality gap associated with the resource allocation recom for harnessing the full power of the infrastructure . 
mendations is below a threshold . The method further 65 There have been many studies of resource management in 
includes transmitting , by the transceiver , the resource allo cellular networks . In one study , a dynamic fractional fre 
cation recommendations to the plurality of access points . quency reuse scheme was proposed to combat the inter 

35 

45 
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sector interference . In another study , a heuristic greedy large geographical area ( hundreds of square kilometers or 
search was proposed for user association . In other studies , a more ) to fully coordinate their physical resource allocations . 
utility maximization framework and pricing - based associa To address this , described herein are systems and methods 
tion methods were proposed . The association problem has for large - scale joint optimization of radio resource manage 
also been jointly considered with resource allocation . How- 5 ment that can be scaled to a thousand APs / cells or more . The 
ever , in general , these studies give sub - optimal solutions technology is based on a dual - timescale optimization frame either by solving a non - convex optimization problem for a work for spectrum allocation , user association , power con small network or by running a distributed algorithm for a trol , and link scheduling . On a relatively slow timescale large network , which is far from optimal . 

To address resource management challenges , the inven- 10 and channel state information from all APs and periodically ( e.g. , seconds or minutes ) , a central controller collects traffic 
tors have derived an equivalent reformulation of the funda sends resource allocation instructions / recommendations to mental resource allocation and user association problem the scheduler of each AP in the network . On a fast timescale from the viewpoints of UEs . Such user - centric reformulation 
captures the fact that each UE's performance depends only ( e.g. , milliseconds ) , each AP exchanges local information 
on the interference pattern of no more than a constant 15 ( such as queue lengths and channel state information ) with 
number of APs in the UE's neighborhood . This allows a neighboring APs and schedules links and physical resource 
low - complexity reformulation of the global problem , which blocks ( PRBs ) based on the instructions / recommendations 
reduces the total number of variables from exponential to from the central controller as well as information collected 
quadratic in the number of UEs . Specifically , described from the other APs . 
herein is a pattern pursuit algorithm and proof that it can 20 This subject matter described herein is well matched to 
yield a solution within any given gap from the global any resource pooling designs such as the cloud radio access 
optimum . The framework here applies to all concave utility network ( C - RAN ) . Both resource allocation and link sched 
functions . uling problems are formulated as tractable optimization 

The goal of the present subject matter is to allocate problems which can be solved efficiently at the central 
resources in a metropolitan area network consisting of a very 25 controller over slow timescale and at each AP over fast 
large number of APs . The total overhead for a network timescale , respectively . Moreover , as discussed in more 
controller to perform the proposed resource allocation detail below , the solution obtained by the central controller 
scheme is quite small since the timescale of resource adap is mathematically guaranteed to be within any given toler 
tation is considered to be once every few seconds or min ance to the optimal allocation . The systems and methods of 
utes . For example , the rate for sending 30,000 parameters 30 the present subject matter offer two allocation schemes for 
( 16 bits each ) every minute is only 8 kilobits per second selection , which are referred to as conservative allocation 
( kbps ) . To validate the performance of the proposed scheme , and adaptive allocation . The adaptive allocation scheme 
packet - level simulations are carried out . It has been dem performs moderately better with additional computational 
onstrated that the proposed solution for networks with 1000 complexity . 
APs or more and 2500 UEs or more . It is observed that the 35 Typically , in a modern wireless communications system , 
proposed scheme significantly outperforms other conven such as a Third Generation Partnership Project ( 3GPP ) Long 
tional schemes , and that the performance is within a 7 % gap Term Evolution ( LTE ) compliant communications system , a 
from ( an upper bound of ) the globally optimal utility in a number of cells or evolved NodeBs ( NB ) ( also commonly 
typical scenario . referred to as NodeBs , base stations , base terminal stations , 
Due to its simplicity , distributed AP - centric resource 40 communications controllers , network controllers , control 

management has been the dominant design principle in the lers , APs , and so on ) may be arranged into a cluster of cells , 
first generation ( 16 ) through the fourth generation ( 4G ) with each cell having one or multiple transmit antennas . 
cellular networks . Basically , each AP optimizes its perfor Additionally , each cell or eNB may be serving a number of 
mance metrics independently with little or no direct input users ( also commonly referred to as User Equipments ( UEs ) , 
from other APs . In most cases , APs / cells are carefully placed 45 wireless devices , mobile stations , users , subscribers , termi 
and configured so that mutual interference can be tolerated . nals , and so forth ) based on a priority metric , such as 
However , with denser deployment of APs , it becomes fairness , proportional fairness , round robin , and the like , 
increasingly harder to place them at the most desirable over a period of time . It is noted that the terms cell , AP , and 
locations due to leasing constraints and other geographical eNB are often used interchangeably . For consistency herein , 
constraints . Such dense deployment causes the traffic varia- 50 the network is assumed to consist of a number of APs and 
tions in smaller cells to be much more pronounced , leading a number of UEs . 
to more complex interference conditions . As a result , denser FIG . 1 depicts a high - level architecture of a system 100 in 
AP deployment alone does not lead to increased total accordance with an illustrative embodiment . The system 100 
network capacity . It is therefore crucial for nearby APs to in FIG . 1 includes three AP clusters 105 , 110 , and 115 , each 
coordinate allocations of all radio resources , especially radio 55 of which includes a plurality of APs . It is to be understood 
spectrum and power , so that mutual interference is effec that , in practice , each system will include a large number of 
tively managed . AP clusters and that the use of only the three AP clusters 

Several coordinated resource management techniques 105 , 110 , and 115 is for illustration purposes . Similarly , each 
have been developed in long term evolution ( LTE ) and of the AP clusters may include a large number of individual 
LTE - Advanced ( LTE - A ) standards . These include inter - cell 60 APs . As depicted in FIG . 1 , there is some overlap in the 
interference coordination ( ICIC ) , enhanced ICIC ( eICIC ) , coverage areas of the various AP clusters such that some APs 
and further enhanced ICIC ( felCIC ) . In particular , eICIC lets appear in multiple clusters . The individual APs in each of the 
an AP use almost blank subframes ( ABS ) to mitigate inter AP clusters communicate with a central controller 120 by 
ference to neighboring cells . The coordination is accom way of a core network 125. The central controller 120 can 
plished through communication between neighboring APs . 65 be any computing system , and includes at least a processor 
However , to date there has been no practical design that 121 , a memory 122 , and a transceiver 123 for exchanging 

enables a large number of APs in a network covering a very information . 
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The individual APs in each of the AP clusters measure the The systems described herein are suitable for implemen 
traffic and channel state information and interference con tation in any existing centralized solution ( typically in a 
ditions for itself and / or its neighbors , and transmit the small cluster ) , e.g. , a C - RAN . Since the central controller 
information to the central controller 120 periodically . The collects information on a slow timescale ( once every a few 
APs may also measure quality of service ( QoS ) information , 5 seconds / minutes ) , which is much slower than the channel 
a number of UEs being served , signal - to - noise ratios , link coherence time , the average channel conditions can be 
usage , and any other network - related information for pro accurately measured . In addition , the slow timescale also 
vision to the central controller 120. In each period , the allows ample time for channel state information exchange / 
central controller 120 collects the information from all APs feedback and joint optimization of resource allocations in 
as the input , computes the most desirable resource alloca- 10 every period . In the meantime , since each AP only has to 
tions according to predetermined optimal criteria , and dis exchange queue length and channel state information with 
tributes the corresponding allocation instructions / recom neighboring APs , the overhead of exchanging information 

on a fast timescale is insignificant in each individual cell . mendations to the APs . The predetermined optimal criteria The systems described herein can be implemented in a can be Qos , signal - to - noise ratio , and / or any other metric 15 very large wireless network consisting of hundreds or thou pertaining to network performance . In an illustrative sands of APs , which may include many APs and C - RANs as embodiment , only instructions / recommendations pertaining sub - networks . A single central controller collects informa 
to a given AP are sent to that AP . This periodic process is tion from all or a large subset of the APs and computes 
typically carried out on a relatively slow timescale ( e.g. , efficient allocation instructions / recommendations for all or a 
seconds ) in order to accommodate the latency in information 20 subset of the APs . In a regional or nation - wide network , one 
gathering and computation time . or a few such central controllers may be deployed in each 

The information exchange between the individuals APs metropolitan area . 
can be realized through direct links between APs , which are On the slow timescale , the task of the central controller is 
often referred to as backhauls . The information exchange to determine which resource segments ( e.g. , frequency / time 
between the individual APs and the network controller 120 25 resources ) to allocate to each AP , and subsequently , which 
is the core network 125 , which can also be referred to as a sub - segments to allocate to specific UEs associated with that 
backbone network , which is a wireline network . The aggre AP . The goal is usually to maximize some long - term net 
gate data rate of such exchanges is very small compared to work utility such as QoS . The technology is broadly appli 
the capacity of the backhaul and backbone networks . cable to arbitrary number of heterogeneous APs over an 
On a fast timescale , each AP exchanges queue length and 30 arbitrary geographical area over arbitrary heterogeneous 

channel state information with neighboring APs and sched frequency bands ( which may or may not be contiguous ) 
ules links based on the exchanged information and on the using arbitrary heterogeneous physical layer signaling . The 
recommended allocations from the central controller 120 in technology applies to both the uplink and downlink trans 
order to maximize the utilities of all its neighboring APs . missions in a network . For concreteness and clarity , the 
The utility of each AP can be general including the sum rate , 35 present description often uses a generic downlink transmis 
minimum UE service rate ( max - min fairness ) , and sum sion setting with several homogenous APs and homoge 
log - rate ( proportional fairness ) . In an illustrative embodi neous UEs using identical signaling over a single homoge 
ment , the APs do not rely solely on the recommendations neous frequency band . 
from the central controller 120 because of the inherent The notion of a pattern is important to resource allocation 
latency involved in receiving the recommendations . 40 in an interference environment . A pattern refers to a subset 

FIG . 2 is a flow diagram depicting operations performed of APs . In a network of n APs , there are 2 " distinct patterns , 
by the system 100 in accordance with an illustrative embodi including an empty one . A resource is considered to be 
ment . In alternative embodiments , fewer , additional , and / or allocated to a pattern if only APs in that pattern are allowed 
different operations may be performed . Additionally , the use to use / share the resource . An allocation of resources to all 
of a flow diagram is not intended to be limiting with respect 45 APs can be thought of as dividing the resources into 2 " 
to the order of operations performed . The operations per different pieces with various sizes , with each piece allocated 
formed in block 200 are slow timescale operations per to one pattern . In practice , it oftentimes occurs that all but a 
formed at the central controller , and operations performed in small number of patterns are allocated zero resources . 
block 205 are fast timescale operations performed at an Since each pattern corresponds to the set of transmitters in 
individual AP . In an operation 210 , the central controller 50 the downlink , it determines the interference condition in the 
receives traffic and channel information from all APs . In an network , which implies the efficiency of each AP - UE link . 
operation 215 , the central controller computes allocation The central controller should select the best ones out of all 
schemes for all APs based on the received information . In an 2 " patterns along with the corresponding amounts of 
operation 220 , the central controller sends allocation rec resources that maximize the network utility of interest . The 
ommendations to all APs . 55 spectrum allocation and user association problem at the 

In an operation 225 , the AP exchanges queue length and central controller side can be formulated as a convex opti 
channel information with its neighboring APs such that the mization problem with more than 2 ” variables ( formulation 
APs can use this information in determining whether to P1 below ) , which is computationally prohibitive in a large 
implement a recommendation received from the central network with thousands of APs . As opposed to such direct 
controller . In an operation 230 , the AP sends its traffic and 60 optimization formulation , introduced herein is a computa 
channel information to the central controller . In an operation tionally feasible problem formulation ( see P2 below ) . Basi 
235 , the AP receives an allocation recommendation from the cally , the total number of variables and constraints in P2 
central controller . In an operation 240 , the AP schedules increases only linearly with the number of UEs . The number 
links that maximize local network utility . In an illustrative of AP's that can serve a UE is assumed to be upper bounded 
embodiment , the AP schedules the links based on both the 65 by a constant , which is always the case in practice . 
recommendation from the central controller and on the The tractable formulation P2 is obtained based in part on 
locally exchanged information from neighboring APs . the fact that a UE can only be served by one or multiple APs 
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from a subset of a small number of APs near the UE ( defined AP as a n instruction or recommendation to its scheduler . 
as candidate APs ) . This is due to rapid signal attenuation Since each AP only interferes with its neighboring APs , the 
over distance , which is referred to as path loss and means instructions and / or recommendations to each AP may only 
that only a small number of APs are within range of that UE . include the allocation information for that AP and its neigh 
It suffices for each UE to only consider its candidate APs . 5 boring APs , with very small information exchange overhead . 
Meanwhile , it is sufficient for each AP to only consider The aforementioned allocation scheme is called conser 
resource allocation among APs that may interfere with its vative allocation in the sense that all the APs in a specific 
associated UEs . The tractable formulation P2 uses only local pattern are assumed to be always interfering with each other . 
variables defined in neighborhoods of UEs while maintain The advantage of the conservative allocation is that there is 
ing the consistency of allocations between overlapping 10 no need for the scheduler ( or whichever unit that performs 
neighborhoods . rate adaptation ) to know the state of the other APs included 

The tractable formulation P2 can be applied to general in the pattern . However , the conservative rate is a lower 
large networks consisting of different kinds of APs trans bound on the actual rate because the interference is overes 
mitting power at different power levels . The formulation timated . Therefore , to seek a better analytic solution , an 
exploits the hidden sparse structure of the UE - AP associa- 15 adaptive allocation scheme is also introduced , which better 
tion . It also helps reduce the overhead of transmitting models the interaction among APs . 
recommended patterns to each AP since each AP only has to The main idea of the adaptive allocation is the adoption of 
receive good local patterns that exclude information about the notion of an active set instead of assuming all APs in a 
other APs that are far away from it . pattern are always interfering with each other . An active set 

The tractable formulation P2 is a nonlinear mixed - integer 20 is a set of APs that actually transmit signals . In a stable 
optimization problem . Discussed in more detail below is a interactive queueing system , each active set appears for a 
pattern - pursuit algorithm , described as Algorithm 1 , for fraction of time ( in other words , with certain probability ) . 
solving the optimization problem at the central controller . It Therefore , the queueing behavior of each UE is averaged 
is a first - order optimization algorithm . In each iteration , the over all possible active sets . An iterative algorithm alter 
algorithm considers a linear approximation of the objective 25 nately updates the allocation variables and utilization vari 
function , and moves towards the maximizer of this linear ables are proposed to yield an adaptive allocation . For 
function ( taken over the same domain ) , which identifies a implementation , one may choose either the conservative 
candidate allocation pattern . The spectrum allocation solu allocation scheme or the adaptive allocation scheme , or a 
tion is chosen from all candidate patterns . Since the central combination of the two in some form . 
controller is solving a binary linear programming in each 30 On a fast timescale , each AP schedules link transmissions 
iteration , due to the sparsity structure of the constraints , it following the instructions / recommendations received from 
can be solved quickly using standard algorithms based on the central controller . The link / packet scheduling problem at 
branch and cut . Mo ver , thanks to the convexity of the the AP side is formulated as an optimization problem . The 
utility function , the optimality gap can be computed in each inputs include the instantaneous queue lengths , the channel 
iteration as well . Hence , the algorithm can be terminated 35 state information of all links within its neighborhood , and 
when the optimality gap is below a preset threshold . The the instructions / recommendations from the central control 
resource allocation problem can be solved efficiently and ler . At each time slot , each AP selects a local pattern to 
near - optimally at the central controller on a slow timescale . maximize some local network utility . One embodiment is to 

FIG . 3 is a high level flow diagram illustrating operations use the patterns from the central controller as the set of 
performed by the pattern - pursuit algorithm in accordance 40 feasible patterns , and select one or a few local patterns with 
with an illustrative embodiment . In alternative embodi the best match to the instructions / recommendations . 
ments , fewer , additional , and / or different operations may be It is noted that that the formulated optimization problem 
performed . Additionally , the use of a flow diagram is not of link scheduling is similar to P1 . The differences include : 
intended to be limiting with respect to the order of opera ( 1 ) The objective function is the weighted sum rate with the 
tions performed . In an operation 300 , the pattern - pursuit 45 weight being the queue length of each link ; and ( 2 ) The 
algorithm is initialized by the central controller . In an optimization problem aims to choose one optimal pattern 
operation 305 , a linear approximation of the objective func from the recommended patterns sent from the central con 
tion is optimized . In an operation 310 , a candidate pattern set troller . The formulated optimization problem is a linear 
is updated . Resources are allocated by choosing patterns programming with finite feasible region , which can be 
from the candidate pattern set in an operation 315. In an 50 solved by enumerating all recommended patterns on a fast 
operation 320 , a determination is made regarding whether timescale . 
the optimality gap is below a predetermined threshold . If it Detailed Discussion of the Algorithm 
is determined that the optimality gap is not below the The discussion below considers the downlink of a net 
threshold , the process reverts again to operation 305 and work consisting of n APs and k UEs . A network controller 
continues the process until the optimality gap is below the 55 is informed of the intensity of independent homogeneous 
threshold . If it is determined that the optimality gap is below Poisson traffic intended for every UE . The central controller 
the threshold , the pattern - pursuit algorithm is terminated in also receives sufficiently accurate reports of channel / inter 
an operation 325 . ference information from all the APs . The resource alloca 

The pattern - pursuit algorithm described herein fits the tion is performed on a slow timescale , e.g. , once every a few 
system structure because one recommended ( or good ) pat- 60 seconds or minutes , which makes information exchange 
tern is found at each iteration . Therefore , the central con ( channel state information feedback ) and joint resource 
troller can keep sending recommended patterns to all APs allocation viable at the central controller . In addition , since 
after each iteration . Moreover , this also facilitates the updat the period of slow - timescale resource allocation is much 
ing process within each AP . longer than the channel coherence time , the average channel 
Once the central controller obtains the near - optimal solu- 65 conditions can be accurately modeled and measured using 

tion ( i.e. , some recommended patterns and their correspond path loss and the statistics of small scale fading . The 
ing weights ) , it sends these recommended patterns to each frequency resources are assumed to be homogeneous on a 
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slow timescale . Given spectrum resource of bandwidth W 
Hertz ( Hz ) , the task of the central controller is to determine win ; SYA , VACN , IE A. Eq . 2 
which spectrum segment ( s ) to allocate to each AP - UE link 
in order to maximize the long - term network utility . 

The set of AP indexes is denoted by N = { 1 ,. 
the set of UE indexes is denoted by K = { 1 , ... , k } . Arbitrary As Wi-- 4 is only defined for iEA , the result is exactly 
association is allowed such that each AP can simultaneously kn2n - 1 such variables . Although the y variables specify the 
serve any subset of UEs and each UE can be simultaneously pattern bandwidths only , they directly imply a physical 
served by any subset of APs . Furthermore , flexible resource allocation as depicted in FIG . 4 , which depicts all patterns of 
allocation is allowed in that each AP - UE link can use an 10 a 3 AP , 2 UE network in accordance with an illustrative 
arbitrary ( possibly discontinuous ) parts of the transmission embodiment . The allocations to the 2 UEs are revealed 

under pattern ( 1 , 3 ) . Finer allocation to AP - UE links is then spectrum . 
A key aspect of total spectrum agility is the notion of the straightforward . As illustrated in FIG . 4 , a physical spectrum 

pattern , which as discussed above , refers to a subset of APs allocation can be easily assembled from the set of w vari 
( i.e. , a subset of transmitters ) . A resource is said to be ables satisfying Eq . 1 and Eq . 2. Also , UE j is associated to 

AP i if and only if Wij reserved for pattern A if the resource is to be shared by 4 > 0 for some pattern A with iEA . 
transmitters in A. As discussed herein , resources can refer to For simplicity , it is assumed that each AP applies a flat 
frequency resources . However , the present system and power spectral density ( PSD ) over the allocated spectrum . 
method can be generalized to time , frequency , and / or other 20 The spectral efficiency of link i- > j over pattern A is denoted 
resources such as spatial resources . In the downlink , a by Si- > 4. It suffices to define s ; A only for IEA as Si– » 

not used with i & A in problem formulations . To preempt any pattern A is a subset of N , and APs in A are allowed 
simultaneous access to the quency bands reserved for concern , the following relation is used : 
pattern A. The pattern uniquely determines the interference S ; -- ; 4 = 0 , VIEMA . condition and henceforth also the efficiency of every AP - UE 25 Eq . 3 

link under the pattern . There are 2 " distinct patterns in total , Usually , the exclusive spectrum has higher spectral effi 
including the empty one . Because the spectrum is regarded ciency than shared spectrum . In general , si - » ; 428 ; - ; if 
as homogeneous on the timescale of interest , the spectrum EACB . The spectral efficiency si can either be calcu 
allocation problem can be formulated as how to divide the lated based on path loss and other impairments or be 
spectrum among all 2 " patterns . As an example illustrated in 30 measured over time . For concreteness in obtaining numeri 
FIG . 4 , if there are three APs the spectrum can be divided cal results , Shannon's formula is used for the link efficien 
into 23-1 = 7 segments . One segment is used by AP 1 cies : 
exclusively ( the pattern is { 1 } ) , a second is used by AP 2 
exclusively ( the pattern is { 2 } ) , a third is used by AP 3 
exclusively ( the pattern is { 3 } ) , and the remaining four 35 
segments include three shared by the pairs of APs ( the 1 ( i e Allog2 / 1 + packets / s , 

not P181 ; patterns are { 1,2 } , { 2,3 } , and { 1,3 } , respectively ) , as well as 
one segment shared by all three APs ( the pattern is { 1,2,3 } ) . 

The notion of the pattern is related to the concept of an independent set defined in the special case where the net- 40 where L is the average packet length in bits , p ; is the transmit 
work is described by a weighted / unweighted conflict graph . PSD of AP i , n , is the noise PSD , Li > ; is the gain of link i- > j 
In a conflict graph , since adjacent links cannot succeed which captures the effects of path loss and shadowing , 
simultaneously , it suffices to schedule only patterns corre EXEA : l + iP181 is the interference received from other APs 
sponding to independent sets . The classical problem is to operating over the same pattern A , and the indicator function 
find independent sets of links that maximize the network 45 is defined as 
utility . It is assumed herein that nearby links cause soft 
interference rather than hard conflict . The solution space 
therefore consists of all 2 " patterns , and as shown below the if a holds Eq . 5 

1 ( a ) optimal solution consists of a very small subset of patterns . 
The allocation problem can be divided into the following 50 

two subproblems . The first allocation subproblem is to 
allocate bandwidths to all 2 " patterns , denoted by a 2 " -di The link efficiency is normalized using factor W / L so that 
mensional vector : y ( y4 ) Acn ; where y4E [ 0,1 ] is the frac the units of si-- 4 are packets / second . The service rate UE 
tion of bandwidth shared by APs in A. It follows that : j contributed by AP IEA over pattern A is si-- 4W ; -- ; 4. The 

55 total service rate of UE j denoted as r ; can be calculated by 
summing over all APs over all patterns as follows : 

Eq . 1 v4 = 1 . 
Eq . 6 r ; - AjWj 

An efficient allocation allocates no resource to the empty 
pattern , yielding y® - 0 . For every pattern ACN , every AP in 
A divides the spectrum reserved for A to serve all its The basic problem formulation is now described . The 
associated UEs using orthogonal spectrum segments , which fundamental problem is to maximize the long - term utility by 
is the second allocation subproblem . The bandwidth allo- 65 adapting the user association and multi - pattern resource 
cated to the link i- > j ( the link from AP ito UE j ) over pattern allocation . Collecting the constraints of Eqs . 1 , 2 , and 6 , PO 
A is dentoed as Wi- > 4. Consequently , is formulated as : 

W Pi8i j Eq . 4 
Alo8 : 1 LEA : lui 

0 if a does not hold . 

ACN 

60 ACN LEA 
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allocated to all links over all patterns , so shifting all 
POa : maximizer , w , yu ( r ) resources to a dominant pattern does not reduce the utility . 

A scalable model and algorithm are now described . There 
POb : subject to r ; = ; winj , VjEK are kn2 " -1 + 2 " + k variables in PO . PO can be solved using a 

5 standard convex optimization solver for networks with a 
POC : win ; syA , VACN , VIE A small number of APs . For a metropolitan area network 

consisting of hundreds or even thousands of APs , the space 
and time complexities of Po become prohibitive . By first 

POd : X = 1 , dividing the network into many small clusters , one may 
solve for allocation in each cluster separately by assuming 

Ple : W .; = 0 , V JEK , VACN , VIE A away the uncertainties about inter - cluster interference . How 
ever , because interference from outside a cluster can pen 

where u ( r ) is the network utility function , and y = ( 4 ) ACN etrate deeply into a cluster , such divide - and - conquer solu 
and w = ( W ;-) jEKASNica represent the bandwidth alloca- 15 tions suffer significant loss . It is also noted that any 
tions . The spectral efficiencies ( s ; _ \ ) ; EK , ACN , JEA are known distributed solution is necessarily myopic and hence suffers 
parameters . Because the rate vector r = [ r1 , ... , rk ] is a linear similar loss . Thus , the network is treated in its entirety to 
transformation of the allocation vector w through Pob , the develop a scalable , equivalent reformulation and an efficient 
utility can be expressed directly as a function of the alloca near - optimal method for solving the new optimization prob 
tions : u ( r ( w ) ) . 20 lem is provided . 

The PO is a convex optimization problem as long as u ( r ) In a large network with many APs , a UE can in general 
is concave in r . The sum rate , the minimum user service rate only be served by a small subset of nearby APs due to path 
( max - min fairness ) , and the sum log - rate ( proportional fair loss . For every jEK , let N , denote the set of APs whose 
ness ) are all concave utility functions . The focus herein is on received signal - to - noise ratios at UE j are above a certain 
the average ( negative ) packet delay as the network utility 25 threshold , i.e. , 
function : 

Pili 
Eq . 7 no 

30 

N ; = { i E NI } Eq . 10 
a ; u ( r ) = - ? ( r ; - 1 ; ) + ? JEK 

N ; is referred to as the neighborhood of UE j . UE j treats all 
APs outside N ; as stationary noise sources . This can be where h ; is the homogeneous Poisson packet arrival rate of 

UE j , and the extended real - valued function 1 / x * = 1 / x if > 0 arbitrarily precise as N , may be defined to include all APs 
and 1 / x + = + 00 if xs0 . It can be seen that 1 / x + is convex on 35 It is fair to assume the size of all neighborhoods are upper 

except those received by UE j at well below the noise level . 
( -00 , +00 ) . The choice of this utility function also assumes 
exponential packet length and a conservative rate . If rish ; bounded by a constant Co , i.e. , IN , Isco , VjEK . The choices 

of of and c , in the actual numerical examples are discussed the packet delay is infinite , the system becomes unstable . below . 
Theorem 1 : There exists an optimal solution to PO with at FIG . 5 depicts a toy network example with 3 APs and 2 most k active patterns , i.e. , the optimal solution satisfies : UEs in accordance with an illustrative embodiment . Here 

the neighborhood of UE 1 is { 1,2 } since AP 3 is far away I { A CN1y4 > 0 } \ sk . from UE 1 , making the received power from AP 3 below the 
In addition , if the coefficients si are drawn from a jointly threshold E. Similarly , the neighborhood of UE 2 is { 2,3 } . 
continuous distribution , then , with probability 1 , there are at Neighborhood N , can be thought of as a server of UE l's 
most n - 1 UEs served by multiple APs in every optimal traffic . The preceding assumptions imply that the efficiency 
solution to PO . That is , the optimal solution satisfies : of link i –- j can be nonzero only if IEN ,, and if so , it only 

depends on the activities of APs in the neighborhood of UE 
j . That is , 

I { j e K | there exist A1 , A2 CN , 11 e A1 , 12 € A2 Eq . 9 

40 

Eq . 8 
A 

1 45 

50 

that satisfy i? # iz and win - j , wiz ? » ; > 0 } | sn - 1 . ANN ; ( A N N ; ) SA_j = Sinj Eq . 11 

B Xi- > 
60 

The above Theorem 1 , which has been proven , guarantees 
that although the total number of patterns grows exponen- 55 for all jEK , AEN , and iEA . This is consistent with Eq . 3 . 
tially with the number of APs in the network , using a small For every jEK , all subsets of N , constitute the set of local 
number of patterns achieves the optimal performance . Fur patterns of UE j . A new set of allocation variables ( xi ) are 
thermore , it states that although we allow a UE to be served adopted , where for every jEK , X ; - > is only defined for 

BCN , and IEB . Here , by multiple APs , most UEs will be associated with only one denotes the bandwidth allocated 

AP in the optimal solution . to link i- > j under the local pattern B , which can be obtained 
Proposition 1 : If the utility function u ( r ( w ) ) is affine in w , 

then the maximum utility in PO can be attained by a single 
active pattern , where each AP serves only one UE . This Eq . 12 proposition is proven below . A simple example for an affine WWjVje K , B C Nj , ie B. 
utility function u ( r ( w ) ) is the weighted sum rate function . 65 ANN : ANN ; = B 
The above Proposition 1 admits a simple intuition : The 
utility is contributed by a weighted sum of the bandwidths 

as : 

B 
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That is , it is the sum bandwidth over all global patterns For the 1 - th segment , the variables ( Xi - > ; \ ; ' ) ; EK , JEA CN ; and 
that match B in the neighborhood of UE j . There are exactly ( d , 4 . ) ; EKA = N , represent the allocation of this segment from 

all UEs ' viewpoints . Here P1 b corresponds to Eq . 16. Plc 
implies that d , 4,1 is the indicator of local pattern A from UE 

5 j's viewpoint over the l - th segment , i.e. , d.4,1 = 1 if there exists 
IEN , such that Xiri • > 0 ; otherwise d , 4.1-0 . Pld constrains the consistency of allocation over each segment among all 
UEs . That is , Pld enforces the allocation of no more than such x variables . From the viewpoint of UE j , one pattern over segment 1 from every UE's viewpoint . ( % ;-) BCN , JEB describes how much bandwidth is allocated 

to all its associated links over all its local patterns . Using 10 Compared with PO which has O ( kn2 " ) variables , the number 
of variables in P1 is Eqs . 11 and 12 , the summation in Pob can be written as : 

\ N ; / 2lN ; 1-1 skco 200-1 A. JEK 

Eq . 13 ( IN ; 1 + 2 ) 2lW ; +4 + 2k = O ( k ? ) . Eq . 17 
r ; = E SA , w tej 15 JEK 

ANNIEK 

Eq . 14 -? ? . » . An Nie ANN ; 
Theorem 2 : PO and P1 are equivalent in the sense that they 

achieve the same utility with identical rate vector ( s ) . More 
Eq . 15 20 over , given the optimal solution to P1 , the patterns and 

bandwidths of the optimal solution to PO can be obtained as : ?? fins wiaj ? 
ANN : ANN ; = B BNN ; IEB 

Eq . 16 Eq . 18 
= ??? A1 = U U B , VIEL 

jEK BGN > 0 25 BON ; IEB 
Eq . 19 

B 

P2b 40 

P2c 

Pla 

45 Plb ??.? , ?? P2d 

? ; W ; - ; – X ; j ANNIVEL , VjEK , Vie Aq . 
In Eq . 16 , only local spectrum allocations Xin with 

IEBCN ; are used . Therefore , as substitutes of kn2n - 1 ( global ) ' w variables , at most co 200-1 = 0 ( 1 ) local x variables 30 Theorem 2 is proven below . The following result is a 
are involved in Eq . 16 for a given j . This is sufficient as the useful building block for an efficient algorithm for solving 
sum over BCN , and exhausts all patterns of APs that may P1 to arbitrary precision . 
serve UE j . Proposition 2 : Suppose that u ( r ( x ) ) is an affine function of 
As noted in the theorem above , there exists an optimal x . In terms of the maximum utility and the set of feasible ( x , 

solution to PO that activates at most k patterns . Therefore , 35 d ) , P1 is equivalent to P2 : 
the local allocation variables x should fit into k segments , 
where each segment represents the allocation of one pattern . 
The set of all segment indexes is denoted by L = { 1 , ... , k } . maximizez , d u ( r ( x ) ) P2a 
By introducing replicas of the x variables in the form of 
( x , - » / 4.1 ) ; EKEL , IEAEN ; there is obtained an equivalent refor subject to x , sd , VjEK , VACN ;, VIE A 
mulation of Po , referred to as P1 : 

d ? + ? de s 1 , V ZEK , VA EN ;, 
BcNm : 

maximize ,, x , d , hu ( r ) BON ; #AnNm 

Vme K : Nm n N ; = 0 , 
subject to r ; = 

s 1 , VIEN 
jek : ieN ; ACN ; 

Mis AV LEKVIEL , VACN ;, VIE A P2e d = { 0 , 1 } , V je K , VACN ; 
de ces 1 , VIEL , V je K , x ; E { 0 , 1 } , V je K , VACNj , ViEA . P2f 

BcNm : 
BNN ; #AnNm 

VACN ;, VmeK : Nmn N ; = 0 , The key point of Proposition 2 is that when the utility 
55 function u ( r ( x ) ) is affine in x , the optimal solution to P1 

E E * ; sh , VieN , VIEL activates only one pattern and each AP serves one UE that 
jEK : EN ; ACN ; : EA benefits the most , which yields a simplified formulation P2 

( there is no need for the replica index 1 ) . More importantly , Ws1 , P2 is a binary lineary program ( BLP ) with only O ( k ) 
60 variables . 

de { 0 , 1 ) , VIEL , VJEK , VACN ; Plg Although the mixed integer programming Pl has signifi 
cantly fewer variables than the original problem PO for a 

; 20 , VIEL , V ZEK , VACN ;, Vie A. large network , it is non - deterministic polynomial - time hard 
( NP - hard ) in general . It is at least as hard to compute the 

65 performance gap between an approximation of P1 and the 
In P1 , the spectrum is divided to k segments with band global optimal . The gap can , however , be upper bounded by 

widths h ' , ... , hk , each corresponding to a global pattern . optimizing an upper bound of the utility function . A prom 

IEL ACN ; LEA 1 ; 

Plc 

50 
Pld 

+ 

Pid 

Plf 
IEL 

A , Pih 
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ising technique is then to iteratively optimize local linear the entire spectrum . In each iteration , it identifies one best 
expansions of the concave utility function . In fact , because pattern as the maximizer of this linear function ( taken over 
the expansion in each step must be an affine upper bound , the same domain ) . Due to the Theorem 1 discussed above , 
each step becomes a linear program . it usually takes no more than k iterations to find the global 

For ease of notation , A is denoted as the feasible region 5 optimum . The algorithm is also efficient in that the Step 1 
in terms of x defined by P2b - P2f and v ( x ) = u ( r ( x ) ) denotes solves a BLP in the form of P2 . Althought BLP is NP the concave utility function . The Vv ( x ) is used to denote the complete in the worst case , many BLPs with sparse structure gradient of v . Specifically , if v ( ) is differentiable at x , can be solved efficiently . As observed from numerical 

results , Step 1 takes a fairly small amount of time . In 
particular , if a branch and bound / cut method is used , the Ov ( x ) Eq . 20 [ Vv ( x ) ] = VjEK , A CNj , i E A. BLP step can be terminated as soon as a sufficiently tight 
upper bound is reached . 

Additionally , Algorithm 1 has an optimality guarantee as 
If vo is not differentiable at x , Vv ( x ) is minus the stated in Theorem 3 : Suppose Eq . 11 holds . For every & > 0 , 

subgradient of the convex function -v ( ) . For every q , XEA , there exists a positive integer k such that v ( x ( k ) ) is at most 
it is noted that E away from the global optimum of PO . 

fq ( x ) = v ( q ) + ( vv ( ) x - 9 ) Theorem 3 is proven in that P1 is always re - optimized 
using more patterns than previous iterations , which results in where the inner product is defined in general as 20 non - decreasing series of the utility ( v ( x ) ) ) This 
series must converge due to boundedness of the utility 
function . Let x * denote the global optimal . By Eqs . 21 and 

( x , x ) = 4 ;. 23 , it follows that : 
jEK ACN ; LEA 

V ( x * ) - ( x ) s ( vv ( x ) * _ x0 ) . 
Due to its concavity , v ( ) must be upper bounded by its Therefore , when the condition for terminating the loop in 

linear expansion : Algorithm 1 is satisfied , the optimality gap v ( ** ) - v ( x ( K ) ) is 
guaranteed to be less than £ . 

v ( x ) = fa ( x ) , VxEA . To obtain numerical results , parameters compliant with 
Given a fixed feasible point q , one obtains an upper bound 30 the LTE standard were used . These parameters are depicted 

of the global maximum if u ( r ) is replaced in ( Pla ) by f ( x ) . in the table set forth as FIG . 6 in accordance with an 
Since f , is affine , the above proposition implies that a illustrative embodiment . The maximum number of potential 
unique pattern can be identified to maximize the affine associations of a user is set as co = 3 . The results for the actual 
approximation . Based on this observation , Algorithm 1 is packet delay are obtained using a packet - level simulator , 
proposed , which is an iterative pattern - pursuit algorithm for 35 which adapts the transmission time of each packet to the 
finding a solution within any given ? > 0 from the global instantaneous active APs that are transmitting . It is noted 
optimum . Algorithm 1 is as follows : that the delay of a packet includes its transmission time and 

Input : ? > 0 . its waiting time in the queue . The performance gain of the 
Output : x proposed allocation schemes were investigated by compar 
Initialization : t - 0 ; P < Ø ; pick an arbitrary pattern x ( ) . 40 ing them with the following baseline schemes : 1. Full 
Repeat spectrum - reuse + maximum reference signal receive power 
Step 1. Compute x and d which maximize ( Vv ( x ) ) , ( MaxRSRP ) : Every AP reuses all available spectrum and 

x ) subject to constraints ( P2b ) - ( P2f ) . every UE is associated to the strongest AP in terms of the 
Step 2. t - t + 1 . If d £ P , PPU { d } otherwise , add an received power . 2. Full - spectrum - reuse + optimal user asso 

arbitrary new pattern that is not in P. 45 ciation : Every AP reuses all available spectrum and user 
Step 3. Solve P1 by restricting to patterns in P and obtain association is optimized for the utility . 3. A coloring algo 

the optimal allocation solution x ( ) . rithm . 4. Optimal lower bound : The optimal lower bound of 
PO obtained through Algorithm 1 . until maximize , vi vv ( xx - XO ) . The performance of the proposed scheme was first con 

Algorithm 1 can be interpreted as a Frank - Wolfe type 50 sidered in medium - size networks , in which 100 APs and 200 
Algorithm ( also known as a conditional gradient algorithm ) . UEs were randomly dropped over a 1100x1100 m² area . The 
The main difference from a conventional algorithm is that average packet delay versus traffic intensity curves are 
instead of doing line search , Algorithm 1 finds one recom shown in FIG . 7 , which is a comparison with the baseline 
mended pattern in each iteration and re - optimizes P1 using schemes in accordance with an illustrative embodiment . As 
the set of recommended patterns identified so far . The 55 the average UE traffic increases to above 7.5 packets / second , 
recommended pattern set P grows after each iteration all three baseline schemes fail to support all the UEs . 
because either one recommended pattern is found or a Conversely , the proposed solution has significantly larger 
random new pattern is added . In the worst case , Algorithm throughput ( above 11 packets / second ) than the other 
1 takes no more than 2 ” steps to terminate , because when the schemes . The proposed solution also significantly reduces 
number of patterns in P reaches 2 " , xo ) must be globally 60 the delay especially in the high traffic regime . The reason is 
optimal , so that the condition to exit the loop must be met . that the proposed solution adapts to the traffic conditions 
As shown in the numerical example below with 1000 APs such that spectrum is more reused more aggressively in the 
and 2500 UEs , it takes only about 50 steps to achieve an low traffic regime , and spectrum use is more orthogonalized 
optimality gap of less than 7 % . to avoid mutual interference . Furthermore , the curve of the 

Algorithm 1 has several important features . The algorithm 65 lower bound of the optimum is quite close to the curve of the 
has recommended pattern pursuit since Algorithm 1 starts proposed scheme . This means the proposed solution is close 
with the full - spectrum - reuse pattern in which all APs occupy to the global optimum of PO . 
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The present system and method were also tested in a large regime . But the proposed scheme still achieves a quite larger 
network . Specifically , the proposed scheme was used to throughput ( 31 packets / second / UE ) than the other schemes . 
compute near - optimal allocation for a network consisting of Moreover , the delay is also significantly reduced by about 
1000 APs and 2500 UEs over a 4200x4200 m² area . Since 50 % in the high traffic regime . 
the coloring algorithm can not afford the computation in 5 Thus , the systems and methods described herein effec 
such large scale network , proposed scheme was compared tively address the joint user association and spectrum allo 
with the first two baseline schemes . cation problem in large networks over a slow timescale . A 

The average packet delay versus packet arrival rate are highly scalable reformulation of the network utility maxi 
shown in FIG . 8 in accordance with an illustrative embodi mization problem has been developed , and a pattern pursuit 
ment . In FIG . 8 , each dotted curve represents the average 10 algorithm is proposed which obtains near - optimal solution 
transmission time of the corresponding delay curve with with an optimality guarantee . As discussed above , the 
identical marker and color . The proposed solution has sig numerical results show substantial gains compared to all the 
nificantly larger throughput ( above 21 packets / second ) than other baseline schemes for networks with a large number of 
full - spectrum reuse with maxRSRP association ( 7 packets / access points . The proposed algorithm applies to any con 
second ) and full - spectrum reuse with optimal user associa- 15 cave utility functions such as sum rate , minimum user 
tion allocation ( 14 packets / second ) . The proposed solution service rate ( max - min fairness ) and sum log - rate ( propor 
also outperforms other schemes in delay especially in the tional fairness ) . 
high traffic regime . Furthermore , the proposed solution is Proof of Proposition 1 : 
near optimal with less than 7 % gap . Besides , compared with The affine utility function can be written as 
delay , the transmission time increases much more slowly 20 
with traffic load , indicating that the spectrum is efficiently 
allocated to mitigate interference among APs . u ( r ( w ) ) = d + ELE . ; wij The obtained spectrum allocation and user association at 
average per UE packet arrival rate of 20 packets / second is 
shown in FIGS . 9A - 9C . FIG . 9A depicts a deployment and 25 
user assoication for a large network in accordance with an for some constants d and ( ci - j4 ) . Then P0 can be rewritten 
illustrative embodiment . FIG . 9B is a topogology graph 
corresponding to the marked area in FIG . 9A in accordance 
with an illustrative embodiment . FIG . 9C is an allocation 
graph corresponding to the marked area in FIG . 9A in 30 maximize @ yA20 , LASNJA = 1 
accordance with an illustrative embodiment . As shown in 
FIG . 9A , the lines connecting each UE - AP pair indicate an maximize 4 : 20.Etek M , SA VJEK , YACN , 
association . FIG . 9B shows the user association for the 
marked area . The numbers above each UE represent the UE 
index and its traffic load , respectively . The number above 35 VieAL E EC.jw.oj + d . 
each AP represents the AP index . The spectrum allocation 
for the marked area is shown in FIG . 9C . The widths of the 
rectangles represent fractions of the entire spectrum of the Define j * ( 1 , A ) EK as a maximizer of ci- > 14 . It can be seen 
active patterns . The solid ones in each row are the spectrum that the solution to the inner problem in Eq . 26 is to let each 
segments that are used by the corresponding AP to serve the 40 AP serve the single UE with the largest weight for each 
UE whose index is marked on that spectrum segment . The pattern , i.e. , algorithm achieves topology aware frequency reuse for 
interference management , as well as an efficient traffic aware W ; - ; 4 = y41 ( j = j * ( i , A ) ) 
spectrum allocation . Specifically , strongly interfering links for ACN , IEA . Then Eq . 26 can be written as : ( e.g. , link 2-4 and link 3-5 ) are assigned different spec- 45 
trum segments , and the same spectrum segments are reused 
by two links that are far apart ( e.g. , link 10- > 25 and link maximize Eg . 28 
11 > 28 ) . Moreover , UEs with light traffic loads or UEs on € , 420 , L'Acq = 1 2 j40 , 4 ) 24 . 
the transmission edge of two APs ( e.g. , UE 5 ) are assigned 
less spectrum , and vice versa . 

To compare the theoretical delay with the actual delay , a Again , Eq . 28 can be solved by allocating all the resources 
packet - level simulator is used . The actual transmission rate to one pattern that has the largest weight , i.e. , letting y4 * = 1 
of a resource reserved for a pattern depends on the actual set where A * maximizes 
of busy APs , which is a subset of the pattern . FIG . 10 is a 
graph that compares the actual average packet delay of the 55 
proposed allocation scheme with the baseline schemes in julia ) 
accordance with an illustrative embodiment . In FIG . 10 , 
each dotted curve represents the average transmission time 
of the corresponding delay curve with in accordance with Proof of Theorem 1 : the legend . Compared with the theoretical results in FIG . 8 , 60 To all three schemes achieve larger throughput regions . That is Theorem 1 , two additional equivalent optimi prove 

zation problems are introduced as bridges between PO and because the service rate model of Eq . 6 is conservative , i.e. , 
an AP's transmission rate over any spectrum segment is the P1 . PO is equivalent to P4 : 
worst - case rate under the corresponding pattern , which is the 
achievable rate when all APs in the pattern are transmitting . 65 maximizer , w , y , hu ( r ) This also explains the fact that the proposed scheme is not 
as good as the second baseline scheme in the low traffic 
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It is first noted that the utility functions of P4 and P5 are 
identical . Also , constraints P4b , P4f , and P4g are identical to 
constraints P5b , P5f , and P5h . Next , it is proven that every 
maximum of P4 is also a maximum of P5 . 

Suppose ( r * , w * , y * , h * ) is a maximum of P4 . The variable 
z * is sought such that ( r * , w * , z * , h * ) is feasible for P5 . Fix 
IEL . Constraint P4e dictates that there is at most one active 
global pattern for every IEL . Namely , one can identify one 
A , * CN , such that y * B , 1 = 0 for every B + A , * . From con 
straints P4c and P4d , it can be seen that : 

5 P4c w sya ,, VACN , VIE A , VIEL 
jeK 

P4d valsh ' , VIEL 
ACN 

10 
P4e Elvallo 51 , VIEL 

ACN 

P4 n's 1 , ? Eq . 32 
Wi + ] 

JEL JEK 
15 

A , w % ; 0 , VIEL , V JE K , VIE A. P4g WIB = 0 , V BE AM . Eg . 33 

Eq . 34 

Eq . 35 

It is first shown that PO is equivalent to P4 with constraint 4,1 For every i , j , 1 , and A , let z * 4.1 = 0 if Wi- = 0 and 
P4e removed . To see this , it is recognized that the latter 20 otherwise . Then by Eqs . 32 and 33 , it can be seen that : 
problem basically splits the variables in the former into k 
constituents in identical form . The equivalence is then due to 
the concavity of the utility function . To be precise , without * A , 1 < 1 , P4e , if all variables with subscript lis set to 0 except for 1 = 1 , 
P4 reduces to PO . Thus P4 is a relaxation to PO . On the other 25 2181 = 0 , VBA hand , from any solution to P4 without constraint P4e , the 
variables of 1 = 1 , . , K can be combined to one feasible 
solution of PO . Hence the equivalence . It is apparent that these variables satisfy constraints P5c , 

It remains to show that the additional lo constraint P4e P5d , and P5g . For the remaining P5e , it can be seen that : 
does not change the optimal solution . As indicated above , PO 30 
has an optimal solution that activates at most k patterns by 
Theorem 1. If the k active patterns each correspond to a Eq . 36 
distinct subscript 1 in P4 , one obtains a feasible solution to ?? » ; = ? 
P4 that yields the same utility . Specifically , if the k active 
patterns found for PO are A ' , Ak CN , and the optimal 35 
w and y variables are ( W ; _ ^ ) ; EK , A SN , E4 and ( 74 ) Acn . Then Therefore , ( r * , w * , z * , h * ) is feasible for P5 . To show the 
the variables of P4 are constructed as follows : converse , it is shown that if ( r * , w * , z * , h * ) is a maximum 

Eq . 29 of P5 , then there exists y * such that ( r * , w * , y * , h * ) is 
feasible for P4 . Fix IEL . Constraints P5d and P5g dictate 

Du l = ya'1 ( A = A ? ) Eq . 30 40 that there is at most one active global pattern for all j?K . 
. , = w1 ( A = A Namely , one can identify one A , * < N ;, such that z * B31 = 0 for 

every B + A ; * . From constraints P5c , P5e , and P5h , it can be 
for 1 = 1 , ... , k . Then it can be seen that all constraints in P4 shown that : 
are satisfied and the same optimal utility is achieved . P4 is 
equivalent to P5 : 

wi ) = 0 , VBOAT Eq . 37 

Win " sh * l . 
JEK ACN JEK 

Wi Eq . 31 

45 
* B . 

maximizer , w , y , hu ( r ) P5a Eq . 38 ?? » ; = ? 
jEK ACN JEK 

P5b 50 subject to r ; = SA ; xus , VjEK 
IEL ACN LEA If y * is defined as 

Wm SZA , VACN , Vie A , VIEL , VJEK P5c 

4,1 P5d 24,1 + B , 
um 

BCN : BEA 
? < 1 , VACN , VIEL , Vj , me K 55 yut A1 = E 

JEK 

P5e withish ' , VIEN , VIEL 
JEK ACN then it follows that 

ns1 , P5f 60 
JEL ystB , 1 = 0 , VBI AT Eq . 39 

ZAT E { 0 , 1 } , VIE L , VJEK , VACN P5g 
jyt A71 = Eq . 40 

Wi 
P5h JEK WA .; 20 , VIEL , V ZEK , VACN , VIE A. 65 
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By Eqs . 39 and 40 , it is apparent that 
d ” + Eq . 50 

w4 ; sy * 41 . Eq . 41 
? 

BcNm : BON ; #ANNm 

? + ? 
CCN : CON ; = A BcNm : BNN ; #ANNm DCN : DONm = B 

JEK 5 ? ? . D , 
+ 

In addition , it can be seen that $ 1,1 = ? D , 
um 

Eq . 51 
DCN : DONMON ; #ANNON ; 

10 
» * 4,4 = y * 49.4 s hl Eq . 42 

ACN < 1 Eq . 52 
+ 

„ D , 1 
?? 

DCN : DEA and 

ly * 4.flo = ly * 49.410 = 1 . Eq.43 
15 ACN where Eq . 52 is due to P5d . If A , NN , + A , then 

dhe Eq . 53 
20 

? 
BEN? : BON ; #ANm 

? 
CCN : CON ; = A 

+ ? 
BcNm : BNN ; #AnNm DCN : DnNm = B 

D , 
am M 

Eq . 54 mies1 

Therefore , these variables satisfy constraints P4c , P4d , 
and P4e . Hence ( r * , w * , y * , h * ) is also feasible for P4 . It is 
concluded that every maximum of P4 corresponds to a 
maximum of P5 , and vice versa . Hence the equivalence of 
P4 and P5 . 

It can also be shown that P5 is equivalent to P1 . The 
difference between P1 and P5 are entirely in the ( w , z ) 
variables associated with global patterns and ( x , d ) variables 
associated with local patterns . The utilities P5a and Pla are 
identical . Constraints P5f and Plf are identical . The global 
variables ( w , z ) are next related to the local variables ( x , d ) , 
so that feasibility of Pl and feasibility of P5 imply each 
other . 

It is shown that if ( r , w , z , h ) satisfy all constraints of P5 , 
then there exist ( x , d ) such that ( r , x , d , h ) satisfy all 
constraints of P1 . Let x and d variables be obtained as 

< 0+ D , 
um 

DCN 25 

where Eq . 54 is due to the special case of P5d with j = m . 
Therefore Pld is established . It remains to show Pie . By 
definition of Eq . 44 , 30 

C , 1 ?? = ?? Wis ; Eq.55 
jEK ACN ; jEK ACN ; CCN : CNN ; = A 

C. Xinj Eq . 44 35 C , ? Wm ;, V jek , 1 € L , A EN ;, i E A 
CCN : CNN ; = A ?? » Eq.56 

JEK CCN 

d'A !! = Eq . 45 

40 

? ZET , V je K , 1 € L , A EN ; 
CCN : CON ; = A where Eq . 56 is due to P5e . Thus ( r , x , d , h ) satisfy all 

constraints P1b - P1h as long as ( r , w , z , h ) satisfy constraints 
By P5c , P5g , and P5h , it is apparent that P1 c , P1 g , and P5b - P5h . 

Plh hold . For every UE , EK , every local pattern AEN ;, and It is next shown that if ( r , x , d , h ) satisfy all constraints of 
every global pattern C?N that satisfies CNN , = A , it can be P1 , then there exists ( w , z ) such that ( r , w , z , h ) satisfy all 
seen that si- » j C = S ; -- ; 4 by Eq . 11. From P5b , Eqs . 11 and 44 45 constraints of P5 . The key is to reconstruct global variables indicate for every jEK , ( w , z ) from local variables ( x , d ) . Fix IEL . Constraints Pid 

and Pig dictate that there is at most one active local pattern 
in every neighborhood . Namely , for every jEK , we can 
identify one B , CN , such that dB - 1 = 0 for every B + B ; ' . A 
global pattern can be defined as : 

C 

Eq . 46 
50 CCN iec -???? » , 

-? ? ?.? » , 
-???? ? 

Eq . 47 
ACN ; CCN : CNN ; = A ieC A = UB Eq.57 

jEK 
C , Wis ; Eq . 48 55 

IEL CCN : CNN ; = A ACN ; IEA 

-???? , Eq . 49 Due to Pid , it can be seen that AzNN = B , ' . Define global 
variables : IEL ACN ; IEA 

60 

Eq.58 
w ;;; = x ; ; 1 ( C = AD ) 

B.1_ Eq . 59 

which is P1 b . Moreover , fix 1EL . Constraints P5d and P5g 
dictate that there is at most one active global pattern for all 
jEL . Namely , one can identify one A , CN , such that Z = 0 
for every jEK and B + A ;. 
Next , the inequality Pld is examined where d is defined 

by Eq . 45. For every j , l , m , A , if A NN , = A , then 

zbyt = d ; * 1 ( C = A1 ) . 
65 
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Then P5g and P5h are trivial . Moreover , receive , by a transceiver of the central controller , the 
traffic information and the channel information from 
each of the plurality of access points ; 

determine , by a processor of the central controller , 
resource allocation recommendations based at least 
in part on the received traffic information and the 
received channel information , wherein the resource Si ; X ; ; allocation recommendations are determined on a 
timescale measured in seconds , wherein each 
resource allocation recommendation is specific to a 
given access point , and wherein the processor of the 
central controller determines the resource allocation 
recommendations with a pattern pursuit algorithm ; 
and 

transmit , by the transceiver , the resource allocation 
recommendations to the plurality of access points ; where Eq . 62 is due to Eq . 58. Therefore , P5b is established . and P5c is established from Plc , Eq . 58 , and Eq . 59. In addition , 

P5d is established due to Pld and Eq . 59. Finally , for P5e , wherein each of the plurality of access points is config 
ured to allocate a resource based on the resource it is shown that : allocation recommendations and on local network 
information . 

2. The system of claim 1 , wherein the resource allocation ?? » , = ? » recommendations specify a spectrum segment to allocate to 
25 each access point - user equipment link . 

3. The system of claim wherein the resource allocation 
recommendations are configured to optimize quality of 
service . 

Exitish 4. The system of claim 1 , wherein the transceiver of the 
jeK ACN ; 30 central controller is further configured to receive informa 

tion regarding an intensity of traffic intended for each user 
equipment associated with each of the plurality of access 

where Eq . 66 is due to P1 e . In all , the utility and constraints points . 
of P5 are equivalent to those of P1 . Hence the equivalence 5. The system of claim 4 , wherein the processor of the 
of the two optimization problems . 35 central controller is configured to determine the resource 

The word “ illustrative ” is used herein to mean serving as allocation recommendations based in part on the intensity of 
an example , instance , or illustration . Any aspect or design the traffic intended for each user equipment . 
described herein as “ illustrative ” is not necessarily to be 6. The system of claim 1 , wherein to implement the 
construed as preferred or advantageous over other aspects or pattern pursuit algorithm , the processor of the central con 
designs . Further , for the purposes of this disclosure and 40 troller is configured to optimize a linear approximation of an 
unless otherwise specified , “ a ” or “ an ” means “ one or objective function . 
more ” . 7. The system of claim 6 , wherein the objective function 
The foregoing description of illustrative embodiments of the is a weighted sum rate , and wherein the weighted sum rate 
invention has been presented for purposes of illustration and is weighed with a function of a queue length of access 
of description . It is not intended to be exhaustive or to limit 45 point - user equipment links in the communications network . 
the invention to the precise form disclosed , and modifica 8. The system of claim 1 , wherein the processor of the 
tions and variations are possible in light of the above central controller is configured to update a candidate pattern 
teachings or may be acquired from practice of the invention . set , wherein the candidate pattern set includes all possible 
The embodiments were chosen and described in order to patterns , and wherein a pattern comprises a subset of the 
explain the principles of the invention and as practical 50 plurality of access points . 
applications of the invention to enable one skilled in the art 9. The system of claim 8 , wherein the processor of the 
to utilize the invention in various embodiments and with central controller is configured to identify one or more 
various modifications as suited to the particular use contem patterns from the candidate pattern set that are to receive one 
plated . It is intended that the scope of the invention be or more resources in order to form the resource allocation 
defined by the claims appended hereto and their equivalents . 55 recommendations . 

10. The system of claim 9 , wherein the processor of the 
What is claimed is : central controller is further configured to determine whether 
1. A system for allocating resources in a communication an optimality gap associated with the resource allocation 

network , the system comprising : recommendations is below a threshold . 
a plurality of access points , wherein each access point in 60 11. The system of claim 10 , wherein the threshold for the 

the plurality of access points is configured to : optimality gap is a predetermined percentage . 
identify traffic information and channel information ; 12. The system of claim 1 , wherein the plurality of access 

and points comprises at least one hundred access points , and 
transmit the traffic information and the channel infor wherein the at least one hundred access points are in 
mation to a central controller , and 65 communication with at least five hundred user equipments . 

the central controller , wherein the central controller is 13. A method for allocating resources in a communication 
configured to : network , the method comprising : 
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receiving , by a transceiver of a central controller , traffic 15. The method of claim 13 , wherein determining the 
information and channel information from each of a resource allocation recommendations comprises identifying 
plurality of access points ; a spectrum segment to allocate to each access point - user determining , by a processor of the central controller , equipment link . 
resource allocation recommendations using a pattern 5 
pursuit algorithm and based least in part on the 16. The method of claim 13 , further comprising receiving , 
received traffic information and the received channel by the transceiver , information regarding an intensity of 
information , and wherein the determining includes : traffic intended for each user equipment associated with each 
updating a candidate pattern set , wherein the candidate of the plurality of access points . 

pattern set includes all possible patterns , and wherein 17. The method of claim 16 , wherein determining the a pattern comprises a subset of the plurality of access resource allocation recommendations is performed based in points ; part on the intensity of the traffic intended for each user identifying one or more patterns from the candidate 
pattern set that are to receive one or more resources ; equipment . 
and 18. The method of claim 13 , wherein the threshold is 

determining whether an optimality gap associated with 15 based on a desired level of quality of service . 
the resource allocation recommendations is below a 19. The method of claim 13 , wherein the plurality of threshold ; and access points comprises at least one hundred access points , transmitting , by the transceiver , the resource allocation 

recommendations to the plurality of access points . and wherein determining of the resource allocation recom 
14. The method of claim 13 , where the transmitting is 20 mendations is performed on a timescale measured in sec 

onds . performed responsive to a determination that the optimality 
gap is below the threshold . 
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