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(54) Bandwidth allocation on DPNSS networks

(57) A DPNSS (Digital Private Network Signalling System) link between two switching nodes comprises a number of trunk

lines. These are grouped into trunk groups. Trunk Access Class (TAC) is a code used to differentiate different classes of

traffic. In the switching nodes, a table exists which defines to which trunk groups access is allowed or barred by TAC. This

means that bandwidth (or trunks) in the DPNSS link can be allocated by class of traffic.
The present application relates to the dynamic allocation of bandwidth using the above technique. The grouping of

trunks into trunk groups and the table which allows or bars access to trunk groups by TAC may be altered from time to time

in the switching nodes at each end of the link by management command, to vary the allocation of bandwidth between

classes of traffic in the DPNSS link.
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BANDWIDTH ALLOCATION ON DPNSS NETWORKS

The need for an intelligent private/public interface
manager in a telecommunications system is continually increasing.
The real impact of advanced message-based signalling systems on
telecommunications networks, and subsequently on all users and system
vendors, is only now becoming comprehensible.

The purpose of a Network Services Manager (NSM) is to
enable a corporate telecoms manager to use his network as a strategic
resource. The NSM will enable him to operate his network more
effectively and efficiently, and allow the intelligent use of new
public services as they materialize.

Typically, the key features of an NSM are bandwidth
management, intelligent routing, service management and public
network interfacing, applied to wideband traffic (up to 2 Mbit/s
channels) in the first instance.

The key components of an NSM will be a Network Services
Switch (NSS) - a DPNSS based switch/crossconnect, and the Network
Services Management Centre (NSMC).

One of the main services which may be offered by an NSM is
intelligent routing. The NSMC typically will have an overview of the
type of traffic (voice, video, data), the network topology, the
network loading and the network facilities. It is thus able to make
decisions about routing strategy in the network. Other components in
the network can make decisions about routing in their own



sub-networks - e.g. LAN routers in the data sub-network, iSPBXs in
the voice sub-network, but only the NSM has the full picture to make
the global decisions and influence the workings of the sub-networks.

Routing in the NSM would take place in the NSS. Routing in
iSDX networks involves preferred outgoing link capacity checking at
the originating and each intermediate node before the destination.
This method tends to fill links to capacity, as alternatives are only
tried when congestion is encountered. Links are segmented by Trunk
Group and some are reserved for incoming only or outgoing only, to
prevent either predominating excessively.

If the network is used for calls of all the same
type/class, as in standard iSDX networks, then the above scheme works
well. However, in the NSM scenario, it is required to distinguish
between voice, data, video, and other special traffic categories
(e.g. breakout, compressed voice etc.) by type/class. These have
different characteristics of call hold time, BHCA, bandwidth required
etc., so further optimization could occur. This is achieved by the
simple process of allocating traffic characterised by Tong call
holding times and high bandwidth requirement to the shortest route
and to the private network.

To accommodate the varying demand for network bandwidth,
the NSM should try to spread traffic evenly through the network so
that bandwidth is available to any node that might require to
increase its data bandwidth to its 1imit. This could be described as
load balancing, and to achieve it, the NSM needs to influence the
routing through the network.

According to the present invention there is provided a
method of allocating circuits between switching nodes in a
telecommunications system comprising the steps of :-

(1) allocating each circuit between a pair of nodes to a
specific Trunk Group having an Access Code;

(ii) allocating one or more Trunk Groups to a Trunk
Access Class (TAC), each TAC being associated with
at least one call initiator and restricted to one
class of service;



(iii) dividing the time into bands each of which is
allocated to a Zone number;

(iv) creating Route_Restriction Tables for controlling
access to Trunk Groups, whereby for each Zone,
access to Trunk Groups by a call initiator is
restricted to those having a non-barred TAC
associated therewith.

There is further provided a method as above, including
provision for amending the Trunk Groups, the TACs and the Route
Restriction Tables throughout the network simultaneously by creating
an additional time band and an additional Zone to which the
additional time band is allocated, whereby the allocation of the
circuits may be amended at the commencement of the additional time
band.

The present invention will now be described, by way of
example, with reference to the accompanying drawings, in which:-

Figure 1 shows a diagrammatic representation of a typical
bandwidth reservation pattern created when using the present
invention;

Figure 2 shows a diagrammatic representation of
Day/Time/Zone tables for use with the present invention;

Figure 3 shows typical Route Restriction Tables for use
with the present invention.

A DPNSS (Digital Private Network Signalling System) link
between two switching nodes comprises a number of circuits. These
are grouped into trunk groups. Trunk Access Class (TAC) is a code
used to differentiate different classes of traffic. In the switching
nodes, a table exists which defines to which trunk groups access is
allowed or barred by TAC. This means that bandwidth (or trunks) in
the DPNSS link can be allocated by class of traffic.

The present application relates to the dynamic allocation
of bandwidth using the above technique. The grouping of trunks into
trunk groups and the table which allows or bars access to trunk
groups by TAC may be altered from time to time in the switching nodes
at each end of the link by management command, to vary the allocation
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of bandwidth between classes of traffic in the DPNSS link.

The actual bandwidth used by different classes of traffic
will vary from zero up to the allocated bandwidth depending on load.
Changing the tables in the switching nodes do not affect existing
calls, only new calls set up after the change.

A Trunk Group is defined as a collection of circuits on a
link or a set of links to the same destination which have a single
jdentifier. Each circuit may only be in one Trunk Group.

The TAC is a code that is sent in the DPNSS signalling
information carried with the dialled number and is used to determine
if a call can be established using a particular Trunk Group at the
given time. A given TAC may be allowed to access a number of Trunk
Groups, and similarly, a Trunk Group may be used by calls with a
number of different TACs. This access is set up in tables in the
switching nodes. TACs are associated with the call initiator (the
telephone extension for example) on a DPNSS PABX and are valid
throughout the private DPNSS network.

In DPNSS switching nodes, time is divided into bands common
to all days of the week. For each particular day of the week a Zone
number is associated with each band. Different bands may have
different (or the same) Zone numbers. A special field associated
with each time band is for the Zone number to use on exceptional days
like Public Holidays. The time bands may be altered but the maximum
number is fixed at installation. The Zone number for a time band on
a particular day may be altered by management command. It is also
possible to temporarily override a Zone number during a given time
band replacing it with another Zone number. Zone numbers provide a
way of labelling a time band and connecting it to other tables.

A Route Restriction Table is a table (or set of tables -
one per Zone) for controlling access to Trunk Groups. For each Zone,
access to the various Trunk Groups is limited to those having
particular TACs. This means that routes or Trunk Groups may be
restricted for use by certain classes of traffic.

Examples of Day/Time/Zone and Route Restriction Tables are
shown in Figures 2 and 3 respectively.

An Access Code is a number used to identify a number of



Trunk Groups (usually going to the same destination). Each Trunk
Group may only have one Access Code.

Bandwidth allocation may be carried out by the following
method; each route to a given destination can be broken down into
Trunk Groups with the same Access Code. Each call made with the
Access Code has an associated TAC. The TAC may be used to determine
if a connection should be allowed to use a particular Trunk Group
within that set referenced by the Access Code by using the route
restriction tables. By allocating one set of TACs to, for example,
data calls and the rest to voice it is possible to allocate Trunk
Groups to either data or voice calls. This would divide the
bandwidth between data and voice calls in a proportion determined by
a management system.

By altering the number of circuits in the trunk groups or
altering the route restriction table it is possible to change the
bandwidth allocated to different classes of traffic. This would need
to be done at the switching nodes at both ends of the Tink.

For dynamic bandwidth allocation on a link, the route
restriction table and the table which groups trunks into trunk groups
will need to be changed dynamically in the switching nodes at both
ends of the link. This is achieved as follows; The new tables are
set up in a spare non active Zone in each node, for example by
copying the current tables to the tables in the non active Time Zone
and then making the changes required. The switching nodes at each
end of the link are then instructed to use the new Zone, thus
bringing into action the new set of tables.

Taking a simple scenario as illustrated in Figure 1 where
there is a link of 11 trunks, some voice calls and one variable
bandwidth data call and a video call is to be set-up. The 11
channels in a link are shown with the data call filling from the top
down and voice calls filling from the bottom up. Time progresses
from left to right.

Initially, there are three trunk groups as shown in the
trunk group table: one for data only (circuits 1, 2, 3 and 4), one
for voice (circuits 8, 9, 10 and 11), and one for both (circuits 5, 6
and 7). The trunk groups are chosen so that the single service trunk



groups are used in preference to the common trunk group. In this
state, as can be seen in the diagram, voice and data contend for the
common trunk group, but do not use the other's reserved trunk group
even when there is spare bandwidth there.

Trunk Group Table
Trunk Group Circuits

1, 2, 3, 4
8, 9, 10, 11
5,6, 7

It should be noted that similar trunk groups must be set up
at both ends of the 1ink although the numbering of the groups may be
different at each end as the number is a local matter to the switch.

The TACs are allocated as shown in the following TAC
allocation table. Voice has a number of different TACs for different
priority users as would be expected in a real system. Data and video
could also have number of TACs.

Allocation Table

Traffic Class TAC
Voice TAC 1
Voice TAC 2
Voice TAC 3
Voice "TAC 4
Data TAC 20
Video TAC 30

The route restriction table below shows that voice will use
trunk group 2 and overflow into grunk group 3, data will use trunk
group 1 and also overflow into trunk group 3 and video has no access.



Route Restriction Table

TAC
30 N N N
20 Y N Y
4 N Y Y
3 N Y Y
2 N Y Y
1 N Y Y
1 2 3

Trunk Group

Then a 6 channel video call is booked. It is decided
that to fit the 6 channels in, the voice trunk group will be reduced
to 3 channels, the data trunk group to 2 channels and the common
trunk group to zero. A new trunk group 4 for the video using
channels 3, 4, 5, 6, 7 and 8 is created. The trunk group table is

now:

Trunk Group Table

Trunk Group Circuits
1 1, 2
2 g, 10, 11
3 none
4 3, 4,5,6,7,8

Changing the trunk groups has no effect on existing calls
and as data calls are 1ikely to be of long duration, they need to be
stopped. The equipment that has set up this data call is instructed
to reduce its bandwidth to 2 channels. This happens fairly
jmmediately as can be seen in the diagram. The voice calls are
allowed to continue as normal, so time elapses until these terminate



on their own accord. Any new voice call that is set up will use the
voice trunk group.

Eventually the video trunk group empties so the video call
can be set up. To allow this the route restriction table is changed
as below:

Route Restriction Table

TAC

30 N N N Y
20 Y N Y N
4 N Y Y N
3 N Y Y N
2 N Y Y N
1 N Y Y N

1 2 3 4
Trunk Group

The video sets up an initial call to the other end,
exchanges control information, then sets up the rest of the channels.
When the video call terminates, the trunk groups are returned to the
initial state.

The scenario above and the diagram are slightly artificial
in its depiction of what happens in the sense that once a voice call
is set up on a channel it stays on that channel until it terminates.
The diagram implies that existing calls fall back from the common to
the voice trunk group when a channel is available there. This is
statistically true with a reasonable number of channels and call
duration. In a real scenario, more than the required bandwidth would
be allocated to the video trunk group, as it is expected that some
voice calls that were occupying the required channels would terminate
and some would continue (no new calls would be set up). Traffic
patterns need to be examined to determine how many extra channels
should be allocated to achieve the required bandwidth.



1. A method of a11ocating circuits between switching nodes in
a telecommunications system comprising the steps of:-

(i) allocating each circuit between a pair of nodes to
a specific Trunk Group having an Access Code;

(i1) allocating one or more Trunk Groups to a Trunk
Access Class (TAC), each TAC being associated with
at least one call initiator and restricted to one
class of service;

(i1i) dividing the time into bands each of which is
allocated to a Zone number;

(iv) creating Route Restriction Tables for controlling
access to Trunk Groups, whereby for each Zone,
access to Trunk Groups by a call initiator is
restricted to those having a non-barred TAC
associated therewith.

2. A method as claimed in Claim 1, including provision for
amending the Trunk Groups, the TACs and the Route Restriction Tables
throughout the network simultaneously by creating an additional time
band and an additional Zone to which the additional time band is
allocated, whereby the allocation of the circuits may be amended at
the commencement of the additional time band.

3. A method as claimed in Claim 2, further including provision
for carrying out any reduction in the number of circuits available
for data traffic at the commencement of the additional time band and
carrying out any reduction of the number of circuits available for
voice traffic when the respective voice call is normally terminated.
4, A method as claimed in Claim 1, and substantially as
hereinbefore described.
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