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BINARY TRANSLATION INTO NATIVE CLIENT

CROSS REFERENCE TO RELATED APPLICATION

[0001] This application is related to International Patent Application being filed concurrently
herewith, having Attorney Docket No. 096553-0073, and entitled, “BINARY TRANSLATION
ON SHARED OBJECT LEVEL,” the entire disclosure of which is incorporated herein by

reference.
BACKGROUND

[0002]  The subject technology is generally directed to binary translation techniques. Some
software is compiled as binary programs for specific CPU architectures, such as ARM® or
x86®, and specific operation system, such as Android® or Microsoft Windows®. The binary
programs may be downloaded to a computer of a user over the Internet. However, the user may
not trust the program and may wish to run the program in a secure mode, where the program has
limited access to data stored on the computer outside of the program. As the foregoing illustrates,

an approach for securely executing software on a computer may be desirable.

[0003] Native Client may be used to securely execute software on the computer. However,
some software is not written for Native Client and is not compatible with Native Client. Such
software may need to be recompiled and ported to Native Client, which may require a nontrivial
effort for some large, modern software products. As the foregoing illustrates, translating code

that is not compatible with Native Client into Native Client may be desirable.

SUMMARY

[0004] According to some aspects, the subject technology relates to a method. The method
includes receiving guest software to run in a Native Client environment, wherein the guest
software is configured to execute at a specified guest hardware architecture and not within the
Native Client environment. The method includes providing, using emulation software, a binary
translation of the guest software into Native Client compatible machine code, wherein the Native
Client compatible machine code executes within a sandbox for the Native Client environment,
wherein the Native Client compatible machine code is executable within an application, wherein

providing the binary translation of the guest software into the Native Client compatible machine



code for execution within the sandbox occurs just in time, during a runtime of the emulated guest
software, and without porting or recompiling the guest software, and wherein providing the
binary translation interleaves with execution of the emulated guest software. The method
includes running the Native Client compatible machine code in the Native Client environment

and within the sandbox.

[0005] According to some aspects, the subject technology relates to a non-transitory
computer-readable medium storing instructions. The instructions include code for receiving
guest software to run in a Native Client environment, wherein the guest software is configured to
execute at a specified guest hardware architecture and not within the Native Client environment.
The instructions include code for providing, using emulation software, a binary translation of the
guest software into Native Client compatible machine code, wherein the Native Client
compatible machine code executes within a sandbox for the Native Client compatible machine
code, wherein the Native Client compatible machine code is executable within an application,
wherein providing the binary translation of the guest software into the Native Client compatible
machine code for execution within the sandbox occurs just in time, during a runtime of the
emulated guest software, and without porting or recompiling the guest software, and wherein
providing the binary translation interleaves with execution of the emulated guest software.
Providing the binary translation of the guest software into the Native Client compatible machine
code comprises: creating a set of virtual registers representing registers used by the guest
software when executing at the specified guest hardware architecture, wherein the addresses of
the virtual registers are referenced by a base pointer (RBP) plus a predetermined offset, and
wherein each virtual register in the set of virtual registers is accessible, from within the sandbox,

via a single instruction.

[0006] According to some aspects, the subject technology relates to a system. The system
includes one or more processors and a memory storing instructions. The instructions include
code for receiving guest software to run in a Native Client environment, wherein the guest
software is configured to execute at a specified guest hardware architecture and not within the
Native Client environment. The instructions include code for providing, using emulation
software, a binary translation of the guest software into Native Client compatible machine code,
wherein the Native Client compatible machine code executes within a sandbox for the Native

Client environment, wherein the Native Client compatible machine code is executable within an



application, wherein providing the binary translation of the guest software into the Native Client
for execution within the sandbox software occurs just in time, during a runtime of the emulated
guest software and without porting or recompiling the guest software, wherein the sandbox for
the Native Client environment accesses a set of emulated guest registers stored in memory or in
registers available at a host machine, wherein data associated with the Native Client compatible
machine code is stored within the sandbox for the Native Client environment, and wherein the

emulated guest registers correspond to registers of the specified guest hardware architecture.

[0007] It is understood that other configurations of the subject technology will become
readily apparent from the following detailed description, where various configurations of the
subject technology are shown and described by way of illustration. As will be realized, the
subject technology is capable of other and different configurations and its several details are
capable of modification in various other respects, all without departing from the scope of the
subject technology. Accordingly, the drawings and detailed description are to be regarded as

“illustrative in nature and not as restrictive.
BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Features of the subject technology are set forth in the appended claims. However, for
purpose of explanation, several aspects of the disclosed subject matter are set forth in the

following figures.

[0009] FIG. 1A illustrates an example guest machine which may be involved in binary

translation into Native Client.

[0010] FIG. 1B illustrates an example host machine which may be involved in binary

translation into Native Client.

{0011] FIG. 2 illustrates an example process by which binary translation into Native Client

may be completed.

[0012] FIG. 3 conceptually illustrates an example electronic system with which some

implementations of the subject technology are implemented.

DETAILED DESCRIPTION
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[0013] The detailed description set forth below is intended as a description of various
configurations of the subject technology and is not intended to represent the only configurations in
which the subject technology may be practiced. The appended drawings are incorporated herein
and constitute a part of the detailed description. The detailed description includes specific details
for the purpose of providing a thorough understanding of the subject technology. However, it will
be clear and apparent that the subject technology is not limited to the specific details set forth
herein and may be practiced without these specific details. In some instances, certain structures and
components are shown in block diagram form in order to avoid obscuring the concepts of the

subject technology.

[0014] As used herein, "Native Client" may refer to a sandboxing environment deploying software
fault isolation and binary code validation approaches. Native Client implements a limited set of
application programming interfaces (APIs) similar to Portable Operating System Interface (POSIX)
and can be executed within a web browser. "Binary translation” may refer to a mechanism to
analyze machine code (called guest code) of an application or an operating system executing on
one platform (the guest) to produce code suitable for execution on a different platform (the host). A
"platform" may include a hardware and software stack combination. Applications are typically
developed for a specific platform, such as ARM or x86. Each of the above terms also encompasses

its plain and ordinary meaning.

[0015] The subject technology relates to techniques of binary translation to run existing software
developed for a guest platform (e.g., Android ARM) on another platform, the host platform (e.g.,
Native Client x86-64), which possesses better API-level portability, security, and reliability
characteristics. An application for the guest platform may be written in a portable programming
language (e.g., Java (RTM)) that may access native components in the form of dynamically loaded
libraries. The native components may be referred to as shared objects, and may be compiled at the
guest platform using the guest platform's hardware architecture and operating system. To support
the application, the host platform may need to run both Java (RTM) and native code. The subject
technology relates to running non-portable, guest platform-specific application libraries inside the

Native Client sandbox.

[0016] According to some implementations of the subject technology, in order to execute guest
code within the Native Client sandbox, host code that conforms to Native Client sandboxing rules

is produced. In order to achieve reasonable performance, optimization



techniques may be applied. The optimization techniques may include producing just-in-time
software fault isolation (SFI) compliant host code that emulates the behavior of the guest code.
The optimization techniques may include storing emulated guest registers in fast storage, such as
the cache in the host registers or in base pointer (RBP) relative memory. This production of host
code allows for fast access without explicitly sandboxing accesses to the emulated guest context.
The optimization techniques may include emulating calls to external platform shared objects
using shared objects of the host, in other words, foregoing binary translation of standard
libraries, when possible. This emulation strategy is described in detail in U.S. Patent Application
being filed concurrently herewith, having Attorney Docket No. 093054-0893, and entitled,
“BINARY TRANSLATION ON SHARED OBJECT LEVEL,” the entire disclosure of which is

incorporated herein by reference.

[0017]  In some cases, the host platform may not have access to some APIs that are available
at the guest platform, for example, due to security requirements. Additional techniques to

emulate non-available functionality are used.

[0018]  Some central processing unit (CPU) architectures support explicit marking of
executable code via an appropriate bit (X-bit) in the page table. Code from virtual memory may
be executed only if the X-bit is set. Direct support for X-bit manipulation from within the Native
Client sandbox might, in some cases, not be allowed for security reasons. Also, as guest code
execution by the binary translator does not take into account the presence of the host X bit on the
guest code, such manipulations might, in some cases, not have the desired effect. To emulate
functionality related to manipulation of the X-bit (e.g., typically provided using the
mmap(PROT_EXEC) API on POSIX systems), additional structures m‘anipulated by the guest
mmap() API need to be taken into account by the binary translation engine. This may be
accomplished via a bitmap in memory storing whether a particular guest page is executable or
not (e.g., whether the particular guest page has its X-bit set). To avoid checking the bitmap on
execution of every instruction, X-bit checks may happen during translation time. Later, changing

the X-bit for executable pages may cause a code cache flush.

[0019]  Native Client may not support the POSIX feature of signals. Signals may be used to
provide information about exceptional situations in an application, such as a crash or an
execution failure. Signals may also be used for garbage collection and managed language

runtimes. Software that uses signals may, in some cases, not be able to run in the Native Client



sandbox unless the binary translation engine emulates the setting of signal handlers and the
delivery of the signals to the guest-specific signal handlers. Thus, in order to emulate signals, the
binary translation engine may maintain an active signal mask. If a signal is to be delivered,
execution of the binary translated software within the native client may be suspended, and the
signal handler may be executed. After the signal handler has executed, execution of the binary
translated software may resume. This processing of signals may be achieved by adding checks of
the signal mask inside the binary translation dispatcher and explicitly invoking the signal handler

with proper arguments using a function wrapping mechanism.

[0020] Native Client is a sandboxing technology for running native compiled code (e.g., in
some cases compiled C or C++ code) securely in a browser. As used herein, the phrases
“sandbox” or “sandboxing technology” may refer to a computer security mechanism for
separating running programs by limiting a space in memory that a program may access. A
sandboxed program is said to be able to access a memory region “inside the sandbox” and unable
to access a memory region “outside the sandbox.” Native Client code is independent of the
operating system and can be run on any operating system, as long as support is implemented for
the operating system. Native Client allows a programmer to develop, distribute, and execute
native code of any client system through a web browser while maintaining the browser’s security
features. Native Client provides the ability to execute native code, within a sandbox and does not
allow direct access to the browser or to the host operating system outside of the sandbox. Native
Client may provide limited access to the browser or to the host operating system through
controlled APIs. Binary translation to Native Client compatible machine code ensures that only
legitimate sandboxed access happens. While aspects of the subject technology are described
herein in conjunction with a browser, in alternative implementations another application may be

used in place of the browser.

[0021] The subject technology translates software that is not compatible with Native Client
into Native Client compatible machine code. Advantageously, a user may run software from a
source that he/she does not trust and be assured that the software will run within a sandbox and
will have limited access to information stored on the user’s computer outside the sandbox. The
translation occurs during the runtime of the emulated guest software running inside Native |
Client. “Just in time” translation occurs during runtime of the code, at the time when the code is

executed. As a result, only code that is executed and that needs to be translated is translated.



Portions of the code, which are not executed, are not translated, thereby saving time and
processing resources. Binary translation technology, along with a nontrivial porting layer, may
be deployed. The binary translator may translate the code of the guest software. However,
standard library calls may be executed using the porting layer provided in the emulation
software. The porting layer may translate the expected API of the guest platform into the set of
available APIs on the Native Client. In some cases, such a translation may include translation of
synchronous blocking library calls into asynchronous non-blocking calls of the Native Client, as
well as emulating features of the guest hardware that are missing in the Native Client within the

Native Client.

[0022]  The binary translation may translate the guest software into a format that is suitable
for further verification and sandboxing. Software fault isolation (SFI) techniques may be used to

achieve better portability and security.

[0023] The subject technology may be seen as a special case of binary translation, where
Native Client is the operating system of the host, resulting in secure programs that can run in a
browser executing within any operating system. As a result of the translation into Native Client,

both security and portability of the software are increased.

[0024] During binary translation, the code may be translated into a format that is compatible
with the rules of Native Client. For example, Native Client requires that no instructions crossing
addresses which are multiples of 32 are provided (in other words, instruction are bundle aligned).
As a result, when the binary translator emits machine code, the binary translator ensures that the

bundle boundary (muitiple of 32) is never crossed.

[0025] In some aspects of the subject technology, a computer receives guest software to run
in a Native Client environment. The guest software is configured to execute at a specified guest
hardware architecture (e.g., x86 hardware or ARM hardware). The guest software may not be
secure or may not be portable. The computer binary translates the guest software into Native
Client compatible machine code. The Native Client compatible machine code executes within a
sandbox that limits the Native Client compatible machine code’s access to data stored at the host
machine. The Native Client compatible machine code is secure, portable, and executable within a

browser in any operating system that supports the browser.



[0026]  The sandbox may be able to access a subset of a set of registers available at the host
machine. Important guest data, such as guest registers, may be provided from the guest software
to the Native Client compatible machine code via a subset of the set of registers or via a memory
positions at an offset from registers in the subset. As binary translated code may require intensive
usage of the guest registers, this approach may allow high performance emulation of the guest

hardware, while still satisfying the requirements of the Native Client sandbox.

[0027]  Providing a binary translation of the guest software into Native Client compatible
machine code may include creating a set of virtual registers representing registers used by the
guest software when executing at the host hardware architecture. The addresses of the virtual
registers may be referenced by RBP plus a predetermined offset. For example, register RO may
be at position RBP, register R1 may be at position RBP + 4 offset bytes, register R2 may be at
position RBP + 8 offset bytes, etc. As a result, each virtual register in the set of virtual registers
may be accessible, from within the sandbox, via a single instruction. For example, if the write
command has a format: WRITE (POSITION, VALUE), a command to write the value “0” to
register R2 may be written as: WRITE (RBP+38, 0). The single instruction may be advantageous
because this technique results in maximal performance of the generated code. Native Client
sandboxing mechanisms allow specific exceptions for RBP-relative addressing. Specifically, a
single [RBP + 4*N] instruction can be used in binary translated code to access register number
N. The RBP register is used as a base. In some cases, an additional sandboxing instruction may

be required to ensure that the memory access is inside the sandbox.

[0028]  Providing a binary translation of the guest software into Native Client compatible
machine code may include emulating features of the specified guest hardware architecture and
application programming interface (API) calls of the guest software within the Native Client.
The features of the specified guest hardware architecture may include registers, stacks, pointers,
etc. The API calls may include calls to system APIs or APIs associated with the guest software.
The registers, stacks, pointers, etc., are emulated, meaning that the Native Client compatible
machine code creates software representations of hardware items that behave similarly to the
hardware items but exist in software executing on a processor and a memory (without the
associated hardware components). Calls accessing the emulated components may be exactly the
same as or similar to the calls accessing the physical components on the guest machine, allowing

the running of unmodified guest code in the emulated environment.



[0029]  To emulate certain aspects of the guest architecture that are not available inside the
Native Client environment, such as an executable bit (X bit) and asynchronous signal processing,
additional software emulation logic may be used. For example, Native Client does not allow
liberal control over executable code regions or available to POSIX systems via the mmap
(PROT_EXEC) interface. Thus, the emulation software may implement control over executable
bits via an additional mechanism. The emulation software may keep track of executable guest
code via separate data structures. Similarly, as Native Client does not support signal delivery, the
emulation software may support sending asynchronous signals by periodically checking a
pending signals mask and explicitly invoking a signal handler once the signal is raised. As used
herein, the phrase “emulation software” or “emulator” may refer to software that allows the guest

software to run inside the Native Client environment.

[0030] FIG. 1A illustrates an example guest machine 100A which may be involved in binary
translation into Native Client. The guest machine 100A may be any computing device, for
example, a laptop computer, a desktop computer, a tablet computer, a mobile phone, a personal
digital assistant (PDA), an electronic music player, a smart watch, a television coupled with one
or more processors and a memory, etc. In some examples, the guest machine 100A has ARM

hardware. Alternatively, the guest machine 100A may have x86 hardware.

[0031] As shown, the guest machine 100A includes a processing unit 102A, a network
interface 104A, and a memory 106A. The processing unit 102A includes one or more processors.
The processing unit 102A may include a central processing unit (CPU), a graphics processing
unit (GPU), or any other processing unit. The processing unit 102A executes computer
instructions that are stored in a computer-readable medium, for example, the memory 106A. The
network interface 104A allows the guest machine 100A to transmit and receive data in a
network, for example, the Internet, an intranet, a cellular network, a local area network, a wide
area network, a wired network, a wireless network, a virtual private network (VPN), etc. The
memory 106A stores data and/or instructions. The memory 106A may be one or more of a cache
unit, a storage unit, an internal memory unit, or an external memory unit. As illustrated, the
memory 106A includes guest registers 108A, a guest software program 110A, and guest APIs
112A.

[0032] The guest registers [08A are registers on the guest machine 100A that are associated

with the hardware architecture of the guest machine 100A (e.g., ARM or x86). In addition to the



registers 108A, the memory 106A may include other hardware architectures, such as stack(s) or
pointer(s). The guest APIs 112A are APIs present on the guest machine 100A using which
software for the guest machine 100A and its associated hardware architecture may be written.
The guest APIs 112A may include system APIs associated with the hardware of the guest
machine 100A or vendor APIs provided by the vendor of the guest software program 110A

together with the guest software program 110A.

[0033] The guest software program 110A is a software program configured to execute on the
hardware architecture of the guest machine 100A and to interface with the guest registers 108A
and with the guest APIs 112A. The guest software program 110A may be unable to execute in a
Native Client environment or on a hardware architecture different from that of the guest machine
100A. For example, if the guest machine 100A has ARM hardware, the guest software program

110A may be configured to execute on ARM hardware but not on x86 hardware.

[0034] FIG. 1B illustrates an example host machine 100B which may be involved in binary
translation on a shared object level. The host machine 100B may be any computing device, for
example, a laptop computer, a desktop computer, a tablet computer, a mobile phone, a personal
digital assistant (PDA), an electronic music player, a smart watch, a television coupled with one
or more processors and a memory, etc. The host machine 100B has a hardware architecture
different from the hardware architecture of the guest machine 100A. For example, if the
hardware architecture of the guest machine 100A is ARM hardware, the hardware architecture of
the host machine 100B is not ARM hardware and may be, for example, x86 hardware.
Alternatively, the host machine 100B may have the same hardware architecture as the guest

machine 100A.

[0035] As shown, the host machine 100B includes a processing unit 102B, a network
interface 104B, and a memory 106B. The processing unit 102B includes one or more processors.
The processing unit 102B may include a central processing unit (CPU), a graphics processing
unit (GPU), or any other processing unit. The processing unit 102B executes computer
instructions that are stored in a computer-readable medium, for example, the memory 106B. The
network interface 104B allows the host machine 100B to transmit and receive data in a network,
for example, the Internet, an intranet, a cellular network, a local area network, a wide area
network, a wired network, a wireless network, a virtual private network (VPN), etc. The memory

106B stores data and/or instructions. The memory 106B may be one or more of a cache unit, a
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storage unit, an internal memory unit, or an external memory unit. As illustrated, the memory
106B includes secure host registers 114B, secure host content 116B, and a Native Client sandbox

120B.

[0036] The secure host registers 114B are registers on the host machine 100B that are
associated with the hardware architecture of the guest machine 100B (e.g., ARM or x86). In
addition to the secure host registers 114B, the memory 106B may include other hardware
architectures, such as stack(s) or pointer(s). The secure host content 116B includes content stored
on the host machine 100B, such as word processing documents, photographs, videos, audio files,
etc. The secure host registers 114B and the secure host content 116B are outside the Native

Client sandbox 120B and are inaccessible from the Native Client sandbox 120B.

[0037] The Native Client sandbox 120B is a secure area of the memory 106B in which
Native Client code can execute. Native Client code may execute within the Native Client
sandbox 120B and may not access registers or data outside the Native Client sandbox 120B, such
as the secure host registers 114B or the secure host content 116B. In this way, a user of the host
machine 100B may execute potentiaily untrusted Native Client code while being secure that
his/her personal data and the secure registers of the host machine 100B are inaccessible to the

potentially untrusted code.

[0038] As shown, the Native Client sandbox 120B includes accessible host registers 122B,
emulated guest registers 108B, Native Client compatible machine code 110B, and emulated
guest APIs 112B. The Native Client compatible machine code 110B corresponds to the guest
software program 110A binary translated into Native Client. The Native Client compatible
machine code 110B executes within the Native Client sandbox 120B. Similar to other Native
Client code, the Native Client compatible machine code 110B may not access registers or data
outside the Native Client sandbox 120B, such as the secure host registers 114B or the secure host
content 116B. The Native Client compatible machine code 110B is executable within a browser,
on substantially any hardware or operating system. In particular, the Native Client compatible
machine code 110B may execute on the host machine 100B, which may have a hardware
architecture different from the hardware architecture of the guest machine 100A. In some cases,
the binary translation of the guest software program 110A into the Native Client compatible
machine code 110B may occur just in time, during the runtime of the Native Client compatible

machine code program, and without porting or recompiling the Native Client compatible
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machine code. As a result, only code that is executed and that needs to be translated is translated.
Portions of the code, which are not executed, are not translated, thereby saving time and

processing resources.

[0039] The emulated guest registers 108B correspond to the guest registers 108A of the guest
machine 100A emulated in software that executes within the Native Client sandbox 120B. Other
hardware, such as stack(s) or pointer(s), used by the guest software program 110A executing on
the guest machine 100A, may also be emulated in the Native Client sandbox 120B. The registers
108B are emulated meaning that the Native Client compatible machine code creates software
representations of hardware items that behave similarly to the hardware items but exist in
software executing on a processor and a memory (without the associated hardware components).
Calls accessing the emulated components may be exactly the same as or similar to the calls
accessing the physical components on the guest machine, allowing for code to be easily ported
from the guest machine 100A to the Native Client sandbox 120B. According to some cases, code
of the guest software program 110A is replaced by code compatible with the Native Client

environment.

[0040] The emulated guest APIs 112B correspond to the guest APIs 112A of the guest
machine 100A, binary translated or emulated in software that executes within the Native Client
sandbox 120B. The emulated guest APIs 112B may include emulations of system APIs
associated with the hardware of the guest machine 100A or vendor APIs provided by the vendor
of the guest software program 110A together with the guest software program 110A. Similarly to
how the guest software program 110A accesses the guest registers 108A and the guest APIs
112A at the guest machine 100A, the corresponding Native Client compatible machine code
110B may access the emulated guest registers 108B and the emulated guest APIs 112B at the
Native Client sandbox 120B.

[0041] The Native Client sandbox 120B also includes accessible host registers 122B. The
accessible host registers 122B are registers of the host machine 100B that are accessible, from
within the Native Client sandbox 120B, to software, including the Native Client compatible
machine code 110B, executing within the Native Client sandbox 120B. The registers of the host
machine may either be secure host registers 114B, inaccessible to Native Client compatible
machine code, or accessible host registers 122B, which may be accessed by Native Client

compatible machine code.

12



[0042] FIG. 2 illustrates an example process 200 by which binary translation into Native

Client may be completed.

[0043] The process 200 begins at step 210, where a host machine (e.g., host machine 100B)
receives guest software (e.g., guest software program 110A) to run in a Native Client
environment (e.g., Native Client sandbox 120B). The guest software is configured to execute at a
specified guest hardware architecture (e.g., guest machine 100A) and not within the Native
Client environment. The Native Client environment is configured to execute within any one of
multiple diﬂ’érent hardware architectures. For example, the Native Client environment may be
configured to execute within an application, such as a browser, that may exist in any one of

multiple different hardware architectures.

[0044] In step 220, the host machine provides, using emulation software, a binary translation
of the guest software into Native Client compatible machine code (e.g., Native Client compatible
machine code 110B). The Native Client compatible machine code executes within a sandbox
(e.g., Native Client sandbox 120B) for the Native Client environment. The Native Client
compatible machine code is executable within an application, such as a browser. Providing the
binary translation of the guest software into the Native Client compatible machine code for
execution within the sandbox may occur just in time, during the runtime of the emulated guest
software, and without porting or recompiling the guest software. Providing the binary translation

interleaves with execution of the emulated guest software.

[0045] The guest software may include, for example, ARM software or x86 software,
designed to execute on an ARM hardware system or an x86 hardware system. Some code in the
guest software may be replaced with Native Client code or code compatible with the Native
Client environment. The guest software may be, in some cases, not secure or not portable. The
Native Client compatible machine code may be secure and portable. The guest software may be
configured to execute only within a specified operating system. The Native Client environment

may be able to execute within any one of multiple operating systems.

[0046] Providing the binary translation of the guest software into Native Client compatible
machine code may include creating a set of virtual registers (e.g., emulated guest registers 108B)
representing registers (e.g., guest registers 108A) used by the guest software when executing at

the specified guest hardware architecture. Addresses of the virtual registers may be referenced by
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a base pointer (RBP) plus a predetermined offset. As a result of the RBP plus offset technique,
each register may be accessible, from within the sandbox, via a single instruction. For example,
register RO may be at address RBP, register R1 may be at address RBP+4, register R2 may be at

address RBP+8, register Rn may be at address RBP+4n, etc. (where n is a whole number).

[0047] Providing the binary translation of the guest software into Native Client compatible
machine code may include emulating features of the guest hardware architecture and API calls of
the guest software within the Native Client. System APIs or vendor APIs from the guest
hardware architecture may be binary translated to execute within the Native Client sandbox.
Alternatively, some of the system APIs of the guest hardware architecture may be replaced with

system APIs of the Native Client sandbox.

[0048] During binary translation, the guest software may be translated into a format that is
compatible with the rules of Native Client. For example, Native Client requires that no
instructions crossing addresses divisible by 32 are provided. In these cases, addresses divisible
by 32 may be referred to as the “bundle boundary.” All instructions produced by the emulator are
emitted in such a way that the instructions never cross the bundle boundary, and are padded with
no-operation (NOP) instructions. The sandbox for the Native Client environment accesses a set
of emulated guest registers stored in memory or in registers available at the host machine. Data
associated with the Native Client compatible machine code is stored within the sandbox for the
Native Client environment. The emulated guest registers correspond to registers of the specified

guest hardware architecture.

[0049] In step 230, the host machine runs the Native Client compatible machine code in the
Native Client environment and within the sandbox. The Native Client compatible machine code
may access registers and data within the Native Client sandbox, but may not access registers or
data outside the Native Client sandbox. The sandboxed software accesses emulated guest

registers temporary stored in registers of the host or in memory. After step 230, the process 200

ends.

[0050]  Asdescribed above, the steps 210-230 of the process 200 are implemented according
to a certain order and in serics. However, the steps 210-230 may be implemented in any order. In

some examples, two or more of the steps 210-230 may be implemented in parallel.
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[0051] FIG. 3 conceptually illustrates an electronic system 300 with which some
implementations of the subject technology are implemented. For example, one or more of the
guest machine 100A or the host machine 100B may be implemented using the arrangement of
the electronic system 300. The electronic system 300 can be a computer (e.g., a mobile phone,
PDA), or any other sort of electronic device. Such an electronic system includes various types of
computer readable media and interfaces for various other types of computer readable media.
Electronic system 300 includes a bus 305, processor(s) 310, a system memory 315, a read-only
memory 320, a permanent storage device 325, an input device interface 330, an output device

interface 335, and a network interface 340.

[0052] The bus 305 collectively represents all system, peripheral, and chipset buses that
communicatively connect the numerous internal devices of the electronic system 300. For
instance, the bus 305 communicatively connects the processor(s) 310 with the read-only memory

320, the system memory 315, and the permanent storage device 325.

[0053] From these various memory units, the processor(s) 310 retrieves instructions to
execute and data to process in order to execute the processes of the subject technology. The
processor(s) can include a single processor or a multi-core processor in different

implementations.

[0054] The read-only-memory (ROM) 320 stores static data and instructions that are needed
by the processor(s) 310 and other modules of the electronic system. The permanent storage
device 325, on the other hand, is a read-and-write memory device. This device is a non-volatile
memory unit that stores instructions and data even when the electronic system 300 is off. Some
implementations of the subject technology use a mass-storage device (for example a magnetic or

optical disk and its corresponding disk drive) as the permanent storage device 325.

[0055] Other implementations use a removable storage device (for example a floppy disk,
flash drive or disk drive) as the permanent storage device 325. Like the permanent storage device
325, the system memory 315 is a read-and-write memory device. However, unlike storage device
325, the system memory 315 is a volatile read-and-write memory, such a random access
memory. The system memory 315 stores some of the instructions and data that the processor
needs at runtime. In some implementations, the processes of the subject technology are stored in

the system memory 315, the permanent storage device 325, or the read-only memory 320. For
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example, the various memory units include instructions for binary translation into Native Client
in accordance with some implementations. From these various memory units, the processor(s)
310 retrieves instructions to execute and data to process in order to execute the processes of

some implementations.

[0056] The bus 305 also connects to the input and output device interfaces 330 and 335. The
input device interface 330 enables the user to communicate information and select commands to
the electronic system. Input devices used with input device interface 330 include, for example,
alphanumeric keyboards and pointing devices (also called “cursor control devices”). Output
device interfaces 335 enables, for example, the display of images generated by the electronic
system 300. Output devices used with output device interface 335 include, for example, printers
and display devices, for example cathode ray tubes (CRT) or liquid crystal displays (LCD).
Some implementations include devices for example a touch screen that functions as both input

and output devices.

[0057] Finally, as shown in FIG. 3, bus 305 also couples electronic system 300 to a network
(not shown) through a network interface 340. In this manner, the electronic system 300 can be a
part of a network of computers (for example a local area network (LAN), a wide area network
(WAN), or an Intranet, or a network of networks, for example the Internet. Any or all

components of electronic system 300 can be used in conjunction with the subject technology.

[0058] The above-described features and applications can be implemented as software
processes that are specified as a set of instructions recorded on a computer readable storage
medium (also referred to as computer readable medium). When these instructions are executed
by one or more processor(s) (which may include, for example, one or more processors, cores of
processors, or other processing units), they cause the processor(s) to perform the actions
indicated in the instructions. Examples of computer readable media include, but are not limited
to, CD-ROMs, flash drives, RAM chips, hard drives, EPROMs, etc. The computer readable
media does not include carrier waves and electronic signals passing wirelessly or over wired

connections.

[0059] In this specification, the term “software” is meant to include firmware residing in
read-only memory or applications stored in magnetic storage or flash storage, for example, a

solid-state drive, which can be read into memory for processing by a processor. Also, in some
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implementations, multiple software technologies can be implemented as sub-parts of a larger
program while remaining distinct software technologies. In some implementations, multiple
software technologies can also be implemented as separate programs. Finally, any combination
of separate programs that together implement a software technology described here is within the
scope of the subject technology. In some implementations, the software programs, when installed
to operate on one or more electronic systems, define one or more specific machine

implementations that execute and perform the operations of the software programs.

[0060] A computer program (also known as a program, software, software application,

script, or code) can be written in any form of programming language, including compiled or
interpreted languages, declarative or procedural languages, and it can be deployed in any form,
including as a standalone program or as a module, component, subroutine, object, or other unit
suitable for use in a computing environment. A computer program may, but need not, correspond
to a file in a file system. A program can be stored in a portion of a file that holds other programs
or data (e.g., one or more scripts stored in a markup language document), in a single file
dedicated to the program in question, or in multiple coordinated files (e.g., files that store one or
more modules, sub programs, or portions of code). A computer program can be deployed to be
executed on one computer or on multiple computers that are located at one site or distributed

across multiple sites and interconnected by a communication network.

[0061] These functions described above can be implemented in digital electronic circuitry, in
computer software, firmware or hardware. The techniques can be implemented using one or
more computer program products. Programmable processors and computers can be included in
or packaged as mobile devices. The processes and logic flows can be performed by one or more
programmable processors and by one or more programmable logic circuitry. General and special
purpose computing devices and storage devices can be interconnected through communication

networks.

[0062] Some implementations include electronic components, for example microprocessors,
storage and memory that store computer program instructions in a machine-readable or
computer-readable medium (alternatively referred to as computer-readable storage media,
machine-readable media, or machine-readable storage media). Some examples of such computer-
readable media include RAM, ROM, read-only compact discs (CD-ROM), recordable compact
discs (CD-R), rewritable compact discs (CD-RW), read-only digital versatile discs (e.g., DVD-
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ROM, dual-layer DVD-ROM), a variety of recordable/rewritable DVDs (e.g., DVD-RAM,
DVD-RW, DVD+RW, etc.), flash memory (e.g., SD cards, mini-SD cards, micro-SD cards, etc.),
magnetic or solid state hard drives, read-only and recordable Blu-Ray® discs, ultra density
optical discs, any other optical or magnetic media, and floppy disks. The computer-readable
media can store a computer program that is executable by at least one processor and includes sets
of instructions for performing various operations. Examples of computer programs or computer
code include machine code, for example is produced by a compiler, and files including higher-
level code that are executed by a computer, an electronic component, or a microprocessor using

an interpreter.

[0063] While the above discussion primarily refers to microprocessor or multi-core
processors that execute software, some implementations are performed by one or more integrated
circuits, for example application specific integrated circuits (ASICs) or field programmable gate
arrays (FPGAs). In some implementations, such integrated circuits execute instructions that are

stored on the circuit itself.

[0064] As used in this specification and any claims of this application, the terms “computer”,
“server”, “processor”, and “memory” all refer to electronic or other technological devices. These
terms exclude people or groups of people. For the purposes of the specification, the terms display
or displaying means displaying on an electronic device. As used in this specification and any
claims of this application, the terms “computer readable medium” and “computer readable
media” are entirely restricted to tangible, physical objects that store information in a form that is

readable by a computer. These terms exclude any wireless signals, wired download signals, and

any other ephemeral signals.

[0065] To provide for interaction with a user, implementations of the subject matter
described in this specification can be implemented on a computer having a display device, e.g., a
cathode ray tube (CRT) or liquid crystal display (LCD) monitor, for displaying information to
the user and a keyboard and a pointing device, e.g., a mouse or a trackball, by which the user can
provide input to the computer. Other kinds of devices can be used to provide for interaction with
a user as well; for example, feedback provided to the user can be any form of sensory feedback,
e.g., visual feedback, auditory feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile input. In addition, a computer can

interact with a user by sending documents to and receiving documents from a device that is used
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by the user; for example, by sending web pages to a web browser on a user’s client device in

response to requests received from the web browser.

[0066] The subject matter described in this specification can be implemented in a computing
system that includes a back end component, e.g., as a data server, or that includes a middleware
component, e.g., an application server, or that includes a front end component, e.g., a client
computer having a graphical user interface or a Web browser through which a user can interact
with an implementation of the subject matter described in this specification, or any combination
of one or more such back end, middleware, or front end components. The components of the
system can be interconnected by any form or medium of digital data communication, e.g., a
communication network. Examples of communication networks include a local area network
(LAN) and a wide arca network (WAN), an inter-network (e.g., the Internet), and peer-to-peer

networks (e.g., ad hoc peer-to-peer networks).

[0067] The computing system can include clients and servers. A client and server are
generally remote from each other and typically interact through a communication network. The
refationship of client and server arises by virtue of computer programs running on the respective
computers and having a client-server relationship to each other. In some aspects of the disclosed
subject matter, a server transmits data (e.g., an HTML page) to a client device (e.g., for purposes
of displaying data to and receiving user input from a user interacting with the client device). Data
generated at the client device (e.g., a result of the user interaction) can be received from the

client device at the server.

[0068] It is understood that any specific order or hicrarchy of steps in the processes disclosed
is an illustration of example approaches. Based upon design preferences, it is understood that the
specific order or hierarchy of steps in the processes may be rearranged, or that all illustrated
steps be performed. Some of the steps may be performed simultaneously. For example, in certain
circumstances, multitasking and parallel processing may be advantageous. Moreover, the
separation of various system components illustrated above should not be understood as requiring
such separation, and it should be understood that the described program components and systems
can generally be integrated together in a single software product or packaged into multiple

software products.
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[0069] Various modifications to these aspects will be readily apparent, and the generic
principles defined herein may be applied to other aspects. Thus, the claims are not intended to be
limited to the aspects shown herein, but is to be accorded the full scope consistent with the
language claims, where reference to an element in the singular is not intended to mean “one and
only one” unless specifically so stated, but rather “one or more.” Unless specifically stated
otherwise, the term “some” refers to one or more. Pronouns in the masculine (e.g., his) include
the feminine and neuter génder (e.g., her and its) and vice versa. Headings and subheadings, if

any, are used for convenience only and do not limit the subject technology.

[0070] A phrase, for example, an “aspect” does not imply that the aspect is essential to the
subject technology or that the aspect applies to all configurations of the subject technology. A
disclosure relating to an aspect may apply to all configurations, or one or more configurations. A
phrase, for example, an aspect may refer to one or more aspects and vice versa. A phrase, for
example, a “configuration” does not imply that such configuration is essential to the subject
technology or that such configuration applies to all configurations of the subject technology. A
disclosure relating to a configuration may apply to all configurations, or one or more
configurations. A phrase, for example, a configuration may refer to one or more configurations

and vice versa.
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WHAT IS CLAIMED 18S:

1. A method comprising:

providing a Native Client environment for running native client software in a
host hardware architecture, wherein secure host registers on the host hardware
architecture are inaccessible to the native client software, and wherein the Native Client
environment is a sandboxing environment deploying software fault isolation and binary
code validation;

receiving guest software to run in a Native Client environment, wherein the
guest software is configured to execute at a specified guest hardware architecture and
not at the host hardware architecture or within the Native Client environment, and
wherein the specified guest hardware architecture is different from that of the host
hardware architecture and the Native Client environment;

generating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to run, a
set of software representations of hardware used in the guest hardware architecture;
and

providing, using emulation software, a binary translation of the guest software
into Native Client compatible machine code, wherein the Native Client compatible
machine code executes within the native client software and cannot access the secure
host registers on the host hardware architecture,

wherein the Native Client environment is configured to execute the Native
Client compatible machine code as the binary translation of the guest software into the
Native Client compatible machine code is provided, and wherein the binary translation
of the guest software into Native Client machine code is provided without porting or

recompiling the Native Client compatible machine code.

2. The method of claim 1, wherein the sandbox for the Native Client environment
accesses a set of emulated guest registers stored in memory or in registers available at a
host machine, wherein data associated with the Native Client compatible machine code
is stored within the Native Client environment, and wherein the emulated guest

registers correspond to registers of the specified guest hardware architecture.

3. The method of claim 1, wherein providing the binary translation of the guest

software into the Native Client compatible machine code comprises:
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creating, within the Native Client environment, isolated from the host hardware
architecture on which the Native Client environment is configured to run, a set of
virtual registers representing registers used by the guest software when executing at the
specified guest hardware architecture, wherein the addresses of the virtual registers are
referenced by a base pointer (RBP) plus a predetermined offset, and wherein each
virtual register in the set of virtual registers is accessible to the guest software, from

within the Native Client environment, via a single instruction.

4. The method of claim 1, wherein providing the binary translation of the guest
software into the Native Client compatible machine code comprises:

emulating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to run,
features of the specified guest hardware architecture and application programming

interface (API) calls of the guest software within the Native Client environment.

5. The method of claim 1, wherein providing the binary translation of the guest
software into the Native Client compatible machine code comprises:
replacing code in the guest software with code compatible with the Native Client

environment.

6. The method of claim 1, wherein the guest software comprises ARM software or

x86 software.

7. The method of claim 1, wherein the Native Client compatible machine code is

secure and portable, and wherein the guest software is not secure or not portable.

8. The method of claim 1, wherein the guest software is configured to execute only
within a specific guest operating system, and wherein the Native Client environment is

configured to execute within any one of multiple different operating systems.

0. The method of claim 1, wherein the Native Client compatible machine code is

executable within an application, and wherein the application is a browser.

10. A non-transitory computer-readable medium comprising instructions which,
when executed by one or more computers, cause the one or more computers to

implement a method, the method comprising:
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providing a Native Client environment for running native client software in a
host hardware architecture, wherein secure host registers on the host hardware
architecture are inaccessible to the native client software, and wherein the Native Client
environment is a sandboxing environment deploying software fault isolation and binary
code validation;

receiving guest software to run in a Native Client environment, wherein the
guest software is configured to execute at a specified guest hardware architecture and
not at the host hardware architecture or within the Native Client environment, and
wherein the specified guest hardware architecture is different from that of the host
hardware architecture and the Native Client environment;

generating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to run, a
first set of software representations of hardware used in the host hardware
architecture; and

providing, using emulation software, a binary translation of the guest software
into Native Client compatible machine code, wherein the Native Client compatible
machine code executes within the native client software and cannot access the secure
host registers on the host hardware architecture,

wherein the Native Client environment is configured to execute the Native
Client compatible machine code as the binary translation of the guest software into
Native Client compatible machine code is provided, and wherein the binary translation
of the guest software into Native Client machine code is provided without porting or
recompiling the Native Client compatible machine code, and wherein providing the
binary translation of the guest software into the Native Client compatible machine code
comprises:

creating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to
run, a set of virtual registers representing registers used by the guest software
when executing at the specified guest hardware architecture, wherein each
virtual register in the set of virtual registers is accessible to the guest software,

from within the Native Client environment, via a single instruction.

11. The non-transitory computer-readable medium of claim 10, wherein the Native
Client environment accesses a set of emulated guest registers stored in memory or in
registers available at a host machine, wherein data associated with the Native Client

compatible machine code is stored within the Native Client environment, and wherein
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the emulated guest registers correspond to registers of the specified guest hardware

architecture.

12. The non-transitory computer-readable medium of claim 10, wherein providing
the binary translation of the guest software into the Native Client compatible machine
code comprises:

emulating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to run,
features of the specified guest hardware architecture and application programming

interface (API) calls of the guest software within the Native Client environment.

13. The non-transitory computer-readable medium of claim 10, wherein providing
the binary translation of the guest software into the Native Client compatible machine
code comprises:

replacing code in the guest software with code compatible with the Native Client

environment.

14. The non-transitory computer-readable medium of claim 10, wherein the guest

software comprises ARM software or x86 software.

15. The non-transitory computer-readable medium of claim 10, wherein the Native
Client compatible machine code is secure and portable, and wherein the guest software

is not secure or not portable.

16. A system comprising:
one or more processors; and
a memory comprising instructions which, when executed by the one or more
processors, cause the one or more processors to implement a method, the method
comprising:
providing a Native Client environment for running native client software
in a host hardware architecture, wherein secure host registers on the host
hardware architecture are inaccessible to the native client software, and wherein
the Native Client environment is a sandboxing environment deploying software
fault isolation and binary code validation;
receiving guest software to run in a Native Client environment, wherein

the guest software is configured to execute at a specified guest hardware
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architecture and not at the host hardware architecture or within the Native
Client environment, and wherein the specified guest hardware architecture is
different from that of the host hardware architecture and the Native Client
environment;

generating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to
run, a first set of software representations of hardware used in the host
hardware architecture; and

providing, using emulation software, a binary translation of the guest
software into Native Client compatible machine code, wherein the Native Client
compatible machine code executes within the native client software and cannot
access the secure host registers on the host hardware architecture,

wherein the Native Client environment is configured to execute the
Native Client compatible machine code as the binary translation of the guest
software into Native Client compatible machine code is provided, and wherein
the binary translation of the guest software into Native Client machine code is
provided without porting or recompiling the Native Client compatible machine
code,

wherein the Native Client environment accesses a set of emulated guest
registers stored in memory or in registers available at a host machine, wherein
data associated with the Native Client compatible machine code is stored within
the Native Client environment, and wherein the emulated guest registers

correspond to registers of the specified guest hardware architecture.

17. The system of claim 16, wherein providing the binary translation of the guest
software into the Native Client compatible machine code comprises:

creating, within the Native Client environment, isolated from the host hardware
architecture on which the Native Client environment is configured to run, a set of
virtual registers representing registers used by the guest software when executing at the
specified guest hardware architecture, wherein addresses of the virtual registers are
referenced by a base pointer (RBP) plus a predetermined offset, and wherein each
virtual register in the set of virtual registers is accessible to the guest software, from

within the Native Client environment, via a single instruction.

18. The system of claim 16, wherein providing the binary translation of the guest

software into the Native Client compatible machine code comprises:
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emulating, within the Native Client environment, isolated from the host
hardware architecture on which the Native Client environment is configured to run,
features of the specified guest hardware architecture and application programming

interface (API) calls of the guest software within the Native Client environment.

19. The system of claim 16, wherein providing the binary translation of the guest
software into the Native Client compatible machine code comprises:
replacing code in the guest software with code compatible with the Native Client

environment.

20.  The system of claim 16, wherein the guest software comprises ARM software or

x86 software.
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