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(54) Assigning weapons to threats

(57) System and method of assigning at least one
weapon of a plurality of weapons (W1, W2, W3) to at
least one threat of a plurality of threats (T1, T2, T3, T4).
Data relating to a plurality of weapons and threats data
relating to a plurality of threats is received (202) and proc-

essed (204) to select at least one of a plurality of weapons
assignment techniques (206A, 206B). The selected
weapons assignment technique is applied to the data to
produce data describing assignment of at least one of
the plurality of weapons to at least one of the plurality of
threats.
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Description

[0001] The present invention relates to assigning
weapons to threats.
[0002] Figure 1 is a schematic illustration of a hostile
environment/battlespace including a plurality of weapons
and threats. In the example there are three weapons W1,
W2, W3 and four threats T1, T2, T3, T4. A battlespace
can be thought of as a set of assets with weapons for
countering a set of threats. An asset may be associated
with/have one or more weapons, e.g. W1 and W2 in the
Figure are co-located on the same asset. For instance,
the asset may include a vehicle such as a submarine
having different types of weapons, e.g. torpedoes with
different payloads, or tanks. Alternatively, an asset may
include a static structure, e.g. a missile launch base, or
even a troop of soldiers. Weapons (and the firing of them)
have associated values/costs, the units of which can be
monetary, tactical, or some other. Threats have the po-
tential to cause damage to assets and defended areas.
The units of these defended assets can be monetary,
tactical, etc. Success in a battlespace requires good al-
location of weapons to threats. This is a balance between
minimising losses by using more and better weapons to
effect a maximal amount of damage whilst retaining some
weapons for later use. However, the effectiveness of a
weapon can vary according to the threat it faces, the dy-
namics of the platform it resides upon, or any number of
other complicating factors.
[0003] Existing solutions to the problem of how to as-
sign weapons to threats are normally explicitly formulated
as a single central process, i.e. suitable for single assets
only. With multiple assets executing local assignment
plans, suboptimal performance is encountered due to the
possibility of the same threat being engaged by more
than one weapon when that is unnecessary, or a threat
not being engaged by any weapon.
[0004] Embodiments of the present invention are in-
tended to address at least some of the problems dis-
cussed above and can result in efficient computation of
an assignment solution distributed across a number of
weapons platforms.
[0005] According to one aspect of the present inven-
tion there is provided a method of assigning at least one
weapon of a plurality of weapons to at least one threat
of a plurality of threats, the method including:

receiving weapons data relating to a plurality of
weapons;
receiving threats data relating to a plurality of threats;
processing the weapons data and the threats data
to select at least one of a plurality of weapons as-
signment techniques, and
applying the at least one selected weapons assign-
ment technique to produce data describing assign-
ment of at least one of the plurality of weapons to at
least one of the plurality of threats.

[0006] The weapons assignment technique may in-
clude a Max Sum technique or a Probability Collectives-
based technique.
[0007] The weapons data may include data represent-
ing a cost of using each said weapon. The threats data
may include data representing a cost associated with
each said threat, the cost typically being a measure of
potential damage causable by each said threat. The use
costs in the weapons data and the use costs in the threats
data will normally be expressed in identical units. The
weapons and/or threats data may be output by a threat
evaluation process.
[0008] The method can further include a step of receiv-
ing user input/parameter(s) and processing the user in-
put/parameter(s) as part of the selection of the at least
one weapons assignment technique. The user input/pa-
rameter(s) may relate to weapon accuracy or weapon
use timing.
[0009] The method may include further analysing the
data describing the assignment produced by the applying
of the at least one selected weapon assignment tech-
nique and modifying the data describing the assignment.
The further analysis may include checking use of the as-
signed weapons for a cross-fire state, and modifying the
data describing the assignment so that the cross-fire
state is avoided. The analysis may include checking ap-
propriateness of a said assigned weapon(s) for use with
the threat to which the weapon(s) has been assigned,
and modifying the data describing the assignment if the
weapon(s) is not appropriate. The analysis may include
checking geographical proximity of a said assigned
weapon(s) to the threat to which the weapon(s) has been
assigned, and modifying the data describing the assign-
ment to assign another to the threat if the assigned weap-
on is not the weapon that is geographically closest to the
threat.
[0010] According to another aspect of the present in-
vention there is provided a system configured to assign
at least one weapon of a plurality of weapons to at least
one threat of a plurality of threats, the system including:

a component for receiving weapons data relating to
a plurality of weapons;
a component for receiving threats data relating to a
plurality of threats;
a processor component for:

processing the weapons data and the threats
data to select at least one of a plurality of weap-
ons assignment techniques, and
applying the at least one selected weapons as-
signment technique to produce data describing
assignment of at least one of the plurality of
weapons to at least one of the plurality of threats.

[0011] According to another aspect of the present in-
vention there is provided a computer program product
comprising computer readable medium, having thereon
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computer program code means, when the program code
is loaded, to make the computer execute a method of
assigning at least one weapon of a plurality of weapons
to at least one threat of a plurality of threats substantially
as described herein.
[0012] According to yet another aspect of the present
invention there is provided a method of assigning at least
one weapon of a plurality of weapons to at least one
threat of a plurality of threats, the method including:

receiving weapons data relating to a plurality of
weapons;
receiving threats data relating to a plurality of threats;
applying a Max-Sum and/or PC-based weapons as-
signment algorithm to produce data describing as-
signment of at least one of the plurality of weapons
to at least one of the plurality of threats.

[0013] Whilst the invention has been described above,
it extends to any inventive combination of features set
out above or in the following description. Although illus-
trative embodiments of the invention are described in de-
tail herein with reference to the accompanying drawings,
it is to be understood that the invention is not limited to
these precise embodiments. As such, many modifica-
tions and variations will be apparent to practitioners
skilled in the art. Furthermore, it is contemplated that a
particular feature described either individually or as part
of an embodiment can be combined with other individu-
ally described features, or parts of other embodiments,
even if the other features and embodiments make no
mention of the particular feature. Thus, the invention ex-
tends to such specific combinations not already de-
scribed.
[0014] The invention may be performed in various
ways, and, by way of example only, embodiments thereof
will now be described, reference being made to the ac-
companying drawings in which:

Figure 1 is a schematic diagram of a plurality of
weapons and threats;
Figure 2 is a schematic diagram of a system config-
ured to assign weapons to threats, and
Figure 3 illustrates schematically steps performed
by a switch component of the system of Figure 2.

[0015] Referring to Figure 1 again, the problem posed
is which weapon(s) to assign to which of the threats. Data
can be produced describing characteristics of each as-
set, e.g. geographic location, speed, weapon fit. The
weapon fit of an asset is specified by the types of weapon
it has available, the cost (monetary or otherwise) of firing
a particular weapon type, and the number of weapons of
each type. It will be appreciated that the number, types
and characteristics of the assets described herein are
exemplary only.
[0016] Data specifying characteristics of each threat
can also be produced. For instance, each threat may

have associated with it a geographic location, a bearing,
a speed and a score. The score (in units commensurate
with the cost of firing a weapon) defines the value of the
threat in terms of its capability to cause damage to the
assets. For example, a cheap cruise missile may be more
threatening than an expensive transport aircraft. These
scores will normally be an output of a threat evaluation
process that may be performed by human assessors re-
viewing the scenario/battlespace, or may at least be par-
tially retrieved from a data store or automatically calcu-
lated based on known information about at least some
of the threats.
[0017] Referring to Figure 2, a command management
system 200 is shown in communication with a weapons
assignment component 201. The command manage-
ment system may be, for example, the CMS-1 produced
by BAE Systems. That system can visualise situational
awareness in a ship-based air defence scenario to render
data (geography, location of threats, location of assets,
etc) for an operator on the bridge of a ship. More gener-
ally, the management system can comprise any (dynam-
ic) data storage and visualisation system that is able to
feed the location of assets (weapons), threats, threat lev-
els, rules of engagement/standing orders, and other rel-
evant matters, to an operator in order to provide the best
"view" of the battlespace. The system can be partially
automated and may receive inputs from radars/cameras
for detection, threat evaluation modules, weapons,
health monitoring, etc. The component 201 can include
a computing device having a processor and internal
memory configured to execute steps as described herein.
The component 201 receives the data describing the
weapons and the threats from the management system
200 and process that data in order to provide the system
200 with a list of assignments, i.e. which weapons are to
be used against which threats, which can be thought of
as the solution to the weapons assignment problem.
[0018] The weapons assignment problem can be for-
mulated as a graph with weapons connected to threats
to which they can be assigned. A cost function can be
created that reflects the costs of assigning weapons to
threats with the potential to cause a specified amount of
damage. The units of this function can be user-selected,
e.g. monetary or casualty/safety-based. The component
201 is capable of executing more than one type of allo-
cation algorithm/technique and the decision regarding
which algorithm to use is made by an "intelligent switch"
process, which can take into account parameters (e.g.
number of weapons, time constraints, etc.) that may have
been chosen by an operator. The algorithm outputs data
representing an assignment and a reassignment check
can then be performed made to try to ensure that the
best (e.g. geographically closest) weapon of the type
specified in the assignment is assigned to its threat.
[0019] The data is first received by a scenario parser
process 202 executing on the component 201. The gen-
eral weapons assignment problem can be formulated as
a nonlinear integer programming problem and is known

3 4 



EP 2 239 533 A1

4

5

10

15

20

25

30

35

40

45

50

55

to be NP-complete. A further input used by the process
is an engagement parameter matrix. The (i,j)th element
of this matrix is the probability pij of destroying target j by
a single weapon of type i. Then qij=1- pij denotes the
probability of survival of target j if it gets assigned by a
single weapon of type i.
[0020] Now, if xij is the number of weapons of type i
assigned to target j, then the survival probability of target
j is given by qij

xij. A target may be assigned weapons of
different types. The weapons assignment problem is to
determine the xij values that minimise the expected sur-
vival value of all targets.
[0021] Formally, let N be the number of targets, M the
number of weapon types, Cj the cost of damage caused
by target j, Ci the cost of firing weapon type i, and Wi the
number of weapons of type i available to be assigned to
targets. The following nonlinear integer programming
problem must be solved: 

subject to 

for all i = 1,2,..., M
xij ≥ 0 and integer, for all i = 1,2,..., M and for all j = 1,2,..., N
[0022] This formulation expresses an objective to min-
imise the expected cost of an engagement plan while
ensuring the total number of weapons used is no more
than those available. The scenario parser 202 effectively
processes the data it receives in order to formulate a cost
function that can be used by the weapons assignment
techniques described below and also by an intelligent
switch 204.
[0023] Figure 3 illustrates steps that provide the intel-
ligent switch functionality. At step 302 data produced by
the scenario parser 202 is received. At step 304 data
representing user inputs/parameters may be received.
Step 304 may not be performed by all embodiments of
the system, but can be useful when at least one addition-
al/variable factor, such as the desired accuracy level of
a weapon, the amount of computational power available
and/or a "time to launch" constraint, etc, need be taken
into account.
[0024] At step 306 the data received at step 302 (and,
optionally, step 304) is processed in order to select a
weapons assignment algorithm/technique in combina-
tion with data describing characteristics of the algorithms/
techniques that are available. It will be appreciated that
this step can involve various types of computations. For

example, if the user-defined parameter specifies a cer-
tain time frame for producing the weapons assignment
then the step can include selecting an algorithm/tech-
nique that is expected to produce a result within that time
frame. Alternatively, if no time constraint has been spec-
ified then the step may select the algorithm/technique
that is expected to produce the most effective assign-
ment. In another case, the complexity of the cost function
may be taken into account and any algorithm/technique
not capable of dealing with that level of complexity is
eliminated. At step 308 data indicating the algorithm/
technique selected is output. It will be appreciated that
in some cases more than one algorithm/technique may
be selected, e.g. for results comparison during testing.
[0025] Items 206A and 206B of Figure 2 represent two
different weapons assignment algorithms/techniques,
one of which will normally be selected by the intelligent
switch 204. It will be appreciated that the type and number
of algorithms/techniques shown is exemplary only and
in alternative embodiments more than two may be avail-
able. A description of the two algorithms/techniques will
now be given:

Max-Sum Algorithm 206A

[0026] The basis of the Max-Sum algorithm is to rep-
resent a global cost or utility function as a factor graph
and then to optimise it in a decentralised manner via local
message passing. In order to construct the graph, an
agent is represented as a function with a variable repre-
senting its state and utility. An agent may be used to
represent a decision maker and can be ascribed to an
asset. A set of interacting agents is known as a Multi-
Agent System (MAS). MAS can employ Game Theory to
develop interaction strategies for agent-negotiation that
lead to equilibrium solutions for multi-agent decision
making and resource management. The utility of any
agent is a function of its own state and the state of a small
number of neighbouring agents. Thus, the function node
of a single agent is connected to its own variable node,
and the variable nodes of a number of neighbouring
agents. Given the factor graph, the Max-Sum algorithm
calculates the messages that should be exchanged be-
tween the agents to maximise the global utility.
[0027] The Max-Sum algorithm can have good scaling
properties because the largest calculation any agent per-
forms is exponential only in its number of neighbours,
which is typically much less than the total number of
agents in the system. The algorithm involves transmitting
and updating messages between neighbouring agents
until the states of all agents converge to fixed states that
represent either the optimal solution, or a solution that is
close to optimal.
[0028] In applying the Max-Sum algorithm to the prob-
lem, a key question is how the global cost function (i.e.
the expected cost of an engagement plan) depends on
the actions of the individual agents (i.e. the assignment
of weapons to targets). If the global cost can be factored,
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scalable decentralised solutions should be possible. If it
cannot be factored, solutions may still be available but
they will not be scalable. Other key issues are the con-
vergence time of the algorithm and the quality of the so-
lution to which the algorithm converges. The results are
likely to be strongly scenario-dependent.

Probability Collectives (206B)

[0029] The basis of Probability Collectives (PC)-based
algorithm is that each agent is to manipulate a probability
distribution over its actions rather than the actions direct-
ly. This provides a scalable decentralised solution to op-
timisation problems that is robust under uncertainty and
is amenable to standard gradient descent techniques in
spite of the discrete nature of the actions. PC is a broad
framework for analysing and controlling distributed sys-
tems (see D.H. Wolpert, Collective Intelligence, Compu-
tational Intelligence Beyond 2001: Real and Imagined,
Wiley, 2001). The algorithm proceeds by each asset in-
itialising the probability distribution over its actions, typ-
ically a uniform distribution. The assets then draw a sam-
ple block from their distributions and communicate it to
an ’oracle’, e.g. a battle command station. The oracle
processes these samples and transmits a reward back
to the asset. The assets exploit this reward to update
their probability distributions, and then the process re-
peats. The expectation is that each asset’s probability
distribution will eventually become ’peaked’ around its
optimal action.
[0030] The PC-based algorithm is explicitly decentral-
ised because the assets are running separate computer
programs and only interacting with each other via the
oracle. The main communication overhead in PC is the
transmission of sample blocks from the agents to the
oracle. The size of these blocks will be problem depend-
ent as will the number of communications with the oracle
that are required before the solution converges.
[0031] The output of the selected algorithm is data de-
scribing a weapons-to-threats assignment, e.g. in the
form of a matrix. The component 201 includes an optional
process 208 for checking the assignment and possibly
modifying it before it is transferred to the command man-
agement system 200. The process 208 can involve per-
forming checks based on the data received by the sce-
nario parser 202 and/or other parameter data provided
by a user. The intention is to check that the assignment
does not result in illogical or even dangerous weapons
use on a practical level. It will be appreciated that this
process can involve various types of computations. For
example, data representing the geographical location of
the weapons and threats (which may not be taken into
account the weapons assignment algorithms 206A,
206B) can be processed to check if there is a weapon of
the same type as specified by the assignment located
nearer the assigned threat than the one specified in the
assignment. If so then the process 208 can modify the
assignment data to allocate the geographically-closer

weapon to the threat. Additionally or alternatively, the
process may involve computing if firing the weapons in
accordance with the assignment will result in harmful
cross-fire and, if so, amend the assignment to avoid that
situation.
[0032] The assignment data (possibly modified by
process 208) is then transferred to an assignment parser
process 210 that set the assignment data into a format
that can be directly used by the command management
system 200. Upon receipt of the assignment, the system
200 can implement it, e.g. by direct remote control of the
weapons and/or by informing a controller of an asset of
which threat its weapon(s) is to target.

Claims

1. A method of assigning at least one weapon of a plu-
rality of weapons (W1, W2, W3) to at least one threat
of a plurality of threats (T1, T2, T3, T4), the method
including:

receiving (202) weapons data relating to a plu-
rality of weapons;
receiving (202) threats data relating to a plurality
of threats;
processing (204) the weapons data and the
threats data to select at least one of a plurality
of weapons assignment techniques (206A,
206B), and
applying the at least one selected weapons as-
signment technique to produce data describing
assignment of at least one of the plurality of
weapons to at least one of the plurality of threats.

2. A method according to claim 1, wherein the weapons
assignment techniques are selected from a set in-
cluding: a Max Sum technique (206A), and/or a Prob-
ability Collectives-based technique (206B).

3. A method according to claim 1 or 2, wherein the
weapons data includes data representing a cost of
using each said weapon and the threats data in-
cludes data representing a cost associated with each
said threat, the use cost in the threats data repre-
senting a measure of potential damage causable by
the threat.

4. A method according to claim 3, wherein the use costs
in the weapons data and the use costs in the threats
data are expressed in identical units.

5. A method according to any one of the preceding
claims, wherein the weapons data and/or threats da-
ta is an output of a threat evaluation process.

6. A method according to any one of the preceding
claims, further including a step of receiving (304) us-
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er input/parameter(s) and processing the user input/
parameter(s) as part of the selection of the at least
one weapons assignment technique.

7. A method according to claim 6, wherein the user in-
put/parameter(s) relates to weapon accuracy, or
weapon use timing.

8. A method according to any one of the preceding
claims, including further analysing (208) the data de-
scribing the assignment produced by the applying
(206) of the at least one selected weapon assign-
ment technique and modifying the data describing
the assignment.

9. A method according to claim 8, wherein the further
analysis includes checking use of the assigned
weapons for a cross-fire state, and modifying the da-
ta describing the assignment so that the cross-fire
state is avoided.

10. A method according to claim 8 or 9, wherein the anal-
ysis includes checking appropriateness of a said as-
signed weapon(s) for use with the threat to which
the weapon(s) has been assigned, and modifying
the data describing the assignment if the weapon(s)
is not appropriate.

11. A method according to any one of claims 8 to 10,
wherein the analysis includes checking geographical
proximity of a said assigned weapon(s) to the threat
to which the weapon(s) has been assigned, and
modifying the data describing the assignment to as-
sign another to the threat if the assigned weapon is
not the weapon that is geographically closest to the
threat.

12. A system (200, 201) configured to assign at least
one weapon of a plurality of weapons (W1, W2, W3)
to at least one threat of a plurality of threats (T1, T2,
T3, T4), the system including:

a component (202) for receiving weapons data
relating to a plurality of weapons;
a component (202) for receiving threats data re-
lating to a plurality of threats;
a processor component configured to:

process (206) the weapons data and the
threats data to select at least one of a plu-
rality of weapons assignment techniques
(206A, 206B), and
apply the at least one selected weapons as-
signment technique to produce data de-
scribing assignment of at least one of the
plurality of weapons to at least one of the
plurality of threats.

13. A computer program product comprising computer
readable medium, having thereon computer pro-
gram code means, when the program code is loaded,
to make the computer execute a method of assigning
at least one weapon of a plurality of weapons to at
least one threat of a plurality of threats according to
any one of claims 1 to 11.
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