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(57) Abstract: Systems and methods for operating a virtual memory pool
(30) are disclosed. A network (56) of computing machines (32, 34, 38, 40,
42) having local real memory (44, 46, 48, 50, 52) is provided. A transla-
tion table (31), which is not tightly coupled to the real memory (44, 46,
48, 50, 52) of any one of the computing machines (32, 34, 38, 40, 42) in
the network (56), is generated comprising connections between locations
of the various local real memories (44, 46, 48, 50, 52) to segments of the
virtual memory pool (30). A request is received to access a particular seg-
ment (62, 64, 66, 68, 70, 72) of the virtual memory pool (30). An address
for a particular computing machine (32, 34, 38, 40, 42) and a location in
its local real memory (44, 46, 48, 50, 52) is retrieved from the translation
table (31). A copy of the particular segment (62, 64, 66, 68, 70, 72) is
requested from the particular computing machine (32, 34, 38, 40, 42).
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VIRTUAL MEMORY POOL WITHIN A NETWORK WHICH IS ACCESSIBLE FROM

MULTIPLE PLATFORMS

CROSS-REFERENCE TO RELATED APPLICATIONS
[0001] This application claims the benefit of US provisional patent application no.
62/835,031 filed April 17, 2019, the disclosures of which are hereby incorporated by
reference as if fully restated herein.

TECHNICAL FIELD

[0002] Exemplary embodiments relate generally to systems and methods for virtual
memory pools within networks which are accessible from multiple platforms.

BACKGROUND AND SUMMARY OF THE INVENTION
[0003] Virtual memory has been in use since at least the 1960s and has allowed
computing machines to overcome the limitations imposed by the space, size, and cost of
real memory. Early computers were limited to executing and operating upon data that
could completely fit within the memory storage that was available within the machine.
This storage area was named “real memory”, as it actually existed within the physical
machine. This limitation significantly influenced the effectiveness of the computing
machines and put additional limitations on the types of software programs that could be
developed. To resolve this issue, hardware providers created a concept, now often
referred to as “virtual storage”. Virtual storage allows a software program to utilize more
memory than is actually in existence within the machine. This is accomplished by

mapping virtual to real addresses and taking advantage of the fact that not all memory is
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truly needed at all times, and therefore, sections of memory can be paged out or
temporarily transferred to disk storage and returned to memory only when needed.
[0004] The fundamental idea behind the use of virtual storage is the ability to appear
to utilize far more memory space than is actually available. This is made possible
because certain locations within memory are used less often than others. The concept
is similar to reserves in banking, where the bank holds only the cash that is expected to
be used rather than the entire aggregate that might be held in trust. It is unlikely that all
customers will ask for all their money, all at the same time. Therefore, the bank needs to
only have on hand what the bank reasonably expects will be requested during a given
time period.

[0005] These disclosures provide systems and methods for virtual memory pools
which may be created, managed, and shared between computing machines over
networks. The virtual memory pool of storage may be simultaneously utilized by all the
machines within a network, and only the portions of the virtual memory pool that are
actually in use need to be temporarily stored within a specific machine’s real memory.
Using these systems and methods, an exceptionally large area of virtual storage may be
managed, allowing a great number of sharing computer machines to participate in the
virtual memory pool. In this way, a complex and massive parallel processing network of
computing may be created, maintained, and operated. Each individual computing
machine may be capable of performing its own calculations upon data that is shared by

the entire network.



WO 2020/214757 PCT/US2020/028417

[0006] Furtherfeatures and advantages of the systems and methods disclosed herein,
as well as the structure and operation of various aspects of the present disclosure, are
described in detail below with reference to the accompanying figures.
BRIEF DESCRIPTION OF THE DRAWINGS

[0007] In addition to the features mentioned above, other aspects of the present
invention will be readily apparent from the following descriptions of the drawings and
exemplary embodiments, wherein like reference numerals across the several views refer
to identical or equivalent features, and wherein:
[0008] FIGURE 1 is a simplified diagram of a traditional virtual memory system;
[0009] FIGURE 2 is a simplified diagram of an exemplary virtual memory pool;
[0010] FIGURE 3 is a detailed simplified diagram of the virtual memory pool of figure
2;
[0011] FIGURE 4 is a simplified diagram of an exemplary network virtual translation
table for the virtual memory pool of figure 2;
[0012] FIGURE 5 is a simplified diagram of an exemplary table entry for a given
segment of the virtual memory pool of figure 2; and
[0013] FIGURE 6 is a flow chart with exemplary logic for operating the virtual memory
pool of figure 2.

DETAILED DESCRIPTION OF EXEMPLARY EMBODIMENT(S)
[0014] Various embodiments of the present invention will now be described in detail
with reference to the accompanying drawings. In the following description, specific details
such as detailed configuration and components are merely provided to assist the overall

understanding of these embodiments of the present invention. Therefore, it should be
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apparent to those skilled in the art that various changes and modifications of the
embodiments described herein can be made without departing from the scope and spirit
of the present invention. In addition, descriptions of well-known functions and
constructions are omitted for clarity and conciseness.

[0015] Embodiments of the invention are described herein with reference to
illustrations of idealized embodiments (and intermediate structures) of the invention. As
such, variations from the shapes of the illustrations as a result, for example, of
manufacturing techniques and/or tolerances, are to be expected. Thus, embodiments of
the invention should not be construed as limited to the particular shapes of regions
illustrated herein but are to include deviations in shapes that result, for example, from
manufacturing.

[0016] The traditional use of virtual memory is illustrated in FIGURE 1. In the
illustrated example, 4M of real memory 10 is used to support and create 16M of virtual
memory 12. When access to a piece of real memory 10 is required by a program 16, an
address for the portion of real memory 10 is retrieved from a translation table 14. The
translation table 14 provides an entry for every segment of the virtual memory 12. By
looking up the virtual memory address, the corresponding real memory address of
storage that is being used to hold the data may be substituted by a computing machine.
If the virtual member 12 is not supported by an equivalent piece of real memory 10, then
the translation table 14 is updated. This updating process might require the temporary
transfer of data to a more permanent location, like a computer disk or direct access

storage device (DASD).



WO 2020/214757 PCT/US2020/028417

[0017] FIGURE 2 illustrates an exemplary virtual memory pool 30. The virtual memory
pool 30 may be located outside of one or all of the computing machines 32, 34, 36, 38,
40, 42. The virtual memory pool 30 may share its virtual memory among some or all of
the multiple computing devices 32, 34, 36, 38, 40, 42. The multiple computing devices
32, 34, 36, 38, 40, 42 may be connected by way of a network 56. Those of skill in the art
will recognize that the computing devices 32, 34, 36, 38, 40, 42 may be any type of
platform including, but not limited to, desktop computers, laptops, servers, work stations,
tablets, mobile devices, smartphones, some combination thereof, of the like. Those of
skill in the art will recognize that the network 56 may be an internet, intranet, cellular
network, the world wide web, some combination thereof, or the like. Furthermore, the
network 56 connections may be wired or wireless. The computing machines 32, 34, 36,
38, 40, 42 may be connected to one another in the network 56 by way of one or more
gateways 58, bridges 60, or the like. One or more interconnected networks 56 may be
utilized. Any number and type of computing devices 32, 34, 36, 38, 40, 42 may be utilized.
[0018] The virtual pool 30 may utilize real memory 44, 46, 48, 50, 52 located at one or
more of the computing machines 32, 34, 36, 38, 40, 42 to support the virtual memory pool
30. In exemplary embodiments, each computing machine’s 32, 34, 36, 38, 40, 42 real
memory 44, 46, 48, 50, 52 may be utilized, though in other exemplary embodiments, only
the real memory 44, 46, 48, 50, 52 from a select number of the computing machines may
be utilized 32, 34, 36, 38, 40, 42. The real memory 44, 46, 48, 50, 52 may be of any size
or type. As those of skill in the art will recognize, the concepts of the disclosed systems

and methods are extendable and adaptable to a wide variety of virtual memory pool 30
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designs and are not intended to be limited to the exemplary embodiments shown and
described herein, which are provided for example purposes.

[0019] One exemplary difference between the traditional virtual memory 12 and the
virtual memory pool 30 is the immediate proximity of hardware. In the case of the
traditional virtual memory 12, the virtual memory 12 space does not separately exist in
the physical sense, but the direct hardware controls the use of the virtual memory 12 and
allows individual operating instructions to be completely unaware of the absence of the
virtual memory 12. This may be accomplished using a hardware translation table 14
which provides the instruction for the real memory 10 that is merely at a different location
than imagined, rather than not existing at all. Therefore, the traditional virtual memory 12
model uses the concept of virtual storage to provide greater freedom for instruction and
program design but is ultimately confined within the operation of a given computing
machine and remains tightly coupled to the computing machine’s hardware.

[0020] In contrast to the traditional model of virtual storage, the virtual memory pool
30 may not exist at all within the confines of a given computing machine 32, 34, 36, 38,
40, 42. The virtual memory pool 30 may represent a contiguous area of memory that may
not exist in a given computing machine 32, 34, 36, 38, 40, 42. In exemplary embodiments,
the virtual memory pool 30 may represent a continuous area of memory that does not
exist anywhere. Instead, the virtual memory pool 30 may provide a map for exchanging
information stored between multiple computing machines 32, 34, 36, 38, 40, 42 of the
network 56. The virtual memory pool 30 may not exist within a single computing machine
32, 34, 36, 38, 40, 42. Furthermore, the virtual memory pool 30 may not be tightly coupled

to a single computing machine 32, 34, 36, 38, 40, 42.
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[0021] The virtual memory pool 30 may comprise a translation table 31. The
translation table 31 may comprise a number of segments 62, 64, 66, 68, 70, 72, each
associated with an address for a computing machines 32, 34, 36, 38, 40, 42 and a location
in the real memory 44, 46, 48, 50, 52 of the computing machine 32, 34, 36, 38, 40, 42.
The translation table 31 may be updated as new segments are filled in, assigned
ownership, moved, deleted, transferred ownership, some combination thereof, or the like.
[0022] The virtual memory pool 30 may be of any size. Since there is no limit to the
size and shape of this virtual memory pool 30, an example is provided of one large area
defined by 32 bits, without limitation. Such an area would have 4,294,967,296 bytes of
available storage and would be addressed from 0 through 4,294,967,295 by the 32-bit
address value. This large pool would be segmented into portions which may be
distributed for use and storage. As an illustration, without limitation, a segment size of
64K, is shown in FIGURE 3.

[0023] Each segment 62, 64, 66, 68, 70, 72 of the virtual memory pool 30 may be
managed as a distributed unit. In other words, a computing machine 32, 34, 36, 38, 40,
42 that participates in using this virtual memory pool 30 may make an announcement to
the network 56 concerning ownership or existence of each segment 62, 64, 66, 68, 70,
72. The computing machine 32, 34, 36, 38, 40, 42 of the network 62 that is in control of
a given segment 62, 64, 66, 68, 70, 72 may send a copy of the segment 62, 64, 66, 68,
70, 72 to the requesting computing machine 32, 34, 36, 38, 40, 42. The copy of the
segment 62, 64, 66, 68, 70, 72 may be sent with an indication that the segment 62, 64,
66, 68, 70, 72 is for reading only. However, if the segment 62, 64, 66, 68, 70, 72 is not in

use then the owning computing machine 32, 34, 36, 38, 40, 42 may transmit a copy of
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the available segment 62, 64, 66, 68, 70, 72, flag their own copy as read only, and
relinquish ownership. In this way, segments 62, 64, 66, 68, 70, 72 of storage may be
distributed over the network 56 such that no single computing machine 32, 34, 36, 38, 40,
42 is responsible for maintaining the entire pool 30. Furthermore, a member computing
machine 32, 34, 36, 38, 40, 42 who is in control of a segment 62, 64, 66, 68, 70, 72 may
notify the network 56 when data within the segment 62, 64, 66, 68, 70, 72 has been
altered, so as to allow other member computing machines 32, 34, 36, 38, 40, 42 to
invalidate their versions of the segment 62, 64, 66, 68, 70, 72.

[0024] Asillustrated in FIGURE 4 through FIGURE 6, the translation table 74 and any
number of table entries 76 may be used to define and manage the virtual memory pool
30. The translation table 74 may be maintained within the local memory of each
computing machine 32, 34, 36, 38, 40, 42 of the network 56, in exemplary embodiments.
When a computing machine 32, 34, 36, 38, 40, 42 of the network 56 is inclined to access
the real memory 44, 46, 48, 50, 52 of a given computing machine 32, 34, 36, 38, 40, 42
from the network 56, a translation and realization process may occur. This process may
involve a determination of the number of segments 62, 64, 66, 68, 70, 72 that contain the
data of interest, by way of the translation table 31, and indexing to the appropriate table
entry 76 for the segment involved. Once the table entry 76 is located, the location of the
real memory 44, 46, 48, 50, 52 may be determined to retrieve the underlying data.
[0025] Ifthe entry 76 is determined to be valid, a request to all the computing machines
32, 34, 36, 38, 40, 42 may be transmitted requesting retrieval of the segment 62, 64, 66,
68, 70, 72. If there is no affirmative response from the network 56, the local member

computing machine 32, 34, 36, 38, 40, 42 may allocate a sufficient block of local real
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memory 44, 46, 48, 50, 52 and identify its address in the entry 76 along with indication of
ownership.

[0026] If the entry 76 is currently owned, the entry 76 may contain a pointer to the
location in local real memory 44, 46, 48, 50, 52. A translation between the virtual address
requested and the real address pointed to may be accomplished by way of the translation
table 74.

[0027] Ifthe entry 76 exists in the virtual memory pool 30, the local computing machine
32, 34, 36, 38, 40, 42 may generate and transmit a request to the segment owning
computing machine 32, 34, 36, 38, 40, 42 asking for either a read only copy of the
segment 62, 64, 66, 68, 70, 72 or for ownership to be transferred. Such a request may
be made by way of the network address for the segment owning computing machine 32,
34, 36, 38, 40, 42.

[0028] By allowing the free flow of requests, the virtual memory pool 30 may be
actualized and each local network member computing machine 32, 34, 36, 38, 40, 42
may have access and availability to the virtual memory pool 30.

[0029] The use of the network virtual memory pool 30 may be implemented within an
emulated or pseudo process, though such is not required.

[0030] As each instruction may be retrieved from a member computing machine 32,
34, 36, 38, 40, 42, access to the virtual storage pool 30 may be provided. As each
instruction executes, potential access to the virtual storage pool 30 may be provided.
Whenever the virtual storage pool 30 is utilized, a process of address translation between
the virtual address and the location in the local real memory 44, 46, 48, 50, 52 where the

data segment 62, 64, 66, 68, 70, 72 truly resides may be undertaken.
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[0031] While five member computing machines 32, 34, 36, 38, 40, 42 are shown and
described in the network 56 of the provided example, any number of computing machines
32, 34, 36, 38, 40, 42 are contemplated. Any size virtual memory pool 30 is contemplated.
Any size real memory 44, 46, 48, 50, 52 is contemplated. The virtual memory pool 30
may be divided into any number of segments 62, 64, 66, 68, 70, 72 of any size. Any
number and type of entries 76 are contemplated. In exemplary embodiments, without
limitation, the virtual memory pool 30 may be executed within a virtual pseudo processor
or emulator.

[0032] Any embodiment of the present invention may include any of the features of
the other embodiments of the present invention. The exemplary embodiments herein
disclosed are not intended to be exhaustive or to unnecessarily limit the scope of the
invention. The exemplary embodiments were chosen and described in order to explain
the principles of the present invention so that others skilled in the art may practice the
invention. Having shown and described exemplary embodiments of the present
invention, those skilled in the art will realize that many variations and modifications may
be made to the described invention. Many of those variations and modifications will
provide the same result and fall within the spirit of the claimed invention. Itis the intention,
therefore, to limit the invention only as indicated by the scope of the claims.

[0033] Certain operations described herein may be performed by one or more
electronic devices. Each electronic device may comprise one or more pProcessors,
electronic storage devices, executable software instructions, and the like configured to
perform the operations described herein. The electronic devices may be general purpose

or specialized computing devices. The electronic devices may be personal computers,

10
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smartphones, tablets, databases, servers, or the like. The electronic connections
described herein may be accomplished by wired or wireless means. The computerized
hardware, software, components, systems, steps, methods, and/or processes described
herein may serve to improve the speed of the computerized hardware, software, systems,

steps, methods, and/or processes described herein.

11
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CLAIMS
What is claimed is:
1. A method for operating a virtual memory pool comprising the steps of:

providing a network comprising a number of computing machines, each computing
machine comprising local real memory configured to hold segments of data;

generating a translation table for the virtual memory pool, wherein the virtual
memory pool is not tightly coupled to the local real memory of any one of
the number of computing machines in the network, and wherein the virtual
memory pool comprises connections between locations of the local real
memory of each of the number of computing machines and each segment
of the virtual memory pool;

generating a request from a first computing machine to access a particular
segment of the virtual memory pool;

retrieving, from the translation table, an address identifying a particular one of the
number of computing machines corresponding to the received request for
the particular segment and a location within the local real memory for the
particular one of the number of computing machines; and

requesting, from the identified computing machine, a copy of the particular

segment at the location.

2. The method of claim 1 wherein:

the virtual memory pool is executed within a virtual pseudo processor.

12
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3. The method of claim 1 wherein:

the virtual memory pool is executed within an emulator.

4. The method of claim 1 further comprising the steps of:

sending a copy of the particular segment as read only.

5. The method of claim 1 further comprising the steps of:
determining that the particular segment is not owned,;
sending a request for ownership of the particular segment; and

updating the translation table to reflect ownership of the particular segment.

6. The method of claim 1 further comprising the steps of:

determining that the request is valid.

7. The method of claim 1 further comprising the steps of:
determining that the particular segment cannot be located;
allocating memory for the particular segment in the virtual memory pool; and

updating the translation table to reflect the allocation for the particular segment.

8. The method of claim 1 wherein:
the network comprises an IP network; and
each of the number of computing machines is associated with an IP address; and

the address is an IP address.

13
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9. The method of claim 8 wherein:
at least one of said number of computing machines comprises a personal

computer.

10.The method of claim 8 wherein:

at least one of said number of computing machines comprises a server.

11.The method of claim 1 further comprising the steps of:
retrieving, from the translation table, a location for the particular segment within
the local real memory of the computing machine associated with the
address, wherein the request for the copy of the particular segment

comprises the location.

12. A system for operating a virtual memory pool comprising:

a number of computing machines;

a network connecting each of said number of computing machines;

a translation table comprising a number of entries, wherein each entry is
associated with a segment of data, an address for one of the number of
computing machines, and a location in real memory of one of the number
of computing machines; and

software instructions, which when executed by a particular one of the number of

14
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computing machines, configures the particular one of the number of

computing machines to:

generate and transmit a request regarding a particular segment of data to
each of the number of computing devices;

if the announcement is valid, query the translation table with the particular
segment of data;

if the query returns an address and location in real memory associated with
the particular segment of data, transmit a request to the address for
a read only copy of the particular segment of data at the location in
the real memory of the computing machine associated with the
address; and

if the query does not return an address and location in real memory, request
ownership of the particular segment of data, fill the segment of data
with information at a new location in the real memory of the particular
one of the number of computing machines, and update the
translation table with an address for the particular one of the number
of computing machines and the new location for the particular

segment of data.

13.The system of claim 12 wherein:

the network is an IP network; and

each of the number of computing machines is associated with an IP address.

15
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14.The system of claim 13 wherein:

the network comprises the world wide web.

15.The system of claim 12 wherein:
at least a portion of the translation table is located within the real memory of each

of the number of computing machines.

16. The system of claim 15 wherein:
the translation table is located entirely within the real memory of one of the
number of computing machines; and
the translation table is executed on each of the number of computing machines

by way of a virtual processor or emulator.

17.The system of claim 15 wherein:
a copy of the translation table is maintained within the real memory of each of the

number of computing machines.

18.The system of claim 12 wherein:
the translation table is located at a remote electronic storage device not tightly

coupled to any of the number of computing machines.

19. A method for operating a virtual memory pool, said method comprising the steps

of:

16
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connecting a number of computing machines, each associated with an address
and comprising a real memory, to one another by way of an IP network;

creating a translation table by associating each of a number of segments within
the virtual memory pool with an address for a particular one of the number
of computing machines and a location within the real memory of the
particular one of the number of computing machines;

storing a copy of the translation table at the real memory of each of the number of
computing machines;

receiving a request at the translation table from one of the number of computing
machines regarding a particular segment;

retrieving a particular address and a particular location from the translation table
associated with the particular segment of data;

sending a request to the particular address for the segment stored at the particular
location; and

receiving, at the requesting computing machine from the computing machine
associated with the particular address, a read only copy of the segment

stored at the particular location.

20. The method of claim 19 further comprising the steps of:
receiving a request at the translation table from a second one of the number of
computing machines regarding a second particular segment;
determining that no address or location is stored at the translation for the second

particular segment;

17
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receiving from the second one of the number of computing machines, a particular
location in the real member of the second one of the number of computing
machines for the second particular segment;

creating a new entry at the translation table comprising the address for the second
one of the number of computing machines, the particular location, and the
second particular segment; and

notifying each of the other number of computing machines to update their copy of
the translation table with the address for the second one of the number of
computing machines, the particular location, and the second particular

segment.

18
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