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METHOD FORMONITORING ABNORMAL 
BEHAVOR IN A COMPUTER SYSTEM 

BACKGROUND OF THE INVENTION 

0001. The present invention relates to a method for 
monitoring a computer System, and more particularly to a 
technology for handling a computer log. 

0002 Conventionally, methods for transferring various 
types of computer logs over a network for monitoring on 
another computer have been widely used. However, most of 
those methods transfer all logs, increasing the network load 
and Sometimes developing a problem especially when the 
amount of log data produced by the Sending computers 
exceeds the network transfer capacity. The processing load 
of the receiving computer also increases because it must 
analyze a large amount of log information. To Solve this 
problem, Some operating Systems add a priority to each log 
message. This added information Specifies whether to dis 
card messages, whether to record messages in log files, or 
whether to transfer messages to another computer. 

0003. As described above, the conventional methods 
extract and transfer logs which are assumed to be important 
based on the criteria determined only by the log outputting 
computers. Thus, the load on the network or on the log 
receiving computer is not always reduced because whether 
or not logs are important are determined based on the criteria 
of the log outputting computers. In addition, a log message, 
once considered not very important by log outputting com 
puters, is not sent to the monitoring computer which might 
consider the log message very important. 

0004 Furthermore, administrators must associate log 
messages Sent from one computer with those Sent from 
another computer or obtain more detailed information on the 
logs depending upon the output log. 

0005 Some conventional methods also indicate the 
importance of output information by color change although 
the color changes based only on the importance determined 
by the corresponding host. 

0006 Conventionally, log information has been written 
directly to non-volatile Storage. Log information is also 
written via a network to non-volatile which is usually remote 
non-volatile Storage. 

0007. However, generated operation history data may 
change or may be altered while it is Sent to non-volatile 
Storage, while it is processed in the computer, or while it is 
Stored in main Storage or non-volatile Storage. In conven 
tional methods, these changes and alterations cannot be 
detected. Therefore, the validity of log information, when 
read from non-volatile Storage where it has been Saved, can 
be guaranteed, nor the changed or altered log information 
can be restored to the original log information even if the 
change or alteration is detected. 

SUMMARY OF THE INVENTION 

0008. It is an object of the present invention to provide a 
method of collecting an amount of log information enough 
to keep track of the Status of agents without a heavy 
processing load on both the network and the manager 
computer. 
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0009. It is another object of the present invention to 
provide a method of detecting an event which could not be 
identified by monitoring the Status of only one computer. 
0010. It is still another object of the present invention to 
provide a method of representing the location of an error 
within the computer and the severity level of the error so that 
an operator can understand them easily the moment the 
operator views the monitoring Screen. 
0011. It is still another object of the present invention to 
provide a method of automating the association of log 
information output by a plurality of computers and, depend 
ing upon the output information, the collection of more 
detailed information in order to reduce the load on an 
administrator. 

0012. It is still another object of the present invention to 
provide a method of preventing log information from being 
altered or wire-tapped or preventing false log information 
from being included and, even if log information is partially 
altered, a method of restoring the partially-altered informa 
tion to the original information. 
0013 To achieve the above objects, the method accord 
ing to the present invention concurrently monitors log 
information collected from a plurality of computers and 
integrally checks the validity and consistency of the log 
information to find an invalid action. 

0014. The method according to the present invention 
allows an alarm or log monitoring computer to assign a 
Surveillance level to the computers which are monitored. 
0015 The method according to the present invention 
Supposes the cause of an event from the contents output to 
a log, collects more detailed log information to prove the 
Supposition, and determine the cause of the event. 
0016. The method according to the present invention 
informs an operator of a computer performing invalid 
behavior by changing colors on the monitor Screen or by 
changing an alarm Sound. 
0017. The computer monitoring method according to the 
present invention adds a digital Signature before Saving or 
transferring a log. 
0018. The computer monitoring method according to the 
present invention adds redundant information to a log to 
allow the original log data to be restored even when part of 
the log is lost or altered. 
0019. The computer monitoring method according to the 
present invention also divides a log and Saves it on a 
plurality of computers to allow part of divided log data to be 
restored even if it is lost or altered. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020 FIG. 1 is a diagram showing the overall configu 
ration of a computer System used in an embodiment. 
0021 FIG. 2 is a diagram showing the system configu 
ration of a manager and an agent. 
0022 FIG. 3 is a diagram showing the hardware con 
figuration of each computer of the manager and agents. 
0023 FIG. 4 is a diagram showing an example of the 
contents of an analysis rule case DB. 
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0024 FIG. 5 is a diagram showing a basic procedure for 
Supposing the cause of an event from the contents output to 
a log, collecting detailed log information to prove the 
Supposition, and determining the cause of the event. 
0.025 FIG. 6 is a flowchart showing a first procedure for 
Supposing the cause of an event from the contents output to 
a log, collecting detailed log information to prove the 
Supposition, and determining the cause of the event. 
0.026 FIG. 7 is a flowchart showing a second procedure 
for Supposing the cause of an event from the contents output 
to a log, collecting detailed log information to prove the 
Supposition, and determining the cause of the event. 
0027 FIG. 8 is a flowchart showing a procedure for 
displaying colors on the console Screen when Supposing the 
cause of an event from the contents output to a log, collect 
ing detailed log information to prove the Supposition, and 
determining the cause of the event. 
0028 FIG. 9 is a diagram showing the configuration of 
an example of the operator monitor Screen. 
0029 FIG. 10 is a diagram showing the configuration of 
a System for preventing log alterations and for restoring 
altered logs. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0.030. In the following description, a computer which 
outputs a log and is monitored by Some other computer is 
called an agent, while a computer which analyzes the log to 
monitor the agent is called a manager. A data base is 
abbreviated to DB. 

0031. In FIG. 1, computers 101, 102, and 103 are com 
puters which are monitored, while a computer 104 is a 
computer which performs monitoring. The computerS 101, 
102, and 103 output logs 111, 112, and 113 which are stored 
in non-volatile Storage 121, 122, and 123, respectively. 
Information on which log to collect, which is Stored in 
non-volatile Storage 124 of the manager computer 104, is 
sent to the computers 101, 102, and 103 as necessary and is 
stored in the non-volatile storage 121, 122, and 123. 
Although only three agent computers 101, 102, and 103 are 
shown in this figure, any number of agent computerS may be 
used connected to the manager computer 104. Furthermore, 
the manager computer 104 may also be an agent. 

0.032 FIG. 2 shows the details of an agent and the 
manager shown in FIG. 1. An analysis rule case data base 
201, which is Stored in the non-volatile Storage, contains 
information shown in FIG. 4; that is, information on the 
probable cause of an event recorded in a log, the investiga 
tion method of the probable cause of the event, and the 
action to be taken when the cause is determined. A data 
analyzer 203 transferS Some analysis rule cases to the agent 
via a collection item controller 204. The transferred analysis 
rules are Stored, in advance, in an analysis rule case data 
base 221 allocated in non-volatile Storage. 
0033) A log output by an application program 224 is 
Stored in a log data base 223 which is allocated on non 
Volatile Storage. 
0034 FIG. 3 shows the hardware configuration of each 
of the computers 101, 102, 103, 104, and 106. 
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0035). As shown in FIG.3, each computer 300 comprises 
a central processing unit 302, main Storage 301, a network 
control unit 303 which controls the transfer of data to or 
from a communication line 305 or a local area network 304, 
a disk control unit 307 which controls a disk unit 306, and 
a display controller 309 which controls a display 308. 
0036 FIG. 4 shows an example of the analysis rule case 
database 201. The database, containing data in the tabular 
form, Stores various types of information Such as informa 
tion obtained from a log, the probable cause implied by the 
information, the investigation method of proving that the 
probable cause is true, and the action to be taken when the 
cause is determined. 

0037 FIG. 5 is a flowchart showing how the data ana 
lyZer 203 analyzes log data. First, the data analyzer Starts 
monitoring (step 501) and checks the contents of the log or 
alarm against the analysis case DB (step 502). As a result, 
the data analyzer finds an error (step 503), supposes the 
cause by searching the DB for a probable cause of the error 
(step 504), and collects detailed log information to prove 
that the supposition is true (step 505). Then, the data 
analyzer checks if the Supposition is proved (Step 506) and, 
if it is, takes the action (step 508). If the Supposition is not 
proved, the data analyzer checks if there is another Suppo 
sition (step 507). If there is not another supposition, the data 
analyzer sends a message to the operator (step 509); if there 
is, control is passed back to step 504. 
0038. The following describes the operation described 
above by referring to FIG. 2: 
0039. A log filter 222 of an agent computer 225 gets data 
from the log database 223 according to the rule cases Stored 
in the non-volatile Storage and transferS the data to a log 
collector 205 of a manager computer 207. The transferred 
data is saved in a log data base 206. The data analyzer 203 
gets log data from the log collector 205 according to the rule 
cases Stored in the analysis rule case data base 201 and 
analyzes the data. At this time, the data analyzer 203 tells the 
collection item controller 204 to collect a more detailed log 
as necessary. The collection item controller 204 checks the 
load on the machine and the network and on the amount of 
collected log against the analysis rule case database 201 to 
control the log items to be collected. 
0040. The data analyzer 203 sends the analysis result to 
a console control unit 202 and then to a console control unit 
212 in a console computer for display on a Screen display 
unit 211. 

0041 An instruction, entered by the operator via a key 
board 213 and a mouse 215, is sent to the data analyzer 203 
via the console control unit 212 and the console control unit 
2O2. 

0042. The following describes the operation by referring 
to FIG. 1. The summary of the logs stored in the non 
Volatile Storage 121, 122, and 123 and the logs considered 
important are Sent to the manager computer 104 over the 
network. 

0043. An instruction concerning the rules governing 
which log is important and which log should be sent to the 
manager computer 104 are sent, in advance, from the 
manager computer 104 to the agent computers 101,102, and 
103. This instruction is sent when the system is built and 
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each time the manager computer 104 requests that the 
instruction be sent. For example, when the load on the 
network or the manager computer 104 is high, the manager 
computer 104 Sends an instruction requesting to Send only 
the important logs to reduce the amount of logs that are Sent; 
when careful monitoring is required, the manager computer 
104 Sends an instruction requesting to Send more logs 
including those that are considered not very important. 
0044) The manager computer 104 analyzes and monitors 
the logs 111, 112, and 113 not only individually but also all 
at a time to check an event that is found by comparing them 
with each other. 

0.045 An operator 105 operates a console computer 106. 
The console computer 106 requests the manager computer 
104 to Send necessary information. In response, the manager 
computer 104 sends back requested information if it is 
recorded on non-volatile Storage 124. If the manager com 
puter 104 must Send an inquiry to remote agent computers 
101, 102, and 103 to respond to the requested information, 
the manager computer 104 tells the console computer 106 
that there is a need to Send the inquiry and waits for the 
operator to respond. Upon receiving from the operator an 
instruction to make the inquiry, the manager computer 104 
communicates with agent computers 101,102, and 103, gets 
logs, and then sends the result back to the console computer 
106. 

0046. In the above example, if the manager computer 104 
cannot respond to the request immediately, it must wait for 
the operator 105 to send an instruction as described above. 
It is also possible for the manager computer 104 to com 
municate with the agent computers 101, 102, and 103 while 
it is waiting for the operator 105 to send the instruction. This 
reduces the time between the time the manager computer 
104 receives the instruction from the operator 105 and the 
time manager computer 104 Sends the requested information 
back to the operator 105. 
0047. In the above example, if the manager computer 104 
cannot respond to the request immediately, the operator 105 
decides whether to make an inquiry to the remote computers. 
This decision may also be made by the manager computer 
104 or the console computer 106. 
0.048. In the above example, the operator 105 decides to 
collect more detailed information. This decision may also be 
made automatically by the console computer 106 or the 
manager computer 104 checking the logs collected So far. 
Or, one of the agent computers 101, 102, and 103 may find 
a need to collect more detailed information and Sends to the 
manager computer 104 an alarm indicating the need to do So. 
0049. In addition, when the manager computer 104 finds 
that the amount of information it has is too Small to respond 
to the request from the operator 105, the manager computer 
104 may Suppose what is happening in agent computerS 101, 
102, and 103, instead of requesting them to send informa 
tion, and may send an inquiry to the agent computerS 101, 
102, and 103 to prove that supposition. For example, assume 
that the agent computer 101 and the agent computer 102 are 
communicating with each other to perform calculation. Also 
assume that the agent computer 101 and the agent computer 
102 cannot communicate correctly with each other because 
of a non-volatile Storage overflow or a hardware error in the 
agent computer 101. In this case, if the computer 102 does 
not detect the condition, the computer 102 keeps on gener 
ating incorrect answers. 
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0050. When one of the manager computer 104, console 
computer 106, and operator 105 detects an abnormal con 
dition, the manager computer 104 collects more detailed 
information. At this time, the manager computer 104 Sup 
poses that “the computer 102 outputs an incorrect answer 
because it cannot communicate with the agent computer 
101' and requests the agent computer 101 and/or the com 
puter 102 to send the communication records. If the records 
indicate that the communication was incorrect, the Suppo 
Sition is proved to be true. In addition, the manager computer 
104 Supposes that the communication error was caused by 
an overflow in the non-volatile Storage of the agent com 
puter 101 and requests the agent computer 101 to report the 
Status of the non-volatile Storage. If the agent computer 101 
reports that there was an overflow in the non-volatile Stor 
age, the Supposition made by the manager computer 104 is 
proved to be true. 

0051 FIG. 6 is a flowchart showing the supposition. 
Monitoring starts (step 601), and the processing result error 
of the computer 102 is detected (step 602). As a result, the 
manager computer 104 searches the DB for the condition 
“processing result error” and Supposes that an “incorrect 
communication condition” has occurred (step 603). Next, 
the manager computer 104 collects the communication logs 
of the agent computers 101 and 102 (step 604), and finds that 
the communication log of the agent computer 101 contains 
a description indicating an error (Step 605). The manager 
computer 104 thus proves that an “incorrect communication 
condition” has occurred (step 606), searches the DB for a 
“communication error', and makes a Supposition that a 
“disk overflow” has occurred (step 607). Then, the manager 
computer 104 checks the usage Status of the disk of the agent 
computer 101 (step 608), detects that the disk has over 
flowed (step 609), and proves that the Supposition is true 
(step 610). 
0052. In this example, the manager computer 104 Sup 
poses that an event has occurred and collects the logs to 
verify it. At first, the manager computer 104 transfers only 
part of the logs of the agent computers 101 and 102 and then, 
in order to collect more detailed longs to Verify the Suppo 
Sition, collects only the logs necessary to Verify the Suppo 
Sition. This method reduces the amount of logs to be 
collected, reduces the load on the manager computer 104 
necessary to make an analysis, and minimizes the network 
traffic. 

0053. In the above examples, only real-time processing is 
described. The manager computer 104 may also collect logs 
at a regular interval to perform the same processing in the 
batch mode. 

0054 FIG. 9 shows a screen 901 provided on the console 
computer 106. On this screen, the color of information 
provided to the operator 105 changes according to the 
Severity, or the range, of an error. For example, when an 
error from the computer 102 is detected as in the above 
example, a yellow warning display 902 appears around the 
Screen portion corresponding to the agent computerS 101 
and 102 when a Supposition is made that the communication 
between the agent computer 101 and the computer 102 is 
incorrect. In addition, when a Supposition is made that the 
agent computer 101 is the cause of the error, a red warning 
display 903, rather than the yellow warning display 902, 
appears around the Screen portion corresponding to the agent 
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computer 101. In this example, the color is changed when 
the Supposition is made; instead, the color may be changed 
when the Supposition is proved. 
0.055 FIG. 8 is a flowchart showing the processing 
described above. Monitoring starts (step 801) and, when the 
manager computer 104 detects an error in the processing 
result of the computer 102 (step 802), it displays the yellow 
area around the portion corresponding to the computer 102 
on the monitor display (step 803). The manager computer 
104 searches the table for a “processing result error” and 
Supposes that an “incorrect communication condition' has 
occurred (step 804). Next, the manager computer 104 col 
lects the communication logs of the agent computerS 101 
and 102 (step 805) and finds that the communication log of 
the agent computer 101 contains an error description (Step 
806). This proves that the supposition “incorrect communi 
cation condition' is true. Then, the manager computer 104 
displays the yellow area around the portion corresponding to 
the agent computers 101 and 102 on the monitor display 
(step 808). Then, the manager computer 104 searches the 
table for a “communication error” and Supposes that a “disk 
overflow” has occurred (step 809). The manager computer 
104 checks the usage amount of disk space of the agent 
computer 101 (step 810) and finds that the disk has over 
flowed (step 811). As a result, the manager computer 104 
proves that the Supposition is true (step 812) and displays the 
red area around the portion on the monitor display corre 
sponding to the disk of the agent computer 101 (step 813). 
0056. In the above description, the manager computer 
104 monitors the overall conditions of the agent computers 
101, 102, and 103. The manager computer 104 may also act 
as a System specifically intended for computer Security. 
0057 For example, in a system where the manager com 
puter 104 Supposes the cause of an error based on the 
information contained in the log and collects more detailed 
information to prove the Supposition, the following method 
is possible. The method is described with reference to FIG. 
7. 

0.058 When stealing data, a network attacker sometimes 
Steals not only necessary data but all data that the attacker 
can read and transferS it to his or her own computer for later 
analysis. In Such a case, the amount of file data transferred 
over the network is much larger than it usually is. Therefore, 
the manager computer 104 monitors the amount of file data 
transfer and, when it finds an amount of data transfer much 
larger than the normal transfer amount (step 702), it Sup 
poses that the data base is being backed up automatically 
(step 703). 
0059) To prove that the supposition is true, the manager 
computer 104 investigates the automatic backup Schedule 
and the execution status (step 704). When the manager 
computer 104 finds that the computer transferring the files is 
not to be backed up or there is no file backup Schedule, the 
Supposition “automatic backup operation' is rejected (Step 
705). 
0060 Next, the manager computer 104 references the 
analysis rule case data base 201 and Supposes that the 
administrator is backing up the files manually (step 706). To 
prove that the Supposition is true, the manager computer 104 
checks that the perSon backing up the files has a file backup 
authority and whether a backup instruction was issued (Step 
707). 
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0061. If the manager computer 104 finds, as a result of 
the check, that the perSon backing up the files has no backup 
authority, the Supposition “manual backup operation' is 
rejected (step 708). 
0062) The manager computer 104 further searches the 
database to create a Supposition that “an attacker is Stealing 
data” (step 709). The manager computer 104 then checks the 
computer being used by the person transferring the files and 
the destination to which the files are sent (step 710). As a 
result, the manager computer 104 finds that the attacker is 
Stealing data (Step 712) and proves that the Supposition is 
true (step 712). 
0063. The prevention of log alteration is further described 
below with reference to FIG. 10. 

0064. A computer 1001 outputs the execution result of a 
program as a log. Then, it divides the log into multiple 
portions with appendage information added, adds a digital 
Signature to the log, and then encrypts the log. The append 
age information refers to information which, when the log is 
divided into n, allows the user to get the original contents of 
the log simply by using less than n portions of the log. For 
example, when a log to which appendage information has 
been added is divided into three (a, b, and c), the appendage 
information allows the user to get the original contents of the 
log by reading any two or the three portions of the log. 
0065. The following gives a more specific example. 
When a one-line log, composed of 1024 characters, is Stored 
on three computers, the log is divided into two parts: the first 
512 characters and the last 512 characters. And, in addition, 
the exclusive-OR (XOR) of the first half and the last half is 
used as appendage information. In this case, the XOR of the 
first half and the last half refers to a character String 
generated by exclusively-ORing the first character of the 
first half and that of the second half, the second character of 
the first half and that of the second half, and so on. This is 
repeated until the 512th character is processed. 
0066. The log is sent to computers 1005, 1006, and 1007 
via communication lines 1002, 1003, and 1004, respectively. 
The computers 1005, 1006, and 1007 decrypt the received 
log information and Save it in Storage. 
0067. In most cases, a computer 1011 accesses the com 
puters 1005, 1006, and 1007 to read the log which was 
output by the computer 1001. Even when the log in the 
storage of one of three computers 1005, 1006, and 1007 has 
been changed or altered, the computer 1011 can restore the 
log, output by the computer 1001, from the other two 
computers. 

0068. In the example of XOR described above, even if 
either the first 512-character data or the last 512-character 
data is lost, the lost data can be restored by XORing the lost 
data and the XORed data. 

0069. In this example, the computer 1001 adds append 
age information to the log and divides it, adds certification 
information to it, and then encrypts it. Addition of certifi 
cation information, addition of appendage information, and/ 
or encryption may be omitted. In that case, the computer 
1011 omits the corresponding processing. 
0070. In the above example, although the log is output, 
Stored, and read by three computers, all of these may be done 
in one computer. 
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1. A method for monitoring a computer System in which 
a manager computer and a plurality of agent computers are 
connected over a network, comprising the Steps of: 

Sending information on types of log to be collected from 
Said manager computer to Said plurality of agent com 
puterS, 

collecting Said types of log on Said plurality of agent 
computers, and 

Sending Said collected log from Said plurality of agent 
computers to Said manager computer. 

2. The method for monitoring as claimed in claim 1, 
wherein 

when a load on Said network is high, Sending an instruc 
tion from Said manager computer to Said plurality of 
agent computers, Said instruction requesting to Send 
information on fewer types of log. 

3. The method for monitoring as claimed in claim 1, 
wherein 

when a load on Said manager computer is high, Sending an 
instruction from Said manager computer 104 to Said 
plurality of agent computers, Said instruction request 
ing to Send log information on fewer types of log. 

4. The method for monitoring as claimed in claim 1, 
wherein 

when Said manager computer requires more careful moni 
toring, Sending an instruction from Said manager com 
puter to Said plurality of agent computers, Said instruc 
tion requesting to Send information on more types of 
log. 

5. A method for monitoring a computer System in which 
a manager computer and a plurality of agent computers are 
connected over a network, comprising the Steps of: 

in response to an error occurring on one of Said plurality 
of agent computers, Supposing a first cause of Said error 
on Said manager computer; 
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Sending a request from Said manager computer to Said 
plurality of agent computers, Said request requesting to 
collect a log to prove Said Supposed first cause; 

collecting the log to prove Said Supposed first cause on 
each of Said plurality of agent computers, 

Sending Said collected log from each of Said plurality of 
agent computers to Said manager computer; 

Supposing a Second cause of the first cause on Said 
manager computer, and 

Sending the request from Said manager computer to Said 
plurality of agent computers, Said request requesting to 
collect the log to prove Said Supposed Second cause. 

6. The method for monitoring as claimed in claim 5, 
wherein at each of a step at which Said manager computer 
Supposes Said first cause and a Step at which Said manager 
computer Supposes Said Second cause, Said manager com 
puter displays an area of Said computer System on a display, 
Said area indicating a portion where the error is present. 

7. A method for monitoring a computer System in which 
a manager computer and (n+1) agent computers are con 
nected over a network, comprising the Steps of: 

dividing a log collected on Said manager computer into n 
pieces of log information; 

on Said manager computer, generating appendage infor 
mation to be added to the n pieces of log information; 

distributing Said n pieces of information and Said append 
age information among said (n+1) agent computers; 
and 

on said (n+1) agent computers, encrypting and memoriz 
ing Said distributed log information and Said appendage 
information. 


