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(57) Abstract: A display apparatus and a method for recognizing a motion
thereof are provided. More specifically, the display apparatus which can re-
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only in an active area, and the method for recognizing a method thereof are
provided. According to some of the exemplary embodiments, the display ap -
paratus which, when a motion recognized in the active area of the partial
area motion recognition mode is identical to a disabling motion to disable
the partial area motion recognition mode, changes the partial area motion re-
cognition mode to an overall area motion recognition mode, and the method
thereof are provided.
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Description

Title of Invention: DISPLAY APPARATUS AND METHOD FOR

[1]

[2]

[3]

[4]

[5]

[6]

MOTION RECOGNITION THEREOF
Technical Field

Apparatuses and methods consistent with exemplary embodiments relate to a display
apparatus and a method for recognizing a motion thereof, and more particularly, to a
display apparatus which can recognize a motion only in an active area in a partial area

motion recognition mode, and a method for recognizing a motion thereof.

Background Art

As an interface method between a display apparatus and a user, a panel key on the
display apparatus or a remote controller is frequently used. With the development of
technologies, display apparatuses are equipped with various and complex functions
and thus are able to execute contents or browse the internet. It is not easy to remotely
control all functions of the display apparatus which become complex and are di-
versifying due to the size or function limit of the remote controller.

The user may make a motion and the display apparatus which receives the motion
may be controlled by motion recognition. Also, the user may utter a command and the
display apparatus which receives the command may be controlled by voice
recognition.

The display apparatus which is capable of motion recognition may recognize a
motion that is input through a camera regardless of a user’s intention (for example,
when the user moves the user’s hand to drink water), and may cause a false operation.
Also, when a plurality of users use the display apparatus, the false operation is more
likely to occur than when a single user uses the display apparatus.

Disclosure of Invention

One or more exemplary embodiments may overcome the above disadvantages and
other disadvantages not described above. However, it is understood that one or more
exemplary embodiment are not required to overcome the disadvantages described
above, and may not overcome any of the problems described above.

According to an aspect of an exemplary embodiment, there is provided a method for
recognizing a motion of a display apparatus, the method including: setting an active
area in which an externally input motion is recognizable on a screen of the display
apparatus; changing an overall area motion recognition mode of the display apparatus
to a partial area motion recognition mode; recognizing a motion in the active area; and
when the recognized motion is a disabling motion to disable the partial area motion

recognition mode, disabling the partial area motion recognition mode, wherein the
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partial area motion recognition mode is a mode in which a motion is recognized only
in the active area.

The active area may be a relative area in the screen to recognize the disabling motion
which is received through a camera.

According to an aspect of another exemplary embodiment, there is provided a
method for recognizing a motion of a display apparatus, the method including:
changing an overall area motion recognition mode of the display apparatus to a partial
area motion recognition mode; recognizing an external motion that is input only in a
set active area in the partial area motion recognition mode; and when the recognized
motion is identical to a stored disabling motion to disable the partial area motion
recognition mode, changing the partial area motion recognition mode to the overall
area motion recognition mode, wherein the active area is a relative area in a screen of
the display apparatus to recognize the motion that is externally input to the display
apparatus through a camera.

According to an aspect of still another exemplary embodiment, there is provided a
method for recognizing a motion of a display apparatus, the method including: setting
an active area in which an externally input motion is recognizable on a screen of the
display apparatus; changing an overall area motion recognition mode of the display
apparatus to a partial area motion recognition mode; recognizing a first motion in the
active area; when the first motion is a first disabling motion, entering a second partial
area motion recognition mode in which the partial area motion recognition mode is
maintained; and recognizing a second motion in the active area which is in the second
partial area motion recognition mode, wherein the partial area motion recognition
mode includes a first partial area motion recognition mode in which, when the first
motion is a disabling motion, the partial area motion recognition mode is disabled, and
a second partial area motion recognition mode in which, when the first motion is a first
disabling motion, the partial area motion recognition mode is maintained.

According to an aspect of still another exemplary embodiment, there is provided a
method for recognizing a motion of a display apparatus, the method including:
changing an overall area motion recognition mode of the display apparatus to a partial
area motion recognition mode; and recognizing a motion that is externally input only
in a predetermined active area in the partial area motion recognition mode.

The active area may be set by a user.

According to an aspect of still another exemplary embodiment, there is provided a
display apparatus including: a display configured to display a video; a camera
configured to receive an external motion; and a controller configured to control the
display and the camera, wherein, when a motion input in an active area of a partial area

motion recognition mode through the camera is identical to a disabling motion to



WO 2015/041405 PCT/KR2014/007032

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

disable the partial area motion recognition mode, the controller changes the partial area

motion recognition mode to an overall area motion recognition mode.
According to an aspect of still another exemplary embodiment, there is provided a

display apparatus including: a display configured to display a video; a camera
configured to receive an external motion; and a controller configured to control the
display and the camera, wherein the controller recognizes a user motion that is
received only in an active area of a partial area motion recognition mode using the
camera, and displays a user motion recognition result corresponding to the recognized
user motion on the display.

A display apparatus which can recognize a motion only in an active area and a
method for recognizing a motion thereof are provided.

A display apparatus which can recognize a disabling motion only in an active area
and a method for recognizing a method thereof are provided.

A display apparatus which has a partial area motion recognition mode in which a
motion is recognizable in an active area and an overall area motion recognition mode
in which a motion is recognizable in a recognition range of a camera, and a method for
recognizing a method thereof are provided.

A display apparatus which can set an active area using a part of a user body input
through a camera or an active area setting template, and a method for recognizing a
method thereof are provided.

A display apparatus which can set a disabling motion recognized in an active area,
and a method for recognizing a method thereof are provided.

A display apparatus which, when a motion recognized in an active area is identical to
a disabling motion, disables a partial area motion recognition mode, and a method for
recognizing a method thereof are provided.

A display apparatus which, when a motion recognized in an active area is identical to
a first disabling motion, maintains a partial area motion recognition mode, and a
method for recognizing a method thereof are provided.

A display apparatus which, when a motion recognized in an active area is identical to
a first disabling motion, maintains a partial area motion recognition mode and
recognizes another motion in the active area , and a method for recognizing a method
thereof are provided.

According to various exemplary embodiment, a display apparatus which disables a
partial area motion recognition mode or maintains the partial area motion recognition
mode using a motion recognized in an active area, and a method for recognizing a

method thereof are provided.

Brief Description of Drawings
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The above and/or other aspects will be more apparent by describing in detail

exemplary embodiments, with reference to the accompanying drawings, in which:
FIG. 1 is a schematic front view illustrating a display apparatus according to an

exemplary embodiment;

FIG. 2 is a schematic block diagram illustrating a display apparatus according to an
exemplary embodiment;

FIG. 3 is a schematic flowchart illustrating a method for recognizing a motion of a
display apparatus according to an exemplary embodiment; and

FIGS. 4A to 7G are views illustrating an example of a method for recognizing a

motion of a display apparatus according to an exemplary embodiment.

Mode for the Invention

Hereinafter, exemplary embodiments will be described in greater detail with
reference to the accompanying drawings. Also, methods for manufacturing and using
the present disclosure will be explained in detail with reference to the accompanying
drawings. In the following description, same reference numerals are used for the same
elements when they are depicted in different drawings.

If the terms such as ‘first’ and ‘second’ are used to describe elements, these element
should not be limited by such terms. These terms are used for the purpose of distin-
guishing one element from another element only. For example, the first element may
be referred to as the second element and similarly the second element may be referred
as the first element without departing from the scope of the present disclosure. The
term “and/or” includes a combination of a plurality of relevant items or one of the
plurality of relevant items.

The terms used herein are for the purpose of describing particular exemplary em-
bodiments only and are not intended to be limiting. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as well, unless the context
clearly indicates otherwise. It will be further understood that the terms “comprises”
and/or “comprising,” are to indicate existence of a feature, a number, a step, an
operation, an element, a part or a combination thereof described in the specification,
and do not preclude the presence or addition of one or more other features, numbers,
steps, operations, elements, parts or combinations thereof.

FIG. 1 is a schematic front view illustrating a display apparatus according to an
exemplary embodiment.

Referring to FIG. 1, a display apparatus 100 includes a body 10 and a stand 50 to
support the body 10. In addition, the display apparatus 100 may include only the body
10 without the stand 50.

The body 10 includes a display 170 which includes a display panel 11 to display a
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still image or a video which is a set of continuous images (see FIG. 2), and a front
cover 12 and a back cover 13 to support the display panel 11. The display panel 11 is
referred to as a screen.

The front cover 12 may include a light window 12a to receive light (for example, ul-
traviolet rays, visible ray, or infrared rays) from an external source (for example, a
remote controller 200). The light window 12a outputs light that is input from an
internal source of the display apparatus 100 (for example, light emitting from a light
emitting element) to the outside of the display apparatus 100. The back cover 13 may
be connected with the stand 50. The back cover 13 may include a panel key 14
including a power key 14a, a volume key 14b, and a channel key 14c provided on one
side of the back cover 14. The panel key 14 may include a TV/external input key (not
shown) or a menu key (not shown).

The display apparatus 100 may analyze the light received through the light window
12a and may control an operation of the display apparatus 100.

The display apparatus 100 may analyze a video signal that is received through a
camera 145 (for example, continuous frames), and may control the operation of the
display apparatus 100.

The display apparatus 100 may analyze a user’s voice that is received through a mi-
crophone 140 (see FIG. 2) disposed behind a speaker 176, and may control the
operation of the display apparatus 100.

For example, the display apparatus 100 may be controlled according to the received
light, video signal, or voice, and may perform various operations such as controlling
power (on/off), adjusting volume, changing channel, mute, controlling external input,
web surfing using a communicator (not shown), inputting characters, and executing a
stored content using an application.

Referring to FIG. 1, a single camera 145 may selectively protrude from a center area
on an upper end of the front cover 12. However, this should not be considered as
limiting and a plurality of cameras (not shown) may be exposed from the center area
on the upper end and may receive a plurality of video signals.

The camera 145 may be exposed from at least one of an upper end, a lower end, a left
end, and a right end with reference to a front surface of the front cover 12 according to
input of the video signal.

A single microphone 140 is exposed from the center area on the upper end of the
front cover 12. However, this should not be considered as limiting and a plurality of
microphones (not shown) may be exposed from the center area of the upper end to
receive the voice as stereo. The microphone 140 may be exposed from at least one of
the upper end, lower end, left end and right end with reference to the front surface of

the front cover 12.
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The single light window 12a may be exposed from the right lower end of the front
cover 12. However, this should not be considered as limiting and a plurality of light
windows (not shown) may be exposed. The light window 12a exposed from the front
cover 12 may be exposed from the upper end, lower end, left end, and right end with
reference to the front surface of the front cover 12 according to input/output of light.
Also, when a remote controller 200 and the display apparatus 100 are connected with
each other by wireless communication such as Bluetooth using the communicator 130
(not shown), the light window 12a may be omitted from the display apparatus 100.

The stand 50 may include a wall mount (not shown) to support the body 110 against
a wall surface.

FIG. 2 is a schematic block diagram illustrating a display apparatus according to an
exemplary embodiment.

Referring to FIG. 2, a display apparatus 100 may be connected with an external
apparatus (not shown) in a wired or wireless manner using a communicator 130 or an
external inputter 160. The external apparatus may include a mobile phone (not shown),
a smartphone (not shown), a tablet PC (not shown), and a server (not shown).

The display apparatus 100 may include one of a tuner 120, the communicator 130,
and the external inputter 160 in addition to the display 170.

The display apparatus 100 may include a combination of the tuner 120, the com-
municator 130, and the external inputter 160 in addition to the display 170. Also, the
display apparatus 100 including the display 170 may be electrically connected with an
external apparatus (not shown) having a tuner. For example, the display apparatus 100
may be implemented by using an analogue TV, a digital TV, a3D TV, a smart TV, a
light emitting diode (LED) TV, an organic LED (OLED) TV, a plasma TV, a monitor,
etc. However, it should be easily understood by an ordinary skilled person in the
related art that this should not be considered as limiting.

The display apparatus 100 includes a tuner 120, a communicator 130, a microphone
140, a camera 145, a light receiver 150, an external inputter 160, a display 170, an
audio outputter 175, a storage, and a power supply 190. The display apparatus 100 may
include a sensor to detect an inner state or an outer state of the display apparatus 100
(for example, an illuminance sensor, a temperature sensor, etc.).

A controller may include a processor 111, a read only memory (ROM) 112 which
stores a control program to control the display apparatus 100, and a random access
memory (RAM) 113 which stores signals or data input from the outside of the display
apparatus 100 or is used as storage areas corresponding to various operations
performed in the display apparatus 100.

The controller controls an overall operation of the display apparatus 100 and signal

flow among the inner elements 120 to 190 of the display apparatus 100, and performs a
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data processing function. The controller controls power to be supplied from the power
supply 190 to the inner elements 120 to 180. When there is user’s input or a prede-
termined and stored condition is satisfied, the controller may execute an operating
system (OS) and various applications stored in the storage.

The processor 111 may include a graphic processing unit (GPU) (not shown) to
process graphics corresponding to an image or a video. The processor 111 may include
a core (not shown) and a GPU (not shown) which are implemented by using a system
on chip (SoC). The processor 111 may include a single core, a dual core, a triple core,
a quad core, and a multi- core.

The processor 111 may include a plurality of processors, for example, a main
processor (not shown) and a sub processor (not shown) which operates in a sleep
mode. Also, the processor 111, the ROM 112, and the RAM 113 may be connected
with one another through an internal bus.

The term “controller” used herein includes the processor 111, the ROM 112, and the
RAM 113.

According to an exemplary embodiment, the controller may set an active area in
which a motion is recognizable on the screen of the display apparatus, change an
overall area motion recognition mode of the display apparatus to a partial area motion
recognition mode, and, when a motion is recognized in the active area and the
recognized motion is a disabling motion to disable the partial area motion recognition
mode, control to disable the partial area motion recognition mode.

The overall area motion recognition mode refers to a mode in which the display
apparatus 100 is controlled by a motion that is recognized using the camera 145 from
the whole recognition range of the camera 145. The partial area motion recognition
mode refers to a mode in which the display apparatus 100 is controlled only by a
motion that is recognized in the active area set by user input within the recognition
range of the camera 145. The active area refers to an area that is set for recognizing a
motion. The active area may be defined as a local area that is used to recognize a user’s
motion in a photographed image in the partial area motion recognition mode.

In the partial area motion recognition mode, the controller may control to recognize a
motion only in the active area.

The controller may set the active area in various ways. For example, the controller
may control to set the active area using one of a remote controller, voice recognition,
motion recognition, and a panel key.

The controller may control to set the active area by changing at least one of a
location, a size, and a shape of the active area using an active area setting template.

In addition, the controller may set an active area having an area corresponding to a

user motion input through the camera, besides the active area setting template.
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The controller may store the user motion which is input through the camera to set the
active area in the storage in advance.

The controller may control to set the area of the active area to be smaller than that of
the screen.

When power is initially supplied to the display apparatus 100, the controller may
control to automatically display an active area setting screen to set the active area.

The controller may set a disabling motion that is input using the camera through at
least one of the recognition range of the camera and the active area.

The controller may control to set the area of the active area to be larger than a range
of the recognized disabling motion.

The controller may control to change the overall area motion recognition mode to the
partial area motion recognition mode using one of the remote controller, the voice
recognition, the motion recognition, and the panel key.

The controller may control to display an object corresponding to the partial area
motion recognition mode on one side of the screen in response to the change from the
overall area motion recognition mode to the partial area motion recognition mode.

The controller may control to display the active area having transparency along with
a distinguishable screen in response to the change from the overall area motion
recognition mode to the partial area motion recognition mode.

The controller may control to provide at least one of visual feedback and audio
feedback through the screen and the audio outputter in response to the change from the
overall area motion recognition mode to the partial area motion recognition mode.

The controller may control to recognize a motion within the recognition range of the
camera in the overall area motion recognition mode.

When a recognized motion is different from the disabling motion, the controller may
control to maintain the partial area motion recognition mode.

When the recognized motion is different from the disabling motion, the controller
may control to display a pop-up window corresponding to the maintenance of the
partial area motion recognition mode.

The controller may control to change the overall area motion recognition mode of the
display apparatus to the partial area motion recognition mode, recognize a motion only
in the predetermined active area in the partial area motion recognition mode, and,
when the recognized motion is identical to the disabling motion which is stored to
disable the partial area motion recognition mode, change the partial area motion
recognition mode to the overall area motion recognition mode.

The controller may selectively operate in one of the overall area motion recognition
mode and the partial area motion recognition mode according to user input. For

example, the controller may control the display apparatus 100 using various user
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motions which are input in the overall area motion recognition mode. When the overall
area motion recognition mode is changed to the partial area motion recognition mode,
the controller may not recognize a user motion that is input to an area other than the
active area, and, even if the controller recognizes the motion that is input to the area
other than the active area, the controller may disregard the user motion. The controller
can prevent a false operation that may be caused by a user’s unintended motion in the
partial area motion recognition mode.

When the user wishes to control the display apparatus 100 using motions in the
partial area motion recognition mode, the user may input the disabling motion through
the active area. When the partial area motion recognition mode is disabled in response
to the disabling motion and is changed to the overall area motion recognition mode, the
controller may control the display apparatus 100 variously according to user motions.
According to an exemplary embodiment, the partial area motion recognition mode is a
mode in which the controller masks an area other than a specific area (for example, the
active area). However, it will be understood by an ordinary skilled person in the related
art that this should not be considered as limiting.

According to another exemplary embodiment, in the partial area motion recognition
mode, the controller may perform various control operations according to various user
motions input to the active area. In this case, the controller does not perform any
control operation in response to a user motion that is recognized in the area other than
the active area and thus can prevent a false operation.

According to another exemplary embodiment, the above-described two modes of the
partial area motion recognition mode may be selectively used. The partial area motion
recognition mode may include a first partial area motion recognition mode in which
the partial area motion recognition mode is disabled by the disabling motion
recognized in the active area and a control operation is not performed in response to a
motion recognized in the other area, and a second partial area motion recognition mode
in which various operations are performed by various motions after a first disabling
motion has been recognized in the active area, but an operation is not performed in
response to a motion that is recognized in the other area.

The controller may change the overall area motion recognition mode to the first
partial area motion recognition mode or the second partial area motion recognition
mode directly, and may change the first partial area motion recognition mode to the
second partial area motion recognition mode or vice versa. When the disabling motion
is input in the active area in the first partial area motion recognition mode, the
controller may change the partial area motion recognition mode to the overall area
motion recognition mode. Also, when predetermined another motion (for example, a

first disabling motion) is input in the active area, the controller may change the first
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partial area motion recognition mode to the second partial area motion recognition
mode.

According to another exemplary embodiment, the controller may set an active area in
which a motion is recognizable, may change the overall area motion recognition mode
of the display apparatus to the partial area motion recognition mode, when a motion
recognized in the active area is the disabling motion, may change the partial area
motion recognition mode to the second partial area motion recognition mode in which
the partial area motion recognition mode is maintained, and may control to recognize a
motion in the active area which is in the second partial area motion recognition mode.
The partial area motion recognition mode may include a first partial area motion
recognition mode in which, when a recognized motion is the disabling motion, the
partial area motion recognition mode is disabled, and the second partial area motion
recognition mode in which the partial area motion recognition mode is maintained.

It will be understood by an ordinary skilled person in the related art that con-
figuration and operations of the controller are implemented in various ways according
to an exemplary embodiment.

The tuner 120 may select a broadcast signal received in a wired or wireless manner
by tuning only a frequency of a channel that the display apparatus 100 intends to
receive from among many propagation components through amplification, mixing,
resonance, etc. The broadcast signal includes a video, a sound, and data (for example,
an electronic program guide (EPG)).

The tuner 120 may receive the video, sound, and data in a frequency band corre-
sponding to a channel number (for example, cable channel 14) corresponding to user
input (for example, input of a channel number of the remote controller 200, input of
channel up-down, input of a channel on the EPG screen, input of channel up-down on
the panel key 14, etc.)

The tuner 120 may receive broadcast signals from various sources such as a ter-
restrial broadcast, a cable broadcast, a satellite broadcast, an Internet broadcast, etc.
The tuner 120 may receive broadcast signals from a source such as an analogue
broadcast or a digital broadcast. The tuner 120 may be implemented in the form of all-
in-one along with the display apparatus 100 or may be implemented as a separate
apparatus having a tuner electrically connected with the display apparatus 100 (for
example, a set-top box (not shown), a tuner connected with the external inputter 160
(see FIG. 2), etc.).

The communicator 130 may connect the display apparatus 100 with an external
apparatus (for example, a server) under the control of the controller. The controller
may download an application from the external apparatus connected through the com-

municator 130 or may browse the web. The communicator 130 may include one of a
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wired Ethernet 131, a wireless local area network (LAN) 132, and Bluetooth 133
according to performance and configuration of the display apparatus 100. Also, the
communicator 130 may include a combination of the Ethernet 181, the wireless LAN
182, and the Bluetooth 183.

The microphone 140 receives a voice which is uttered by the user. The microphone
140 converts the received voice into an electric signal and outputs the electric signal to
the controller. The user voice may include a voice corresponding to a menu or a
function of the display apparatus 100, for example. A recognition range of the mi-
crophone 140 may be within 4m from the microphone 140 to a user’s location, and
may vary according to a level of the user’s voice and an environment (for example, a
speaker sound, ambient noise, etc.).

The microphone 140 may be in an all-in-one type along with the display apparatus
100 or may be separated from the display apparatus 100. The separated microphone
140 may be electrically connected with the display apparatus 100 through the com-
municator 130 or the external inputter 160.

The camera 145 receives a video (for example, continuous frames) corresponding to
a user’s motion including a gesture within a camera recognition range. For example,
the recognition range of the camera 145 may be within 0.5m to Sm from the camera
145 to the user. The user motion may include a motion of a part of a user’s body or a
part of the user such as user’s face, look, hand, fist, finger, etc., for example. The
camera 145 converts the received video into an electric signal under the control of the
controller, and outputs the electric signal to the controller 110.

The controller may analyze the received video (for example, a user motion) using a
motion recognition algorithm and output a user motion recognition result on the screen
of the display apparatus 100. The controller may display the user motion recognition
result on a relative location of the screen corresponding to a location of the user
motion. The relative location implies that the location of the user motion received by
the camera 145 (for example, a 3-dimensional (3D) location or a 2D location including
a distance from the camera 145 to the user motion) is different from the location of the
user motion recognition result displayed on the screen (a 2D location displayed on the
screen). The controller may measure the distance to the user motion received by the
camera 145 using a time of flight (TOF) sensor method, a structure light sensor
method, or a stereo matching sensor method. The controller may display the user
motion recognition result on the screen considering the distance to the user motion.

The controller may select a menu displayed on the display apparatus 100 using the
output motion recognition result, or may perform a control operation corresponding to
the motion recognition result. For example, the controller may change a channel, adjust

a volume, or move an indicator.
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The camera 145 may include a lens (not shown) and an image sensor (not shown).
The camera 145 may support optical zoom or digital zoom using a plurality of lens and
image processing. For example, the camera 145 may support 5 times optical zoom or
20 times digital zoom. The recognition range of the camera 145 may be set variously
according to an angle of the camera and an environment condition.

When the camera 145 includes a plurality of cameras, the camera 145 may receive a
3D still image or a 3D motion using a first camera 145 of the front cover 12 and an
adjacent second camera (not shown) (for example, a gap with respect to the first
camera 145 is greater than 2cm and less than 8§cm).

The camera 145 may be in an all-in-one type along with the display apparatus 100 or
may be separated from the display apparatus 100. An apparatus (not shown) including
the separated camera 145 may be electrically connected with the display apparatus 100
through the communicator 130 or the external inputter 160.

The light receiver 150 receives light from the external remote controller 200 through
the light window 12a. For example, the light receiver 150 may receive a signal of a key
on the remote controller 200 (for example, an optical signal generated by pressing or
touching a power key)(for example, a control signal corresponding to power on of the
display apparatus 100).

The external inputter 160 may receive a video (for example, a moving image, etc.), a
sound (for example, a voice, music, etc.), and data (for example, a playback command)
from an external source of the display apparatus 100 under the control of the
controller. The external inputter 160 may include one of a high definition multimedia
interface (HDMI) input port 161, a component input jack 162, a PC input port 163, and
a universal serial bus (USB) input jack 164. The external inputter 160 may include a
combination of the HDMI input port 161, the component input jack 162, the PC input
port 163, and the USB input jack 164.

The display 170 displays the video included in the broadcast signal received through
the tuner 120 on the screen under the control of the controller. The display 170 may
display the video (for example, a moving image) input through the communicator 130
or the external inputter 160. The display 170 may output the video which is stored in
the storage 190 under the control of the controller. Also, the display 170 may display a
voice user interface (UI) (for example, including a voice command guide) to perform a
voice recognition task corresponding to voice recognition or a motion Ul (for example,
including a user motion guide for motion recognition) to perform a motion recognition
task corresponding to motion recognition.

According to an exemplary embodiment, the display 170 may output visual feedback
corresponding to the disabling of the partial area motion recognition mode under the

control of the controller.



13

WO 2015/041405 PCT/KR2014/007032

[96]

[97]

[98]

[99]

[100]

The audio outputter 175 outputs the sound included in the broadcast signal received
through the tuner 120 under the control of the controller. The audio outputter 175 may
output the sound (for example, a voice) input through the communicator 130 or the
external inputter 160. Also, the audio outputter 175 may output the sound which is
stored in the storage 190 under the control of the controller. The audio outputter 175
may include at least one of a speaker 176, a headphone output terminal 177, and an S/
PDIF output terminal 178. The audio outputter 175 may include a combination of the
speaker 176, the headphone output terminal 177, and the S/PDIF output terminal 178.

According to an exemplary embodiment, the audio outputter 175 may output audio
feedback corresponding to the disabling of the partial area motion recognition mode
under the control of the controller.

The storage 180 may store various data, programs, or applications to run and control
the display apparatus 100 under the control of the controller. The storage 180 may
store signals or data which are input/output in response to the running of the tuner 120,
the communicator 130, the microphone 140, the camera 145, the light receiver 150, the
external inputter 160, the display 170, the audio outputter 175, and the power supply
190. The storage 180 may store a control program for controlling the display apparatus
100 and the controller, an application which is initially provided by a manufacturer or
downloaded from an external source, a graphical user interface (GUI) related to the ap-
plication, an object for providing the GUI (for example, an image text, an icon, a
button, etc.), user information, documents, databases, or relevant data.

The term “storage” used herein includes the storage 180, the ROM 112 and the RAM
113 of the controller, or a memory card (for example, a micro SD card, a USB memory
(not shown)) mounted in the display apparatus 100. Also, the storage may include a
non-volatile memory, a volatile memory, a hard disk drive (HDD) or a solid state drive
(SSD).

The storage may include a broadcast receiving module, a channel control module, a
volume control module, a communication control module, a voice recognition module,
a motion recognition module, a light receiving module, a display control module, an
audio control module, an external input control module, a power control module, a
voice database (DB) or a motion DB, which is not shown. The modules and the
databases of the storage, which are not shown, may be implemented in the form of
software to perform a broadcast reception control function, a channel control function,
a volume control function, a communication control function, a voice recognition
function, a motion recognition function, a light reception control function, a display
control function, an audio control function, an external input control function, or a
power control function of the display apparatus 100. The controller may perform each

function using software stored in the storage.
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The storage may store information on whether the display apparatus 100 is in the
overall area motion recognition mode or the partial area motion recognition mode
under the control of the controller.

The storage may store a distance to a user motion that is calculated under the control
of the controller.

The storage may store active area information on the active area that is set in
response to user input under the control of the controller. The active area information
may include a location of each apex of the active area, a name of the active area, or an
active area setting time.

The storage may store the active area information of the active area having an area
corresponding to a user motion which is input through the camera.

The storage may store reference information corresponding to initial power supply of
the display apparatus 100. The controller may control to automatically display an
active area setting screen to set the active area using the reference information.

The storage may calculate the area of the set active area. Also, the storage may
calculate an area of the screen.

The storage may store the area of the active area which is set in response to the user
motion.

The storage may pre-store a user motion or a kind of user motion to set the active
area.

The storage may store information on the disabling motion to disable the partial area
motion recognition mode. For example, the disabling motion may include one of
spreading user’s palm, clenching user’s fist, and spreading user’s palm and clenching
user’s fist in a row. The storage may calculate an area of the disabling motion.

The storage may store partial area motion recognition mode information corre-
sponding to the partial area motion recognition mode. For example, the partial area
motion recognition mode information may include information on whether the partial
area motion recognition mode is set or not, a partial area motion recognition mode
change time, etc.

The storage may store first partial area motion recognition mode information corre-
sponding to the first partial area motion recognition mode, or second partial area
motion recognition mode information corresponding to the second partial area motion
recognition mode. The stored first and/or second partial area motion recognition mode
information may be identical to the partial area motion recognition mode information
(for example, information on whether the partial area motion recognition mode is set or
not, a partial area motion recognition mode change time, etc.).

The storage may store the object corresponding to the partial area motion recognition

mode. For example, the object may include an image, a text, an icon, or a button.
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The storage may store transparency of the active area setting screen, transparency of
the active area setting template, or transparency of the active area.

The storage may store at least one of the visual feedback and the audio feedback cor-
responding to the disabling of the partial area motion recognition mode. For example,
the visual feedback includes a flash or a moving image. The audio feedback includes
an outputtable sound.

The storage unit may store the pop-up window corresponding to the maintenance of
the partial area motion recognition mode.

The power supply 190 supplies power input from an external power source to the
inner elements 120 to 180 of the display apparatus 100 under the control of the
controller. Also, the power supply 190 may supply power to one or two or more
batteries (not shown) located in the display apparatus 100 under the control of the
controller. The battery to which power is supplied may be located between the display
170 and the back cover 13. Also, the battery may be located in the front cover 12 of the
display apparatus 100.

At least one element corresponding to performance of the display apparatus 100 may
be added to or deleted from the elements 110 to 190 of the display apparatus 100 of
FIGS. 1 and 2. Also, it will be understood by an ordinary skilled person in the related
art that locations of the elements 110 to 190 may be changed according to performance
or configuration of the display apparatus 100.

FIG. 3 is a schematic flowchart illustrating a method for recognizing a motion of a
display apparatus according to an exemplary embodiment.

FIGS. 4A to 7G are views illustrating an example of a method for recognizing a
motion of a display apparatus according to an exemplary embodiment.

Referring to FIG. 3, a video is displayed at operation S301.

Referring to FIG. 4A, the controller displays a video 410 (for example, including an
image) through the screen of the display apparatus 100.

The displayed video 410 may include at least one of a video which is received
through the tuner 120, a video which is received through the communicator 130, a
video which is received through the external inputter 160, and a video which is stored
in the storage 180. Also, the video may include at least one of an image which is
received through the tuner 120, an image which is received through the communicator
130, an image which is received through the external inputter 160, and an image which
is stored in the storage 180.

Referring to FIG. 3, an active area is set at operation S302.

The controller may detect an active area setting request which is input through one of
the remote controller 200, the microphone 140, the camera 145, and the panel key 14.

The active area setting request may be input through a key of the remote controller 200
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(for example, “active area setting key” (not shown)), a voice input through the mi-

'!7

crophone 140 (for example, saying “set an active area!”’), a motion input through the
camera 145 (for example, a motion to set the active area, “clenching user’s fist and
shaking”™), or one key included in the panel key 14 (for example, “active area setting
key” (not shown)).

The display apparatus 100 may operate in an overall area motion recognition mode
and a partial area motion recognition mode. For example, the controller may operate in
the overall area motion recognition mode in which the display apparatus 100 is
controlled by a motion that is recognized from a whole recognition range of the camera
145 using the camera 145. Also, the controller may operate in the partial area motion
recognition mode in which the display apparatus 100 is controlled only by a motion
that is recognized in the active area set by the user input within the recognition range
of the camera 145.

The active area refers to a relative area that is displayed on the screen in response to a
user motion input through the camera 145. The controller may display a user motion
(for example, a 2D video or a 3D video) that is detected on a location distanced away
from the display apparatus 100 using the camera 145 on a relative location in the
screen. The controller may display the user motion input through the camera 145 on
the relative location in the screen corresponding to a distance to the user motion.

The controller may set an area other than the active area as a mask area in the partial
area motion recognition mode. In the partial area motion recognition mode, the
controller may not recognize a motion that is input through the mask area of the
recognition range of the camera 145. Also, in the partial area motion recognition mode,
the controller may recognize the motion input through the mask area of the recognition
range of the camera 145, but may not control the display apparatus 100 since the mask
area is not the active area.

The controller may recognize only a predetermined motion (for example, a disabling
motion) that is input through some areas of the recognition range of the camera 145
using the camera. Also, the controller may recognize a motion that is input only
through some areas of the recognition range of the camera 145 using the camera 145.
Also, the controller may recognize a motion that is input only through some areas of
the recognition range of the camera 145 using optical zoom or digital zoom. The area
other than some areas of the recognition range of the camera 145 may be processed as
the mask area.

When initial power is supplied to the display apparatus and then an initial active area
is set, the controller may set the active area in the overall area motion recognition
mode.

The “user input” according to an exemplary embodiment includes a key (not shown)
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of the remote controller 200, a user voice which is input through the microphone 140, a
user motion which is received through the camera 145, or a key (not shown) of the
panel key 14.

According to another exemplary embodiment, when initial power is supplied to the
display apparatus 100, the controller may display an active area setting screen 420 to
set the initial active area as shown in FIGS. 4B and 4C.

The controller may confirm whether initial power is supplied or not using reference
information corresponding to whether initial power is supplied to the display apparatus
100. For example, the reference information may be set in the form of a flag at the time
when the display apparatus 100 is produced. The controller may identify the reference
information from the flag and may recognize that initial power is supplied to the
display apparatus 100. However, determining whether initial power is supplied or not
should not be limited to the reference information and could be easily understood by an
ordinary skilled person the related art.

Referring to FIG. 4B, the controller has the video 410 overlaid with the active area
setting screen 420 to set the active area in response to the active area setting request.
The active area setting screen 420 having transparency (for example, 0 to 100%) is
displayed along with the video 410. When the active area setting screen 420 without
transparency is displayed, only the active area setting screen 420 without transparency
may be displayed. The video 410 is hidden from the active area setting screen 420
without transparency and is not displayed. Also, when a predetermined time (for
example, 500 msec) elapses, the active area setting screen 420 may not be displayed
and only the video 410 may be displayed.

Referring to FIG. 4C, the controller may display an active area setting template 430
on one side of the active area setting screen 420. The video 410 may be overlaid with
the active area setting template 430 having transparency. The active area setting
template 430 may be formed on one of the four sides of the video 410. The active area
setting screen 420 may be overlaid with the active area setting template 430 having
transparency. The active area setting template 430 may be formed on one of the four
sides of the active area setting screen 420.

The active area setting template 430 may include a rectangular template 431, a
circular template 432, a triangular template 433, or a crisscross template 434. Also, it
will be understood by an ordinary skilled person in the related art that the active area
setting template 430 includes various templates (for example, a heart shape template,
etc.) in addition to the shown templates 431 to 434.

When the rectangular template 431, which is selected by the user input (for example,
a direction key (not shown) of the remote controller 200, a user voice (for example,

saying “Move to the rectangular template!”), a user motion (for example, “clenching
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user’s fist and moving”), or a direction key (not shown) of the panel key 14), is
dragged and dropped on the video 410, the controller may display the rectangular
template 431 on a drag and drop location in the video 410.

Referring to FIG. 4D, a single rectangular template that has its location, size, and/or
shape changed according to user input is displayed. The location of the rectangular
template 431 may be changed by dragging and dropping and the size and/or shape of
the rectangular template 431 may be changed according to user input. The controller
may display the rectangular template which has its location, size, and/or shape changed
according to the user input. For example, the changed rectangular template may
include one of a rectangular area 440, a vertical bar area 441, and a horizontal bar area
442 or a combination of the rectangular area 440, the vertical bar area 441 and the
horizontal bar area 442. However, it will be understood by an ordinary skilled person
in the related art that this should not be considered as limiting. A single rectangular
area or a plurality of rectangular areas may be displayed by user input.

A user motion received through the camera 145 (for example, a motion of moving
the location of the rectangular template or changing the size of the rectangular
template) may correspond to the recognition range of the camera 145 and may be
displayed on a relative location in the screen. The controller may control the
rectangular template 440 to 442 displayed on the screen using the motion recognized
through the camera 145.

The controller may display the rectangular area 440 which has its location, size, and/
or shape changed according to user input on the screen. When there is no user input for
a predetermined time (for example, 1 sec.), the controller may determine the
rectangular area 440 as a preliminary active area 440a.

The controller may display the respective rectangular areas 440 to 442 which have
their locations, sizes, and/or shapes changed according to user input on the screen.
When there is no user input for a predetermined time (for example, 1 sec.), the
controller may determine all of the rectangular areas 440 to 442 as preliminary active
areas 440a.

Referring to FIG. 4E, the controller displays a pop-up window 450 and/or a pointer
450a to set the active area. The pointer 450a may be placed on Yes 451 as default.
When Yes 451 is selected by user input, the controller may set the preliminary active
area 440a to an active area 443. The controller may store active area information (for
example, a location of each apex of the active area, a name of the active area, an active
area setting time, etc.) corresponding to the active area 443 in the storage 180.

For example, the set active area may be the rectangular active area 443. An area of
the set active area 443 may be smaller than a screen area of the display apparatus 100.

The controller may set a plurality of active areas corresponding to the plurality of
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preliminary active areas (not shown) displayed by the user input. The controller may
store active area information corresponding to each of the plurality of active areas in
the storage. A sum of the areas of the plurality of active areas may be smaller than the
screen area of the display apparatus 100.

According to another exemplary embodiment, the active area may be automatically
set using the camera 145 under the control of the controller in addition to the user
input.

When an active area setting request is detected, the controller may detect a user
motion through the camera 145 according to predetermined setting. When initial power
is supplied to the display apparatus 100, the controller may automatically determine
the active area setting request without user input. The predetermined setting may be
auto setting of the active area.

The user motion may include a motion of a part of a user’s body or a motion of a part
of the user, such as user’s face, look, hand, fist, and finger. User body information cor-
responding to a part of the user body (for example, hand) to automatically set the
active area may be pre-stored in the storage.

In response to auto setting of the active area, the controller may operate the camera
145, recognize a user motion using the camera 145, output a motion recognition result,
and store the motion recognition result in the storage. The predetermined setting may
be stored in the storage. The predetermined setting may be set to be performed by
initial power supply to the display apparatus or user input under the control of the
controller.

A user motion that is recognizable by the display apparatus 100 may include a
motion of a part of the user body or a motion of a part of the user, such as user’s face,
look, hand, fist, and finger. A single user motion or a plurality of user motions may be
displayed on the display apparatus 100 in response to the motion recognition result,
and motions of a plurality of users may be recognized.

The controller may display at least one recognized user motion (not shown) on the
active area setting screen 420 or the video 410.

One of the at least one user motion (not shown) recognized and displayed on the
screen of the display apparatus 100 may correspond to the active area setting by user
input and may be selected. A plurality of user motions of the at least one user motion
displayed may correspond to the active area setting by user input and may be selected.

The controller may calculate an area of the determined user motion (not shown). The
controller may calculate an area of an active area (not shown) corresponding to the
user motion according to the calculated area of the user motion. The controller may set
the area of the active area to be 110 to 400% of the area of the user motion. The area of

the active area may be larger than the area of the user motion. However, it will be un-
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derstood by an ordinary skilled person in the related art that the area of the active area
may be determined considering recognition efficiency of motion recognition.

According to another exemplary embodiment, a sum of areas of a plurality of active
areas corresponding to a plurality of user motions may be smaller than the screen area
of the display apparatus 100.

The controller may change the size and/or shape of the set active area (not shown)
according to user input.

Referring to FIG. 3, when the active area is set at operation S302, operation S303 is
performed.

Referring to FIG. 3, a disabling motion is set at operation S303.

When the active area is set, the controller sets a user motion which is input using the
camera 145 to a disabling motion to disable the partial area motion recognition mode
of the display apparatus 100. The recognition range of the camera 145 in the overall
area motion recognition mode of the display apparatus 100 may be a distance within
1.5 to 4 m from the camera 145 to a user location. The recognition range of the camera
145 may vary according to an angle of the camera and an environment condition.

The display apparatus 100 may include the overall area motion recognition mode in
which the display apparatus 100 is controllable by a user motion that is recognized in
the recognition range of the camera 145, and the partial area motion recognition mode
in which the display apparatus 100 is controllable by a user motion that is recognized
only in the set active area of the recognition range of the camera 145.

Referring to FIGS. 5A to 5C, the controller may detect a user motion which is input
through the camera 145 from an active area 443. The controller may analyze the input
user motion and may set the motion to a disabling motion that is detected only in the
active area 443. For example, the set disabling motion may include one of spreading
user’s palm 510, clenching user’s fist 511, and spreading user’s palm and clenching
user’s fist in arow 512. Also, a single disabling motion or a plurality of disabling
motions may be set. For example, disabling motions corresponding to respective users
may be set.

Two lines extending from the camera 145 are just to express the recognition range of
the camera 145 2-dimensionally, and are not intended to limit the recognition range of
the camera 145.

According to another exemplary embodiment, the controller may detect the disabling
motion within the recognition range of the camera 145 in addition to the active area
443 set at operation S302. Detecting the disabling motion within the recognition range
of the camera 145 may be substantially identical to detecting the disabling motion in
the active area 433 and thus a redundant explanation is omitted.

The disabling motion 510 to 512 displayed on the active area 443 may imply that a



21

WO 2015/041405 PCT/KR2014/007032

[162]

[163]

[164]

[165]

[166]

[167]

[168]

[169]

[170]

user motion is input at a relative location distanced away from the display apparatus
100 and corresponding to the active area 433.

When a part of the user motion input through the camera 145 is displayed on the
active area 443, the user may use as a guide to input a user motion to the active area
443.

The controller may calculate an area of a disabling motion corresponding to the set
disabling motion 510 to 512. The controller may calculate the area of the disabling
motion using an outline (not shown) of the disabling motion. The outline of the
disabling motion may include a close curve or an open curve. Also, the outline may be
a straight line rather than a curve. For example, the area of the disabling motion 510 to
512 may include a face area, an area of spread palm, an area of clenched fist, or an area
of spread palm and clenched fist. Calculating the area using the outline will be easily
understood by an ordinary skilled person in the related art.

Referring to FIG. 5D, the controller may determine effectiveness of the active area
443 using the calculated area of the disabling motion. When the area of the set active
area 443 is larger than the area of the disabling motion (for example, 510), the
controller displays a pop-up window 520 and/or a pointer 520a to set the disabling
motion of the user.

Menus like Yes 521 and No may be displayed in the pop-up window 520. The
pointer 520a may be placed on Yes 521 as default. When Yes 521 is selected by user
input, the controller may set the preliminary disabling motion (for example, 510) as a
disabling motion 513. The controller may store disabling motion information (for
example, shape, size, area, name of the disabling motion, or a disabling motion setting
time etc.) corresponding to the disabling motion 513 in the storage.

When the area of the active area 443 is smaller than the area of the disabling motion
(for example, 510), the controller may display a pop-up window (not shown) corre-
sponding to a disabling motion setting error on the screen. The user may re-set the
disabling motion in response to the disabling motion setting error.

The setting the disabling motion (S303) may be performed earlier than the setting the
active area (5302). For example, when the disabling motion is set first, the controller
may set the active area using the user motion input in the recognition range of the
camera 145.

Referring to FIG. 3, when the disabling motion is set at operation S303, operation
S304 is performed.

Referring to FIG. 3, the overall area motion recognition mode is changed to the
partial area motion recognition mode at operation S304.

Referring to FIG. 6A, when user input to change to the partial area motion

recognition mode is received, the controller displays a pop-up window 610 and/or a
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pointer 610a to change to a motion recognition lock mode on the screen. The pointer
610a may be placed on Yes 611 as default. When Yes 611 is selected by user input, the
controller may change the overall area motion recognition mode of the display
apparatus 100 to the partial area motion recognition mode. The controller may store
partial area motion recognition mode information (for example, information on
whether the partial area motion recognition mode is set or not, a partial area motion
recognition mode change time, etc.) corresponding to the motion recognition lock
mode in the storage.

Referring to FIG. 6B, the controller displays an object 621 corresponding to the
changed partial area motion recognition mode on channel information 620 displayed
on one side of the screen. The displayed object 621 may include an image, a text, an
icon, or a button, for example. The channel information 620 may include a
broadcasting station name of the video, information on whether the broadcast is a ter-
restrial broadcast or a cable broadcast, a channel number, a preferred channel, etc. The
controller may display the channel information 620 for a predetermined time (for
example, 1 sec.) on the screen. The controller may display the object 621 on an area
other than the area of the channel information 620 and may display the object 621 for a
predetermined time (for example, 1 sec.)

Referring to FIG. 3, when the overall area motion recognition mode is changed to the
partial area motion recognition mode at operation S304, operation S305 is performed.

Referring to FIG. 3, a disabling motion is recognized in the active area at operation
S305.

Referring to FIG. 7A, the display apparatus 100 is in the partial area motion
recognition mode. The controller may display the active area 433 having transparency
on the screen in response to the change to the partial area motion recognition mode of
the display apparatus 100. The transparency of the displayed active area 443 is set to
distinguish between the video and the active area 443.

Referring to FIG. 7B, the controller may determine a relative location of a user
motion 510 input through the camera 145 in the screen of the display apparatus 100.
The controller may determine whether the user motion 510 input through the camera
145 is recognizable in the active area 433. The controller may display a relative
location of the user motion 510 in the active area. Also, the controller may display the
relative location of the recognized user motion 510 along with the active area. The
controller may display a part or whole of the user motion 510 recognized in the active
area 433 in response to a motion recognition result.

Referring to FIG. 3, it is determined whether the recognized motion is identical to the
disabling motion or not at operation S306.

The controller may compare the motion recognized in the active area 443 with the
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disabling motion information stored in the storage. The controller may determine
whether the recognized motion is identical to the disabling motion or not according to
a result of the comparing the recognized motion with the disabling motion information.

Referring to FIG. 3, when the recognized motion is identical to the disabling motion
at operation S306, operation S307 is performed.

Referring to FIG. 3, the partial area motion recognition mode is disabled at operation
S307.

Referring to FIG. 7C, when the recognized motion is identical to the disabling
motion, the controller displays a pop-up window 710 and/or a pointer 710a to disable
the partial area motion recognition mode on the screen. The pointer 710a may be
placed on Yes 711 as default. When Yes 711 is selected by user input, the controller
may disable the partial area motion recognition mode of the display apparatus 100.
Also, when the pop-up window 710 and/or the pointer 710a are displayed and user
input is not received for a predetermined time (for example, 500 msec.), the controller
may disable the partial area motion recognition mode of the display apparatus 100.

According to another exemplary embodiment, the partial area motion recognition
mode may be disabled without display of the pop-up window 710 and/or the pointer
710a. For example, when the recognized motion is identical to the disabling motion,
the controller may not display a notice (for example, the pop-up window 710 and/or
the pointer 710a) corresponding to the disabling of the partial area motion recognition
mode and may disable the partial area motion recognition mode. The controller may
automatically disable the partial area motion recognition mode.

Referring to FIG. 3, the partial area motion recognition mode is changed to the
overall area motion recognition mode at operation S308.

Referring to FIG. 7D, the controller changes the partial area motion recognition
mode of the display apparatus 100 to the overall area motion recognition mode. The
controller may provide the user with visual feedback corresponding to the change to
the overall area motion recognition mode. The visual feedback may be expressed as if
the active area 433 is gradually enlarged into the full size of the screen at constant
velocity (443—443a—443b— 443c). Also, the controller may provide visual feedback
corresponding to the change to the overall area motion recognition mode, such as a
separate flash or moving image, on the screen other than the active area 433.

The controller may output audio feedback (for example, a sound) corresponding to
the change to the overall area motion recognition mode through the audio outputter
175. The controller may provide the user with one of the visual feedback and the audio
feedback corresponding to the change to the overall area motion recognition mode, or
may provide the user with a combination of the visual feedback and the audio
feedback.
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The controller may change the partial area motion recognition mode to the overall
area motion recognition mode without providing separate feedback.

FIG. 7E illustrates the display apparatus 100 which has changed the partial area
motion recognition mode to the overall area motion recognition mode. The controller
may display an active area 443c which has been extended to the full size of the screen.
The display apparatus 100 which has changed the partial area motion recognition mode
to the overall area motion recognition mode may recognize a user motion which is
input in the recognition range of the camera 145. In the overall area motion recognition
mode, the controller may control the display apparatus 100 (for example, changing a
channel, etc.) in response to the user motion which is input through the camera 145.

According to another exemplary embodiment, when the recognized motion is
identical to a first disabling motion, the controller may maintain the partial area motion
recognition mode (for example, a second partial area motion recognition mode). The
partial area motion recognition mode may include a first partial area motion
recognition mode and a second partial area motion recognition mode. When the
recognized motion is identical to the disabling motion 510, the first partial area motion
recognition mode refers to a partial area motion recognition mode in which the partial
area motion recognition mode is changed to the overall area motion recognition mode.
When the recognized motion is identical to a first disabling motion (not shown, for
example, a gesture of holding up the V sign with fingers), the second partial area
motion recognition mode refers to a partial area motion recognition mode in which the
partial area motion recognition mode is maintained. The disabling motion and the first
disabling motion may be different.

The controller may set the partial area motion recognition mode to one of the first
partial area motion recognition mode and the second partial area motion recognition
mode according to user input (for example, the first partial area motion recognition
mode is set as default). When the recognized motion is identical to the disabling
motion and the first disabling motion, the controller may display a pop-up window (not
shown) and/or an indicator (not shown) corresponding to selection of one of the first
partial area motion recognition mode and the second partial area motion recognition
mode. When the recognized motion is identical to the disabling motion, the pop-up
window (not shown) may display a message saying “Disabling motion has been
recognized. Do you want to change to the first partial area motion recognition mode?”.
Also, when the recognized motion is identical to the first disabling motion, the pop-up
window (not shown) may display a message saying “First disabling motion has been
recognized. Do you want to change to the second partial area motion recognition
mode?”. When the second partial area motion recognition mode is selected, the

controller may maintain the partial area motion recognition mode in response to the
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selection of the second partial area motion recognition mode.

When the first partial area motion recognition mode is selected, the controller may
disable the partial area motion recognition mode in response to the selection of the first
partial area motion recognition mode.

The controller may provide the user with visual feedback corresponding to the
second partial area motion recognition mode. The visual feedback may be expressed as
if the screen is gradually reduced to the active area 433 at constant velocity
(443c—443b—443a—443). Also, the controller may provide visual feedback corre-
sponding to the change to the overall area motion recognition mode, such as a separate
flash or moving image, on the screen other than the active area 433.

The controller may output audio feedback (for example, a sound) corresponding to
the second partial area motion recognition mode through the audio outputter 175. The
controller may provide the user with one of the visual feedback and the audio feedback
corresponding to the change to the overall area motion recognition mode, or may
provide the user with a combination of the visual feedback and the audio feedback.

The controller may maintain the partial area motion recognition mode according to
the second partial area motion recognition mode without providing separate feedback.

In the second partial area motion recognition mode, the controller may recognize a
user motion in the active area 433. In the second partial area motion recognition mode,
the controller may control the display apparatus 100 (for example, adjust a volume) in
response to recognition of the user motion in the active area 433 using the camera 145.

Also, when the disabling motion 510 is input in the active area in the second partial
area motion recognition mode, the controller may change the second partial area
motion recognition mode to the overall area motion recognition mode.

Referring to FIG. 3, when the partial area motion recognition mode is changed to the
overall area motion recognition mode at operation S308, the motion recognition
method of the display apparatus is finished.

When the recognized motion is different from the disabling motion at operation
S306, operation S309 may be performed.

The partial area motion recognition mode is maintained at operation S309.

Referring to FIG. 7F, when the motion recognized in the active area 443 is different
from the disabling motion information stored in the storage (for example, the
recognized user motion 511 is different from the disabling motion information corre-
sponding to the disabling motion 510), the controller may display a pop-up window
720 and/or a pointer 720a to maintain the partial area motion recognition mode on the
screen. The pointer 720a may be placed on Yes 721 as default. When Yes 721 is
selected by user input, the controller may additionally recognize a user motion in the

active area 433.
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Referring to FIG. 7G, when the motion recognized in the active area 443 is different
from the disabling motion information stored in the storage (for example, a part of the
recognized user motion 510a is different from the disabling motion 510), the controller
may display a pop-up window 730 and/or a pointer 730a to maintain the partial area
motion recognition mode on the screen. The pop-up window 730 may be used as a
guide for the user to input a user motion to the active area 443.

The controller may move the location of the active area 433 or increase the area of
the active area 433 in response to the part of the user motion 510a. Enlarging the active
area 433 may be determined according to an area of the part of the motion 501a. For
example, when the part of the user motion 510a is 50% of the disabling motion 510,
the controller may move the active area 433 toward the other part of the motion 510a.
Also, when the part of the user motion 510a is 50% of the disabling motion 510, the
controller may increase the area of the active area 433 by 300%. The pointer 720a may
be placed on Yes 731 as default. When Yes 731 is selected by user input, the controller
may additionally recognize a user motion in the active area 433.

In FIG. 3, when the partial area motion recognition mode is maintained at operation
S$309, the motion recognition method of the display apparatus is finished.

The methods according to exemplary embodiments may be implemented in the form
of a program command that can be performed through various computing means and
may be recorded on a computer readable medium. The computer readable medium
may include a program command, a data file, a data structure, etc. independently or in
combination. For example, the computer readable medium may be stored in a volatile
or non-volatile storage apparatus such as a ROM, a memory such as a RAM, a memory
chip, and an integrated circuit, or a storage medium which can optically and mag-
netically record and is readable by an apparatus (for example, a computer) such as a
CD, a DVD, a magnetic disk, or a magnetic tape, regardless whether the computer
readable medium is deletable or re-recordable. A memory included in a mobile
terminal is an example of a storage medium that is readable by an apparatus which is
adapted to store a program or programs including indications to implement the
exemplary embodiments. A program command recorded on the medium is designed or
configured for the sake of the present disclosure or is well known to an ordinary skilled
person in the related art and usable.

The foregoing exemplary embodiments and advantages are merely exemplary and
are not to be construed as limiting the present inventive concept. The exemplary em-
bodiments can be readily applied to other types of apparatuses. Also, the description of
the exemplary embodiments is intended to be illustrative, and not to limit the scope of
the claims, and many alternatives, modifications, and variations will be apparent to
those skilled in the art.
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Claims

A method for recognizing a motion of a display apparatus, the method
comprising:

setting an active area in which an externally input motion is rec-
ognizable on a screen of the display apparatus;

changing an overall area motion recognition mode of the display
apparatus to a partial area motion recognition mode;

recognizing a motion in the active area; and

when the recognized motion is a disabling motion to disable the partial
area motion recognition mode, disabling the partial area motion
recognition mode, and

wherein the partial area motion recognition mode is a mode in which a
motion is recognized only in the active area.

The method of claim 1, wherein the active area is set by at least one of
a remote controller, voice recognition, motion recognition, and a panel
key.

The method of claim 1, wherein one of a location, a size, and a shape of
the active area is set through an active area setting template displayed
on the screen.

The method of claim 1, wherein the active area is automatically set to
have an area that is larger than an area of a part of a user’s body input
through a camera.

The method of claim 4, further comprising storing user body in-
formation corresponding to a part of a user’s body to automatically set
the active area.

The method of claim 1, wherein an area of the active area is smaller
than an area of the screen.

The method of claim 1, further comprising, when initial power is
supplied to the display apparatus, automatically displaying an active
area setting screen to set the active area.

The method of claim 1, further comprising setting the disabling motion,
wherein the disabling motion comprises one of a disabling motion that
is set in the active area using a camera, and a disabling motion that is
set in a recognition range of the camera.

The method of claim 1, wherein an area of the active area is larger than
an area of a recognition area of the recognized disabling motion.

The method of claim 1, wherein the changing the overall area motion
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recognition mode to the partial area motion recognition mode
comprises displaying an object corresponding to the partial area motion
recognition mode on one side of the screen in response to the change
from the overall area motion recognition mode to the partial area
motion recognition mode.

The method of claim 1, wherein the changing the overall area motion
recognition mode to the partial area motion recognition mode
comprises displaying the active area having transparency distin-
guishably from the screen in response to the change from the overall
area motion recognition mode to the partial area motion recognition
mode.

The method of claim 1, wherein the changing the overall area motion
recognition mode to the partial area motion recognition mode
comprises providing at least one of visual feedback and audio feedback
in response to the change from the overall area motion recognition
mode to the partial area motion recognition mode.

The method of claim 1, wherein the active area is a relative area in the
screen to recognize the disabling motion which is received through a
camera.

The method of claim 1, further comprising, when the recognized
motion is different from the disabling motion, maintaining the partial
area motion recognition mode.

The method of claim 14, wherein the maintaining the partial area
motion recognition mode comprises, when the recognized motion is
different from the disabling motion, displaying a pop-up window corre-
sponding to the maintenance of the partial area motion recognition

mode on the screen.
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