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Description
Title of Invention: STORAGE SYSTEM CONTROLLER,

STORAGE SYSTEM, AND ACCESS CONTROL METHOD
Technical Field

[0001] This invention relates to a storage system controller, a storage system, and an access

control method for a storage system.

Background Art
[0002] When a single file having a large size (hereinafter, referred to as large-size file) such

as a disk image file, which is a file formed by virtualizing a disk device, a virtual

machine disk (VMDK) file of a virtual disk used by a virtual machine, or a database

file, and a file-based backup application program are used in combination, a change in

only a part of the large-size file leads to backup of the entire file, which increases

backup time.

[0003] A related file management technology which is known to date is a technique called

Sparsebundle disk image (see, for example, Non Patent Literature 1). In this technique,

a single disk image file is converted to a disk image including a plurality of small-size

files (hereinafter, referred to as subfiles) (hereinafter, referred to as subfile conversion),

and updates are managed on a subfile basis to restrict the subfiles to be backed up, to

thereby reduce the backup time.

Citation List

Non Patent Literature
[0004] NPL 1: Apple Inc., hdiutil(l) Mac OS X Manual version 10.6.6, BSD General

Commands Manual

Summary of Invention

Technical Problem
[0005] In the above-mentioned related technique, the original disk image file is divided into

a plurality of regions, and the regions are copied to separate files, to thereby convert

the original disk image file to subfiles. Therefore, copies of data blocks of the file are

generated, and hence the subfile conversion processing takes time.

[0006] Further, the above-mentioned related technique is directed only to a special file

format called "disk image file". Therefore, in a case where the subfile conversion is

applied to a VMDK file or a database file, the disk image file needs to be formatted to

some file system once so that the VMDK file, the database file, or the like is stored

therein. Therefore, a change in file path name or the like occurs, and hence operational

flexibility is low.



Solution to Problem
[0007] An aspect of the invention is a storage system controller for controlling a storage

system storing data of files, comprising a control unit and a storage apparatus. The

control unit receives an access command to a first file, which specifies a first access

position in the first file. The storage apparatus stores management information of the

first file and management information of each of a plurality of subfiles obtained by

dividing the first file. The management information of the first file contains in

formation associating a data position in the first file and management information of a

subfile which contains data at the data position. The management information of each

of the plurality of subfiles contains information associating a data position in a corre

sponding subfile thereof and a physical storage position. The control unit references

the management information of the first file to identify the management information of

the subfile which contains the data at the first access position. The control unit

references the management information of the identified subfile to identify a physical

storage position of the first access position.

Advantageous Effects of Invention
[0008] According to this invention, access to a file may be efficiently controlled.

Brief Description of Drawings
[0009] [fig. 1]Fig. 1 is a block diagram illustrating a configuration example of a computer

system according to an embodiment of this invention.

[fig.2]Fig. 2 is a block diagram illustrating a hardware configuration of a unified

storage system according to the embodiment of this invention.

[fig.3]Fig. 3 is a block diagram illustrating a hardware configuration of a management

computer according to the embodiment of this invention.

[fig.4]Fig. 4 is a schematic diagram illustrating an overview of the embodiment of this

invention.

[fig.5]Fig. 5 is a software configuration of a storage head according to the embodiment

of this invention.

[fig.6]Fig. 6 is an example of file system management information according to the

embodiment of this invention.

[fig.7A]Fig. 7A is an example of extent information before subfile conversion

according to the embodiment of this invention.

[fig.7B]Fig. 7B is an example of extent information after the subfile conversion

according to the embodiment of this invention.

[fig.8]Fig. 8 is an example of a subfile conversion policy management table according

to the embodiment of this invention.

[fig.9]Fig. 9 is a flow chart of subfile conversion processing according to the em-



bodiment of this invention.

[fig. 10]Fig. 10 is a flow chart of I/O processing with respect to a file according to the

embodiment of this invention.

[fig. 1l]Fig. 11 is an example of a graphical user interface (GUI) for managing subfile

conversion policies according to the embodiment of this invention.

Description of Embodiments
[0010] Hereinafter, an embodiment of this invention is described with reference to the ac

companying drawings. For clarity of explanation, the following descriptions and the

accompanying drawings contain omissions and simplifications as appropriate. This

invention is not limited to the embodiments, and such application examples as may fall

within the idea of this invention are all encompassed in the technical scope of this

invention. Unless otherwise specified, one or more of each component may be

provided.

[001 1] In the following description, various types of information are sometimes described

with the expression "xxx table", for example, but the various types of information may

be expressed in a data structure other than the table. In order to show that the various

types of information are not dependent on the data structure, the "xxx table" is

sometimes referred to as "xxx information".

[0012] A management system may be constituted of one or more computers. For example,

when a management computer processes and displays information, the management

computer constitutes the management system. When a plurality of computers are used

to realize functions equivalent to the management computer, for example, the plurality

of computers (which may include a computer for display when the display is

performed by the computer for display) constitute the management system. In this em

bodiment, the management computer constitutes the management system.

[0013] In the following description, processing is sometimes described with a "program" as

a subject. The program is executed by a processor (such as central processing unit

(CPU)) to perform predetermined processing using a storage resource (such as

memory) and/or a communication interface device (such as communication port) as

appropriate, and hence the subject of the processing may be the processor. The

processor operates as functional parts for realizing predetermined functions by

performing operations in accordance with the programs. The apparatus and the system

including the processor are an apparatus and a system including the functional parts.

[0014] The processing described with the program or processor as a subject may be

described with a computer (such as unified storage system, management computer,

client, or host) as a subject. The processor may include a hardware circuit for

performing a part or entirety of the processing performed by the processor. A computer



program may be installed to each computer from a program source. The program

source may be, for example, a program distribution server (such as management

computer) or a storage medium.

[0015] In this embodiment, a file system performs subfile conversion processing of a file.

The subfile conversion processing of the file generates from a file to be subjected to

the subfile conversion (called a parent file) a plurality of subfiles by dividing the parent

file. The file system generates, in the subfile conversion processing, subfile

management information based on management information of data blocks of the

parent file. Block data of the parent file is allocated to each subfile. In this manner, the

subfiles may be generated without copying the data blocks allocated to the parent file.

[0016] The file system in this embodiment receives an I/O with respect to the parent file and

changes the I/O to an I/O with respect to a subfile. The file system provides an access

interface to the parent file or the subfile depending on details of processing of an ap

plication program. In this embodiment, the subfile is a type of file, and the subfile can

be further converted to subfiles.

[0017] This embodiment enables backup of a single file having a large capacity (large-size

file) such as a disk image file, a virtual machine disk (VMDK) file, or a database file

on an updated subfile basis. This eliminates the need to back up the entire large-size

file when only a part of the large-size file is changed, which reduces the backup time.

[0018] This embodiment is applicable not only to backup but also to application programs

that manipulate general files. For example, this embodiment enables data dedu-

plication, hierarchical management processing, encryption processing, and com

pression processing to be performed on a subfile basis. This embodiment is widely ap

plicable to a file storage system such as a file server or a NAS.

[0019] This embodiment eliminates the need to copy data blocks in the subfile conversion

processing, and hence the subfile conversion processing may be performed in a short

period of time. The subfile conversion processing by the file system may convert all

general files including the disk image file, the VMDK file, and the database file to

subfiles. The files may be converted to subfiles without being migrated to another file

system, and hence it is not necessary to change the file path before and after the subfile

conversion.

[0020] Fig. 1 is a block diagram illustrating a configuration example of a computer system

according to this embodiment. The computer system includes a unified storage system

100, a host computer 110, a client computer 120, a management computer 130, a

storage area network (SAN) 140, a local area network (LAN) 150, and a backup server

computer 160.

[0021] The unified storage system 100 is coupled to a plurality of the host computers (or one

host computer) (hereinafter, referred to as "host") 110 via the SAN 140. The unified



storage system 100 is also coupled to a plurality of the client computers (or one client

computer) (hereinafter, referred to as "client") 120, a plurality of the management

computers (or one management computer) 130, and a plurality of the backup server

computers (or one backup server computer) (hereinafter, referred to as "backup

server") 160 via the LAN 150.

[0022] The unified storage system 100 is a storage system capable of handling a plurality of

data communication protocols. For example, the unified storage system 100 uses com

munication protocols that provide block volumes, such as Fibre Channel (FC), internet

Small Computer System Interface (iSCSI), and Fibre Channel over Ethernet (FCoE), to

perform data communication to/from the host 110 and the client 120.

[0023] Alternatively, the unified storage system 100 uses communication protocols that

provide file sharing services, such as Network File System (NFS), Common Internet

File System (CIFS), File Transfer Protocol (FTP), and Hyper Text Transfer Protocol

(HTTP), to perform data communication to/from the host 110 and the client 120.

[0024] The unified storage system 100 receives an I/O request from, for example, the host

110 to a block volume via the SAN 140, and returns the processing result to the host

110. The unified storage system 100 receives an I/O request from the client 120 to a

file sharing service via the LAN 150, and returns the processing result to the client

120. The unified storage system 100 receives an instruction from the management

computer 130 and changes settings of the unified storage system 100.

[0025] The unified storage system 100 backs up data stored in the unified storage system

100 to the backup server 160 via the LAN 150. The unified storage system 100

performs the backup, for example, when instructed by the management computer 130

or regularly.

[0026] The unified storage system 100 may be coupled to a plurality of the SANs 140 and a

plurality of the LANs 150. Further, the client 120, the management computer 130, and

the backup server 160 may be coupled to the unified storage system 100 via different

LANs 150, respectively. Alternatively, the unified storage system 100 may be coupled

to the management computer 130 and the backup server 160 via a SAN. Further, the

SAN 140 and the LAN 150 may be other types of communication networks such as a

wide area network (WAN) or the Internet.

[0027] Fig. 2 is a block diagram illustrating a hardware configuration example of the unified

storage system 100. The unified storage system 100 includes a storage head 200 and a

storage apparatus 210. The storage head 200 and the storage apparatus 210 are coupled

via a communication path 220.

[0028] The storage head 200 manages and controls the unified storage system 100 and the

storage apparatus 210. The storage head 200 includes a memory 202, host bus adaptors

(HBAs) 203 and 204, a network interface card (NIC) 205, and a CPU 201, which is a



controlling unit coupled to the memory 202, the HBAs 203 and 204, and the NIC 205.

[0029] Instead of or in addition to the memory 202, a different kind of memory resource

may be adopted. Instead of the HBAs 203 and 204 and the NIC 205, different kinds of

communication interface devices may be adopted. The HBA 203 is coupled to the

SAN 140. The HBA 204 is coupled to the storage apparatus 210 via the commu

nication path 220. The NIC 205 is coupled to the LAN 150.

[0030] The CPU 201 executes computer programs stored in the memory 202. The memory

202 stores the computer programs and other data. The memory 202 may also include a

cache region for temporarily storing data received from the host 110 and data to be

transmitted to the host 110. The memory 202 may include a cache region for tem

porarily storing a file received from the client 120 and a file to be transmitted to the

client 120.

[0031] The storage apparatus 210 is a storage apparatus for storing programs and files used

by the storage head 200. The storage apparatus 210 includes a storage cache 2 11, a

storage controller 212, a solid state disk (SSD) 213, a Serial Attached SCSI (SAS) disk

214, and a Serial ATA (SATA) disk 215. The respective components are coupled via

an internal bus or an internal network.

[0032] The number of each of the storage caches 211, the storage controllers 212, the SSDs

213, the SAS disks 214, and the SATA disks 215 is not limited to that illustrated in

Fig. 2. Also, the number of the storage apparatus 210 is not limited to that illustrated in

Fig. 2. Hereinafter, the SSD 213, the SAS disk 214, and the SATA disk 215 are col

lectively referred to as disk apparatuses.

[0033] The storage controller 212 communicates with the storage head 200 to control the

storage apparatus 210. Specifically, the storage controller 212 communicates with the

storage head 200 to write data to the disk apparatus using the storage cache 211 to be

described later in response to a request from the storage head 200, or to read data from

the disk apparatus using the storage cache 211.

[0034] As described above, in this example, an access request received by, or data to be

transmitted by, the storage controller 212 is block data (sometimes also simply referred

to as blocks) specified in a block address format.

[0035] The storage cache 211 is, for example, a semiconductor memory, and is used to tem

porarily store the data to be written to the disk apparatus or the block data read from

the disk apparatus. It should be noted that, as a part of the storage cache 2 11, a storage

apparatus that is lower in speed than the semiconductor memory may be used.

[0036] The disk apparatus is an apparatus for storing data. In Fig. 2, the storage apparatus

210 includes one SSD 213, one SAS disk 214, and one SATA disk 215, but any

number of the disk apparatuses may be installed in the storage apparatus 210. It should

be noted that the disk apparatuses are typically the SSD 213, the SAS disk 214, and the



SATA disk 215. However, the disk apparatus may be any apparatus as long as block

format data may be stored therein, and may be an apparatus which uses, for example, a

DVD, a CD, or a magnetic tape as a storage medium.

[0037] It should be noted that, for the reasons of increasing speed, redundancy, reliability,

and the like, the storage controller 212 may provide a plurality of disk apparatuses as at

least one accessible virtual disk apparatus to the storage head 200 (more specifically,

RAID technology is used).

[0038] In the following description, the virtual disk apparatus is referred to as "volume", and

the description that "the storage apparatus or the storage controller writes block data in

a volume" actually means that the storage controller 212 writes block data in the

storage cache 2 11 or the disk apparatus.

[0039] Similarly, when it is described that "the storage apparatus or the storage controller

reads block data from a volume," it actually means that the storage controller 212 reads

block data from the storage cache 2 11 or the disk apparatus.

[0040] In general, when a request to write data to a volume is received from the storage head

200, the storage controller 212 temporarily writes data to the storage cache 211 having

a high access speed, and then notifies the storage head 200 of completion of the

writing.

[0041] Then, the storage controller 212 writes data stored in the storage cache 2 11 to the

disk apparatus asynchronously with the write request from the storage head 200, to

thereby increase the performance of the entire storage apparatus 210 even when the

disk apparatus is lower in performance compared to the storage cache 211.

[0042] The communication path 220 between the HBA 204 of the storage head 200 and the

storage controller 212 of the storage apparatus 210 may be coupled via a switch. A

plurality of storage heads 200 and a plurality of storage apparatuses 210 may be

provided. A configuration may be adopted in which a plurality of the storage heads

200 are coupled to one storage apparatus 210. The storage head 200 and a plurality of

storage apparatuses 210 may constitute a SAN.

[0043] The communication path 220 between the HBA 204 and the storage apparatus 210 is

constituted of, for example, a fibre channel (FC). Another type of network (such as

Ethernet) may be adopted as long as the network can communicate as the commu

nication path 220.

[0044] Fig. 3 is a block diagram illustrating a hardware configuration example of the

management computer 130. The management computer 130 includes a memory 302,

an input device 303, an NIC 304, a secondary storage device 305, a display device 306,

and a CPU 301 coupled to the memory 302, the input device 303, the NIC 304, the

secondary storage device 305, and the display device 306. Instead of at least one of the

memory 302 and the secondary storage device 305, another type of storage resource



may be adopted. Instead of the NIC 304, another type of communication interface

device may be adopted.

[0045] A computer program is loaded from the secondary storage device 305 to the memory

302. The CPU 301 executes computer programs stored in the memory 302. The input

device 303 is a device operated by an administrator, including, for example, a

keyboard and a pointing device. The NIC 304 is coupled to the LAN 150. The

secondary storage device 305 is, for example, an HDD. The display device 306 is, for

example, a liquid crystal display.

[0046] The management computer 130 may set, in accordance with operations from the ad

ministrator, information in the unified storage system 100. The information to be set in

the unified storage system 100 includes, for example, a subfile conversion policy

management table 550 to be described later.

[0047] Fig. 4 is a schematic diagram illustrating an overview of this invention. Fig. 4 i l

lustrates regular backup of a large-size file 400 shared by a file sharing program 510.

In this case, the large-size file 400 is a 40 MB file and has been converted to four

subfiles 401A, 401B, 401C, and 401D of 10 MB each.

[0048] The subfiles are stored in a predetermined directory in the file system in which the

large- size file is stored. The file system is a function of managing and manipulating

files and includes programs and information therefor. For example, in the following

example, a virtual file system "/mnt/fsl" managed by the unified storage system 100 is

mounted with the file system and stores a large-size file "linux-diskl.vmdk".

[0049] Subfiles of "linux-diskl .vmdk" are stored under 7mnt/fs l/.subfiles/1230/" . In this

case, ".subfiles" is a directory indicating a location in the file system for storing the

subfiles, and "1230" is a directory named after an inode number of the large-size file.

Names of the four subfiles express offsets generated by dividing the large-size file into

units of 10 MB in hexadecimal.

[0050] Large-size file:

/mnt/fsl/linux-diksl.vmdk (400)

Subfiles:

/mnt/fsl/.subfiles/1230/0000000000000000 (401A)

/mnt/fsl/.subfiles/1230/0000000000A00000 (401B)

/mnt/fsl/.subfiles/1230/0000000001400000 (401C)

/mnt/fsl/.subfiles/1230/0000000001E00000 (401D)

[0051] The above-mentioned location for storing the subfiles is merely an example. For

example, the location for storing subfiles may use a directory name other than

".subfiles", a plurality of directories, or a plurality of directories across a plurality of

file systems.

[0052] The directory name under ".subfiles" for classifying locations for storing subfiles for



each large-size file may be, as a name other than the inode number, a universally

unique identifier (UUID) or a file name of the large-size file. It should be noted,

however, that when the file name of the large-size file is used, such processing as

changing the directory name along with renaming of the large-size file is required, and

hence it is generally desired to allocate a unique name such as the inode number or the

UUID that will not be changed.

[0053] The subfile name does not need to be a name that expresses the offset of the large-

size file in hexadecimal. The subfile name may be any name as long as it shows which

area in the large-size file corresponds to which subfile, and may be, for example, a

subfile name that expresses the offset in decimal. Not the offset but a serial number of

the subfile in the large-size file may be used. Instead of above described directories

with inode numbers under ".subfiles", a keyword such as a large-size file name and the

inode number of a large-size file may be added as a prefix or suffix of a subfile name

to manage the corrensponcece between a large-size file and subfiles.

[0054] Next, referring to Fig. 4, a flow from the I/O with respect to the file 400 to the

backup is described.

(1) If a write request 410 of 1 MB size is issued from the client 120 to a position of

the large-size file 400 (/mnt/fsl/linux-diskl.vmdk) that is offset by 15 MB, the file

sharing program 510 receives the write request (410).

[0055] (2) The file sharing program 510 performs, based on the write request from the client

120, write processing of 1 MB size to the position of the large-size file 400 that is

offset by 15 MB. If the file has been converted to subfiles, the write processing is

performed on the corresponding subfile as described below (420).

[0056] (3) A file I/O program 540 detects that the large-size file 400 has been converted to

subfiles. The file I/O program 540 also determines that the write request of 1 MB size

to the position that is offset by 15 MB is I/O processing with respect to a region

assigned to the subfile 40IB, and performs the write processing with respect to the

subfile 401B (430).

[0057] (4) A subfile transfer program 560 regularly monitors the subfiles 401A to 401D of

the large-size file 400 under "/mnt/fsl/.subfiles/1230/" for an update. The subfile

transfer program 560 detects an update of the subfile 401B. The subfile transfer

program 560 reads meta information (file name, size, access control information, and

the like) of the large-size file 400 and data of the subfile 401B (440).

[0058] (5) The subfile transfer program 560 backs up the meta information of the large-size

file 400 and the data of the subfile 40IB as a set to the backup server 160 (450).

[0059] In the above-mentioned step (4), the subfile transfer program 560 detects an update

by regularly monitoring the subfiles, but the method of detecting an update is not

limited thereto. For example, when the file I/O program 540 updates a subfile, the file



I/O program 540 may notify the subfile transfer program 560 that the subfile has been

updated.

[0060] As described in the above-mentioned steps (1) to (5), even when the large-size file

400 is updated, instead of backing up the entire large-size file 400, only the meta in

formation of the large-size file 400 and the subfile 401B are backed up, with the result

that the backup time may be reduced.

[0061] Hereinafter, an example of a method of restoring the large-size file 400 that has been

converted to four subfiles 401A to 401D for backup. In order to restore the large-size

file 400, the unified storage system 100 downloads from the backup server 160 the

meta information of the large-size file 400 and the subfiles 401A to 40ID stored with

the meta information of the large-size file 400 as a set.

[0062] The unified storage system 100 sequentially couples the subfiles 401A to 40ID to

form one file, and gives the meta information (file name and access control in

formation) of the large-size file 400 to the coupled file. This completes the restoration

of the large-size file 400 that has been converted into the subfiles. It should be noted

that the restoration method is not limited thereto.

[0063] In the schematic diagram of Fig. 4, the subfile transfer program 560 transfers the

subfile to the backup server 160 external to the unified storage system 100, but the

subject application is not limited thereto. For example, the backup server 160 may be

located within the unified storage system. The updated subfile may be transferred to

the backup server 160 having a deduplication function, a compression function, an en

cryption function, and the like. The data of the subfile may be transferred to another

storage system or to another file system within the unified storage system 100 to

perform hierarchical management of the subfiles.

[0064] Hereinafter, this embodiment is described in detail. Fig. 5 is a software configuration

example of the storage head 200. The software of the storage head 200 includes file

system management information 500, the file sharing program 510, a block-file I/O

conversion program 520, a subfile conversion program 530, the file I/O program 540,

the subfile conversion policy management table 550, and the subfile transfer program

560. These are loaded and stored from a non-volatile storage apparatus to the memory

202.

[0065] The file system management information 500 includes information on the file system

and information on files managed by the file system. Sets of the file system

management information 500 correspond to file systems on a one-to-one basis. When

the storage apparatus 210 provides a plurality of volumes, a set of the file system

management information 500 is generated for each volume foarmatted as a file system

and stored in the memory 202. Programs of Fig. 5 are common to the plurality of file

systems. The file I/O program 540 and the subfile conversion program 530 are



programs included in a file system. A piece of file system management information

500 is created for a file system.

[0066] The file sharing program 510 provides a file sharing service to the client 120 by

using a communication protocol (NFS/CIFS/FTP/HTTP) and the like.

[0067] The block-file I/O conversion program 520 uses a communication protocol

(FC/FCoE/iSCSI) and the like to provide a block volume to the host 110. Further, the

block-file I/O conversion program 520 converts an I/O request with respect to the

block volume, which is received from the host 110, to an I/O request with respect to a

file.

[0068] The block-file I/O conversion program 520 provides a particular file managed by the

unified storage system 100 to the host 110 as if the file were a block volume.

Hereinafter, the file provided as the block volume is referred to as block volume file.

[0069] The subfile conversion program 530 performs processing for enabling a specified file

to be accessed on a subfile basis. The file I/O program 540 processes I/Os with respect

to files managed by the file system management information 500. The subfile

conversion policy management table 550 includes information regarding policies for

automatically determining a file to be subjected to the subfile conversion processing.

[0070] The subfile transfer program 560 detects an updated subfile from the file system

management information 500 and backs up the updated subfile to the backup server

160. The method of detecting the updated subfile may include, for example, regularly

checking time stamps 604 of all sets of inode information 600, which are managed by

the file system management information 500 to be described later, for an update. Alter

natively, for example, the file I/O program 540 may notify the subfile transfer program

560 of the updated subfile.

[007 1] The subfile transfer program 560 is not limited to the cooperation with the backup

server 160. For example, the storage apparatus 210 provides a volume A generated

from the SSD 213, a volume B generated from the SAS disk 214, and a volume C

generated from the SATA disk 215, and the storage head 200 manages the volumes as

a file system A, a file system B, a file system C, respectively.

[0072] When an I/O load on a subfile stored in the file system B increases, the subfile

transfer program 560 may migrate the subfile from the file system B to the faster file

system A, to thereby realize the hierarchical management on a subfile basis.

[0073] Further, the subfile transfer program 560 may cooperate with a backup server having

a deduplication function for backup data. The subfile transfer program 560 may also

cooperate with a deduplication program, which operates in the storage head 200, and

hence the subfile transfer program 560 itself may have a function of a backup server

having the duplicate elimination function.

[0074] Fig. 6 is an example of the file system management information 500. The file system



management information 500 includes at least one set of the inode information 600, an

FS number 610, and a mount path name 620. The inode information 600 indicates a set

of file management information generated for each file managed in the file system. The

inode information 600 includes an inode number 601, a file path name 602, a file size

603, the time stamp 604, access control information 605, a subfile conversion flag 606,

a subfile size 607, a maximum subfile count 608, and zero or more sets of extent in

formation 609.

[0075] The inode number 601 indicates a unique number given to each file managed by the

file system management information 500. The file path name 602 indicates a location

of a file in the file system and a file name. The file size 603 indicates the size of the

file. Depending on the file size 603, blocks of the volumes provided by the storage

apparatus 210 are consumed.

[0076] The time stamp 604 indicates the time at which the file is updated. The file I/O

program 540 overwrites, when an I/O with respect to the file is processed, the time

stamp 604 with the time when the I/O is processed. The access control information 605

indicates access control information of the file. The access control information 605 is

used when only particular users are allowed to access the file. The access control in

formation 605 is sometimes also referred to as "permissions", or as "access control list

(ACL)" that enables higher level of access control than the permissions.

[0077] The subfile conversion flag 606 is information indicating whether or not the file has

been converted to subfiles. The subfile size 607 indicates units for creating subfiles

when the file has been converted to subfiles. The maximum subfile count 608 indicates

the upper limit of the number of subfiles that can be created for the file.

[0078] The extent information 609 generally indicates a position of a block of a volume

allocated to the file. In this embodiment, the extent information 609 includes,

depending on whether or not the file has been converted to subfiles, one of two kinds

of information 609A and 609B to be described later. Details thereof are described later.

[0079] The FS number 610 indicates a unique number for distinguishing a plurality of sets

of file system management information 500 and file systems corresponding to the sets

of file system management information 500 in the unified storage system 100. The

mount path name 620 indicates a coupling path to a virtual file system formed by a

plurality of file systems in the unified storage system 100. Examples of the mount path

name 620 are "/mnt/fsl" and "/mnt/fs2". Generally, the client 120 accesses a file by

specifying a path (full path) on the virtual file system. The path is, for example, "/

mnt/fs 1/linux-diskl .vmdk" .

[0080] The file sharing program 510 may detect to which file system the I/O is directed by

comparing the path to the file requested by the client 120 and the mount path name 620

in each set of the file system management information 500. The file sharing program



510 may also identify to which file in which file system the I/O is directed by

comparing the path to the file requested by the client 120 and the file path name 602 in

the inode information 600 held in the file system management information 500.

[0081] Similarly, the block- file I/O conversion program 520 may detect to which file system

the I/O is directed by comparing the path to the block volume file provided to the host

110 and the mount path name 620 in each set of the file system management in

formation 500. The block-file I O conversion program 520 may also identify to which

file in which file system the I O is directed by comparing the path to the block volume

file and the file path name 602 in the inode information 600 held in the file system

management information 500.

[0082] Fig. 7A is an example of extent information 609A before the subfile conversion. The

extent information 609A includes an offset 701, a size 702, and a block number 703.

The offset 701 indicates an offset value in the file managed by the extent information

609A. In other words, the offset 701 indicates a start position managed by the extent

information 609A in the file.

[0083] The size 702 indicates the size of the region managed by the extent information

609A. The block number 703 indicates the block number in the block volume managed

by the extent information 609A. In other words, the block number 703 indicates a start

position managed by the extent information 609A in the block volume.

[0084] The extent information 609A associates a position of a region in the file and a

position of the region in the volume provided by the storage apparatus 210 (physical

storage position), and manages the correspondence therebetween. The region in the

file, which is managed by the extent information 609A, is a region starting from the

offset 701 of the file and having the size 702. Similarly, the region in the block

volume, which is managed by the extent information 609A, is a region starting from

the block number 703 and having the number of blocks corresponding to the size 702.

[0085] An I/O with respect to a file is generated with the offset and the size of the target file.

Therefore, the position of the I/O target region in the file is determined from the offset

and the size of the I/O, and at least one set of the extent information 609A for

managing the I/O target region is selected from the inode information 600 for

managing the file.

[0086] It is assumed, for example, that the inode information 600 of the I/O target file

includes four sets of extent information 609A. In this example, the four sets of extent

information 609A are denoted by EAO, EAl, EA2, and EA3 for convenience. In a case

where the offset 701 of EAO is 0 MB, the offset 701 of EAl is 1 MB, the offset 701 of

EA2 is 2 MB, and the offset 701 of EA3 is 3 MB so that EAO to EA3 each have the

size 702 of 1 MB, when the I/O has the offset of 1.5 MB and the size of 1 MB, two sets

of extent information 609A, that is, EAl and EA2, are selected.



[0087] Next, from at least one set of the selected extent information 609A, the size 702 and

the block number 703 are retrieved to determine the position of the I/O target region in

the volume (physical storage position).

[0088] It should be noted that sets of extent information 609A do not always need to be

provided to cover the entire range of the file size. For example, although the file size is

10 MB, no extent information 609A may be provided. Such a file may be generally

referred to as a "hole file" or a "sparse file". With regard to such a file, at a time when

an I/O to the file is generated and a block region is to be actually allocated to the file,

the extent information 609A is created as necessary and the block region in the volume

is allocated.

[0089] Fig. 7B illustrates an example of extent information 609B after the subfile

conversion. The extent information 609B associates a position in the parent file and the

subfile management information, and manages the correspondence therebetween. The

extent information 609B includes the offset 701, the size 702, an FS number 704, and

an inode number 705.

[0090] The offset 701 and the length 702 are the same information as in Fig. 7A. The FS

number 704 is a number for identifying the file system management information 500

that manages the subfile managed by the extent information 609B. The inode number

705 is the inode number 601 for identifying the inode information 600 in the file

system management information 500 identified by the FS number 704.

[0091] An I/O with respect to a file (parent file) that has been converted to subfiles is

generated, similarly to an I/O with respect to a normal file, with the offset and the size

of the I/O target file (parent file). Therefore, the storage head 200 can determine the

position of the I/O target region in the parent file from the offset value and the size,

and select at least one set of the extent information 609B for managing the I/O target

region from the inode information 600 for managing the file.

[0092] Next, the storage head 200 retrieves the FS number 704 and the inode number 705

from each of the at least one set of the selected extent information 609B, and issues II

Os to the subfiles having the respective inode numbers 705.

[0093] The storage head 200 may create, similarly to the extent information 609A, the

extent information 609B at the time of generation of an I/O as necessary. For example,

when the extent information 609B corresponding to the offset and the size in the I/O

target parent file does not exist, a subfile having the same size as the subfile size 607

included in the inode information 600 of the I/O target file is first created.

[0094] Further, the storage head 200 creates the extent information 609B by using the offset

701 in parent file and the size 702 of the subfile of the I/O target managed by the

subfile, the FS number 704 of the file system that has created the subfile, and the inode

number 705 of the subfile, and registers the created extent information 609B with the



inode information 600 of the I/O target parent file. The phrase "to create a subfile" as

used herein means to create the inode information 600 of the subfile in the file system

management information 500.

[0095] Referring to Fig. 7B, there has been described the method of identifying a subfile by

using the FS number 704 and the inode number 705. However, the method of

identifying the subfile is not limited thereto. For example, there may be employed a

method involving storing, instead of the FS number 704 and the inode number 705, a

name of the subfile to which a unique name has been given in the system.

[0096] Alternatively, without the extent information 609B, sets of the offset 701, the size

702, the FS number 704 and the inode number 705 may be stored in a storage area

managed by the extent information 609A of a parent file (a area storing file data and

extended attribute), a file or file system management information 500 different from

the parent file, or a data base (DB) such as a relational data base (RDB) and a key

value store (KVS).

[0097] A subfile name unique in the system may be used with a storage area managed by the

extent information 609A of a parent file, a file or file system management information

500 different from the parent file, or a DB.

[0098] Alternatively, the name of a subfile to be actually accessed may be determined from

an offset of an I/O to a parent file by subfile names or path names of subfiles under

some constraints, without storing the extent information 609 A, 609B in the inode in

formation 600 of the parent file.

[0099] For example, it may be determined that subfiles of a parent file "/

mnt/fsl/linux-diskl.vmdk" are stored in paths under "/mnt/fsl/.subfiles/1230" with the

inode number 601 "1230" of "linux-diskl.vmdk".

[0100] If the file size of the parent file (linux-diskl.vmdk) is 40MB and the subfile size is

10MB, subfile names are determined to be 0000000000000000, 0000000000A00000,

0000000001400000, and 000000000 1E00000, respectively, which are offsets of the

parent file represented in hexadecimal.

[0101] If an I/O to the 15 MB (OxFOOOOO in hexadecimal) offset of the parent file

(linux-diskl.vmdk) is issued, it is an I/O to an area in which the offsets are equals to or

larger than OxAOOOOO (in hexadecimal) and smaller than 0x1400000 (in hexadecimal).

Thus, the I/O can be determined to be an I/O to the subfile "/

mnt/fs l/.subfiles/1230/0000000000A00000" .

[0102] It should be noted, however, that in cases of the method of storing a subfile name

unique in the system in the extent information 609B and the method of identifying the

subfile name from the offset value, lookup processing to identify the inode information

600 of the subfile from the subfile name (searching for the file system management in

formation 500 and the inode information 600) is required every time an I/O occurs.



[0103] Fig. 8 is an example of the subfile conversion policy management table 550. The

subfile conversion policy management table 550 includes columns of path 801,

threshold 802, type 803, initial subfile size 804, and maximum subfile count 805.

[0104] The path 801, the threshold 802, and the type 803 are included in conditions for the

subfile conversion. The path 801 indicates a path to a file. Files stored under the path

specified in the path 801 are subjected to the subfile conversion. The threshold 802

indicates a file size. Files having a size equal to or more than the file size specified in

the threshold 802 are subjected to the subfile conversion.

[0105] The type 803 indicates the type of a file. Examples of the type 803 are a VMDK file

(denoted by "VMDK" in Fig. 8) used for a virtual disk of a virtual machine, a database

file, a block volume file (denoted by "VOL" in Fig. 8), and the like. Files of the type

specified in the type 803 are subjected to the subfile conversion. Files satisfying the

above-mentioned conditions at the same time are converted to subfiles.

[0106] The initial subfile size 804 and the maximum subfile count 805 are set when a file

satisfying the above-mentioned conditions are converted to subfiles. The initial subfile

size 804 indicates an initial size of the subfiles of the parent file. The maximum subfile

count 805 indicates the limit of the number of the subfiles that can be included in the

parent file. If it is highly likely that the maximum subfile count 805 will be exceeded,

the size of the subfiles may be enlarged, to thereby suppress the number of subfiles.

[0107] The storage head 200 regularly checks the subfile conversion policy management

table 550 and the file system management information 500 and converts a file that

satisfies the conditions into subfiles. In the example of Fig. 8, the subfile conversion is

performed when any one of conditions of policies 810, 820, and 830 shown in re

spective rows is satisfied. The policy 810 in the first row means that a VMDK file

stored under the directory "/mnt/vm" is subjected to the subfile conversion, and that, at

the time of the subfile conversion, the initial subfile size 804 is set to 8 MB.

[0108] The policy 820 in the second row means that a block volume file stored under the

directory "/mnt/vol" is subjected to the subfile conversion, and that, at the time of the

subfile conversion, the initial subfile size 804 is set to 42 MB. The policy 830 in the

third row means that a file having a size equal to or more than 1 GB is subjected to the

subfile conversion, and that, at the time of the subfile conversion, the initial subfile

size 804 is set to 16 MB and the maximum subfile count 805 is set to 65,536.

[0109] It should be noted that the path 801, the threshold 802, and the type 803 in the subfile

conversion conditions described in this embodiment are merely examples. Other

examples of the subfile conversion conditions may include a file of a particular user, a

file having particular access control information, and an access frequency of a file. The

access frequency may be expressed as an I/O count per predetermined unit time (the

number of read commands and/or write commands). For example, the storage head 200



may measure the I/O count per unit time with respect to the subfile and calculate the

average value thereof for use in the determination of the conditions. The subfile

conversion may require a plurality of conditions to be satisfied.

[0110] If the access frequency is included in the conditions for the subfile conversion, for

example, the storage head 200 may determine the file size of the subfiles depending on

the access frequency. The initial subfile size 804 of a file having high access

frequency, for example, an access frequency higher than a predetermined threshold is

set to be small, and the initial subfile size 804 of a file having low access frequency,

for example, an access frequency equal to or lower than the predetermined threshold is

set to be large. With this configuration, the number of sets of the inode information

600 may be suppressed while managing only frequently updated files with subfiles

having fine granularity.

[0111] For example, the storage head 200 provides two different subfile sizes to allocate a

small subfile size to subfiles of a file having an access frequency larger than the

threshold and a large subfile size to subfiles of a file having an access frequency equal

to or smaller than the threshold. The number of subfile sizes that can be selected

depends on the design. The storage head 200 may use at least one threshold of the

access frequency for determining the size of the subfiles.

[0112] As the number of sets of the inode information 600 becomes smaller, the number of

sets of the inode information 600 in the file system management information 500

stored in a volume of the storage apparatus 210 becomes smaller accordingly, which

leads to an increased capacity efficiency. Also if the number of sets of the inode in

formation 600 that can be managed in the file system management information 500 has

an upper limit, the number of sets of the inode information 600 may be made smaller.

[0113] The subfile conversion policy management table 550 of Fig. 8 may be applied to

subfiles. For example, the subfile conversion policy management table 550 may

manage the access frequency. If the access frequency of a subfile is increased to be

larger than a predetermined threshold, the storage head 200 may further convert the

subfile to subfiles for management. Such subfile conversion of the subfile is referred to

as division of the subfile. Dividing a subfile into smaller size subfiles allows

management of updates of areas having high access frequency of the original parent

file in finer granularity. For example, the update management in fine granularity allows

reduction of the total size of subfiles subjected to backup. The subfile division

processing is described later with reference to Fig. 10.

[0114] On the other hand, when the access frequency is decreased to be lower than a prede

termined threshold (which is smaller than the above-mentioned threshold for the

subfile conversion), the storage head 200 may cancel the subfile conversion, to thereby

return the convered files to the original state. The cancellation of the subfile conversion



is referred to as merging of the subfiles.

[01 15] The merging of the subfiles includes, for example, erasing all sets of the extent in

formation 609B of the parent subfile (subfile that has been converted to subfiles),

copying all sets of the extent information 609A of the child subfiles (subfiles created

from the parent subfile) to the parent subfile, and deleting the child subfiles. The

phrase "to delete the child subfiles" means to erase the inode information 600 of the

child subfiles from the file system management information 500.

[0116] Fig. 9 is a flow chart of the subfile conversion processing. If the subfile conversion

program 530 finds a file that satisfy the conditions of the subfile conversion policy

management table 550 or receives a subfile conversion instruction directly from the ad

ministrator, the subfile conversion program 530 starts the subfile conversion

processing with the path, the subfile size, and the maximum subfile count of the file to

be processed (S900).

[01 17] The subfile conversion program 530 searches the file system management in

formation 500 for the inode information 600 of the file to be subjected to the subfile

conversion processing (S910). The subfile conversion program 530 determines ON/

OFF of the subfile conversion flag 606 from the inode information 600 (S920). If a

result of the determination in Step S920 is positive (S920: YES), the subfile conversion

program 530 ends the subfile conversion processing (S970).

[0118] If the result of the determination in Step S920 is negative (S920: NO), the subfile

conversion program 530 creates, based on the extent information 609A of the file to be

subjected to the subfile conversion processing, at least one subfile of the subfile size

received in Step S900. The phrase "to create a subfile" as used herein means to create

inode information 600 of the subfile including the extent information 609A of the

subfile in the file system management information 500 (S930).

[01 19] As an example, an inode number unique in the file system management information

500 is set at the inode number 601. "/mnt/fsl/.subfiles/<inode number 601 of the

parent file>/<offset in the parent file corresponding to the subfile>" is set at the file

path name 602. The subfile size 607 of the parent file is set at the file size 603.

[0120] The current time is set at the time stamp 604. The Access control information 605 of

the parent file is set at the access control information 605. The subfile conversion flag

606 is set OFF. "0" is set at the subfile size 607. "0" is set at the maximum subfile

count 608. The extent information 609A is created and set at the extent information

609. An example to create the extent information 609A will be described later.

[0121] In the above setting example of the inode number 601 of a subfile, the access control

information 605 of the parent file is used for the access control information 605. The

setting is not limited to this example. For example, the storage location of the access

control information 605 of the parent file may be pointed and referenced.



[0122] Alternatively, access control information different from the access control in

formation 605 of the parent file may be set. The reason why the subfile conversion flag

606 is OFF, "0" is set at the subfile size 607 and "0" is set at the maximum subfile

count 608 is that the subfile is not different from a usual file which is not converted to

subfiles. Thus, the subfile conversion program 530 can convert a subfile to subfiles

(division of a subfile).

[0123] The subfile conversion program 530 deletes all sets of the extent information 609A

from the inode information 600 of the file to be subjected to the subfile conversion

processing (S940). The subfile conversion program 530 creates the extent information

609B corresponding to each subfile created in Step S930. Specifically, the subfile

conversion program 530 creates, based on the information of the subfiles, the extent in

formation 609B describing the offset 701, the size 702, and the FS number 704 and the

inode number 705 of the subfile, and records the created extent information 609B in

the inode information 600 of the file to be subjected to the subfile conversion

processing (S950).

[0124] Steps S930 to S950 described above complete the processing of converting the extent

information 609A of the file to be subjected to the subfile conversion processing to the

extent information 609B and creating the subfiles.

[0125] It is assumed that, for example, the file to be subjected to the subfile conversion

processing has four sets of the extent information 609A. The sets of the extent in

formation 609A are expressed as EA0[0 MB, 0.5 MB, 0], EA1[0.5 MB, 1 MB, 2048],

EA2[1.5 MB, 1 MB, 8192], and EA3[2.5 MB, 1.5 MB, 16384] for convenience, re

spectively.

[0126] In the brackets of EA1, the offset 701 of 0.5 MB, the size 702 of 1 MB, and the block

number 703 of 2048 are described from the left. It is also assumed that the subfile size

is 1 MB. In this case, four subfiles are created, and four sets of the extent information

609B respectively corresponding to the subfiles are created in the inode information

600 of the file to be subjected to the subfile conversion.

[0127] The four subfiles are all created in the file system having the same FS number 0 and

are given inode numbers of 1000, 1001, 1002, and 1003, respectively. In this case, the

extent information 609B can be expressed as EB0[0 MB, 1 MB, 0, 1000], EB1[1 MB,

1 MB, 0, 1001], EB2[2 MB, 1 MB, 0, 1002], and EB3[3 MB, 1 MB, 0, 1003]. In the

brackets of EB1, the offset 701 of 1 MB, the size 702 of 1 MB, the FS number 704 of

0, and the inode number 705 of 1001 are described from the left.

[0128] EA4[0 MB, 0.5 MB, 0] and EA5[0.5 MB, 0.5 MB, 2048] are created in the inode in

formation 600 of a subfile having an inode number "1000". EA6[0 MB, 0.5 MB, 3072]

and EA7[0.5 MB, 0.5 MB, 8192] are created in the inode information 600 of a subfile

having an inode number "1001". EA8[0 MB, 0.5 MB, 9216] and EA9[0.5 MB, 0.5



MB, 16384] are created in the inode information 600 of a subfile having an inode

number "1002". EA10[0 MB, 1 MB, 17408] is created in the inode information 600 of

a subfile having an inode number "1003". In this case, it is assumed that the volume is

512 bytes per block.

[0129] The subfile conversion program 530 sets the subfile size and the maximum subfile

count received in Step S900 to the subfile size 607 and the maximum subfile count 608

of the inode information 600 of the file to be subjected to the subfile conversion

processing, respectively, and sets the subfile conversion flag 606 ON (S960). The

subfile conversion program 530 ends the processing (S970). Steps S900 to S970

described above achieve the subfile conversion by merely rewriting the extent in

formation 609 without copying the block itself.

[0130] Fig. 10 is a flow chart of the I/O processing with respect to a file. If an I/O request

with respect to a file is generated from the file sharing program 510 or the block-file II

O conversion program 520, the file I/O program 540 starts file I/O processing with the

path to the I/O target file, the offset of the file, and an I/O size (S1000).

[0131] The file I/O program 540 searches the file system management information 500, with

the path of the I/O target file as a key, for the inode information 600 of the I/O target

file (S1010). The file I/O program 540 determines, from the inode information 600,

whether the subfile conversion flag 606 is ON or OFF (S1020).

[0132] If a result of the determination in Step S1020 is positive (S1020: YES), the file I/O

program 540 searches for the extent information 609B of the I/O target file by the

offset and the size of the I/O target file. If the extent information 609B is not present,

the file I/O program 540 creates a subfile, and the extent information 609B including

the FS number 704 and the inode number 705 with which the subfile is created

(S1030).

[0133] The file I/O program 540 identifies a subfile of the actual I/O target from the offset

of the I/O target, and further subtracts the offset 701 of the extent information 609B

from the offset of the I/O target file to calculate the offset of the identified subfile.

Next, the file I/O program 540 searches for the inode information 600, using the FS

number and the inode number of the subfile stored in the extent information 609B.

Next, the file I/O program 540 retries the I/O processing from Step SI020 with the

inode information 600 of the subfile, the offset of the subfile and the I/O size (S1040).

[0134] In other words, the file I/O program 540 retries the I/O processing by switching from

the I/O target parent file to a subfile. Further, this processing repeats Steps S1020 to

SI040 until a file that has not been converted to subfiles is found, and hence it is

possible to handle a recursive case where the subfile has been further converted to

subfiles.

[0135] If the result of the decision in Step S1020 is negative (S1020: NO), the file I/O



program 540 identifies the extent information 609A from the offset of the I/O target

file to identify the block number 703 as an I/O target (S1050). The file I/O program

540 issues an I/O with respect to the identified block number 703 (S1060). At the time

of issuing the I/O, the time stamp 604 of the I/O target file is updated to the current

time. The file I/O program 540 ends the processing (S1070).

[0136] Fig. 11 illustrates a graphical user interface (GUI) 1100 for managing subfile

conversion policies. The GUI 1100 includes a subfile conversion policy list part 1110,

a new policy input part 1120, an "add" button 1130, a "delete" button 1140, and an

"OK" button 1150.

[0137] The subfile conversion policy list part 1110 displays subfile conversion policies 550

set in the storage head 200. The new policy input part 1120 includes a field 1121 for

inputting the path 801, a field 1122 for inputting the threshold 802, a field 1123 for

inputting the type 803, a field 1124 for inputting the initial subfile size 804, and a field

1125 for inputting the maximum subfile count 805.

[0138] When the administrator presses the "add" button 1130, the management computer

130 instructs the unified storage system 100 to add the values input in the new policy

input part 1120 as a new policy to a subfile conversion policy table 550. It should be

noted that the new policy is added to the lowest row if any row is not specified by the

check box 1111, and if a row is specified by a check box 1111, it is added to the row

immediately below the row specified by the check box 1111.

[0139] When the administrator presses the "delete" button 1140, the management computer

130 instructs the unified storage system 100 to delete the subfile conversion policy in

the row specified by the check boxes 1111 from the subfile conversion policy table

550. When the administrator presses the "OK" button 1150, the management computer

130 completes the setting of the subfile conversion policies and closes the GUI 1100.

[0140] Hereinabove, the embodiment of this invention has been described. However, the

embodiment is merely illustrative of this invention, and is not intended to limit the

scope of this invention to the above-mentioned configuration. This invention may be

implemented in various other modes.
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Claims
[Claim 1] A storage system controller for controlling a storage system storing

data of files, comprising:

a control unit; and

a storage apparatus,

the control unit receiving an access command to a first file, which

specifies a first access position in the first file,

the storage apparatus storing management information of the first file

and management information of each of a plurality of subfiles obtained

by dividing the first file,

the management information of the first file containing information a s

sociating a data position in the first file and management information of

a subfile which contains data at the data position,

the management information of each of the plurality of subfiles

containing information associating a data position in a corresponding

subfile thereof and a physical storage position,

the control unit referencing the management information of the first file

to identify the management information of the subfile which contains

the data at the first access position,

the control unit referencing the management information of the

identified subfile to identify a physical storage position of the first

access position.

[Claim 2] The storage system controller according to claim 1,

wherein the control unit receives an access command to a first subfile

of the plurality of subfiles, and

wherein the control unit references the management information of the

first subfile to control access to the first subfile.

[Claim 3] The storage system controller according to claim 1,

wherein the management information of the first file contains, before

the plurality of subfiles are created, first information associating a data

position in the first file and a physical storage position, and

wherein the control unit changes, in creating the plurality of subfiles

from the first file, the association in the first information to association

between the data position in the first file and management information

of a subfile that contains the data at the data position.

[Claim 4] The storage system controller according to claim 1,

wherein the control unit determines, when the first file satisfies a prede-
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termined condition, to divide the first file, and

wherein the predetermined condition includes a condition on at least

one of a path, a file size, a file type, and an access frequency of the first

file.

The storage system controller according to claim 1,

wherein the management information of the first file contains subfile

conversion information indicating whether or not the plurality of

subfiles of the first file are present, and

wherein the control unit references the subfile conversion information

to determine whether or not the first file has been divided into the

plurality of subfiles.

The storage system controller according to claim 1, wherein the control

unit creates, in a case where information associating a second access

position in the first file specified by an access command and a subfile

that contains data at the second access position is not present in the

management information of the first file, information associating the

second access position and the subfile that contains the data at the

second access position, and management information of the subfile that

contains the data at the second access position.

The storage system controller according to claim 1, wherein the first

file is a subfile of a second file.

The storage system controller according to claim 1,

wherein the control unit monitors an access frequency of each of the

plurality of subfiles, and

wherein the control unit determines, in a case where the access

frequency of a first subfile of the plurality of subfiles exceeds a

threshold, to divide the first subfile into a plurality of subfiles.

The storage system controller according to claim 1, wherein the control

unit reflects the information associating a data position in each of the

plurality of subfiles and a physical storage position in the management

information of each of the plurality of subfiles to the management in

formation of the first file and deleting the management information of

each of the plurality of subfiles to merges the plurality of subfiles into

the first file.

The storage system controller according to claim 1, wherein the control

unit selects an updated subfile of the plurality of subfiles and transmits

the updated subfile to a backup destination of the first file.

The storage system controller according to claim 1, wherein the in-
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formation associating the data position in the first file and the

management information of the subfile which contains data at the data

position is a file name of the subfile.

[Claim 12] A storage system, comprising:

a storage apparatus storing a plurality of files; and

a storage system controller for controlling access to the plurality of

files,

the storage apparatus storing data of a first file,

the storage system controller receiving an access command to the first

file, which specifies a first access position in the first file,

the storage system controller including management information of the

first file and management information of each of a plurality of subfiles

obtained by dividing the first file,

the management information of the first file containing information a s

sociating a data position in the first file and management information of

a subfile that contains data at the data position,

the management information of each of the plurality of subfiles

containing information associating a data position in a corresponding

subfile thereof and a physical storage position,

the storage system controller referencing the management information

of the first file to identify management information of a subfile that

contains the data at the first access position,

the storage system controller referencing the management information

of the identified subfile to identify a physical storage position of the

first access position.

[Claim 13] An access control method for a storage system storing a file that has

been divided into a plurality of subfiles, comprising:

receiving an access command to a first file, which specifies a first

access position in the first file;

referencing management information of the first file, which contains in

formation associating a data position in the first file and management

information of a subfile of the first file that contains data at the data

position, to identify management information of a subfile that contains

data at the first access position; and

referencing the management information of the identified subfile,

which contains information associating a data position in the identified

subfile and a physical storage position, to identify a physical storage

position of the first access position.
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