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Video Data Stream Concept 

Abstract 

5 

Decoder retrieval timing information, ROI information and tile identification information 

are conveyed within a video data stream at a level which allows for an easy access by 

network entities such as MANEs or decoder. In order to reach such a level, information of 

such types are conveyed within a video data stream by way of packets interspersed into 

10 packets of access units of a video data stream. In accordance with an embodiment, the 

interspersed packets are of a removable packet type, i.e. the removal of these interspersed 

packets maintains the decoder's ability to completely recover the video content conveyed 

via the video data stream.  
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Video Data Stream Concept 

Related Applications 

5 This application is a divisional application of Australian application no. 2018236689, itself 

a divisional application of Australian application no. 2016204304, itself a divisional 

application of Australian application no. 2013283173, the disclosures of each of which are 

incorporated herein by reference.  

10 Description 

The present application is concerned with video data stream concepts which are, in 

particular, advantageous in connection with low delay applications.  

15 HEVC [2] allows for different means of High Level Syntax signaling to the application 

layer. Such means are the NAL unit header, Parameter Sets and Supplemental 

Enhancement Information (SEI) Messages. The latter are not used in the decoding process.  

Other means of High Level Syntax signaling originate from respective transport protocol 

specifications such as MPEG2 Transport Protocol [3] or the Realtime Transport Protocol 

20 [4], and its payload specific specifications, for example the recommendations for 

H.264/AVC [5], scalable video coding (SVC) [6] or HEVC [7]. Such transports protocols 

may introduce High Level signaling that employs similar structures and mechanism as the 

High Level signaling of the respective application layer codec spec, e.g. HEVC [2]. One 

example of such signaling is the Payload Content Scalability Information (PACSI) NAL 

25 unit as described in [6] that provides supplementary information for the transport layer.  

For parameter sets, HEVC includes Video Parameter Set (VPS), which compiles most 

important stream information to be used by the application layer at a single and central 

location. In earlier approaches, this information needed to be gathered from multiple 

30 Parameter Sets and NAL unit headers.  

Prior to the present application, the status of the standard with respect to Coded Picture 

Buffer (CPB) operations of Hypothetical Reference Decoder (HRD), and all related syntax 

provided in Sequence Parameter Set (SPS)/ Video Usability Information (VUI), Picture 

35 Timing SEI, Buffering Period SEI as well as the definition of the decoding unit, describing 

a sub-picture and the syntax of the Dependent Slices as present in the slice header as well 

as the Picture Parameter Set (PPS), were as follows.  
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In order to allow for low delay CPB operation on sub-picture level, sub-picture CPB 

operations have been proposed and integrated into the HEVC draft standard 7 JCTVC

11003 [2]. Here especially, the decoding unit has been defined in section 3 of [2] as: 

5 decoding unit: An access unit or a subset of an access unit. If SubPicCpbFlag is equal 

to 0, a decoding unit is an access unit. Otherwise, a decoding unit consists of one or more 

VCL NAL units in an access unit and the associated non-VCL NAL units. For the first VCL 

NAL unit in an access unit, the associated non-VCL NAL units are and the filler data NAL 

units, if any, immediately following the first VCL NAL unit and all non-VCL NAL units in 

10 the access unit that precede the first VCL NAL unit. For a VCL NAL unit that is not the first 

VCL NAL unit in an access unit, the associated non-VCL NAL units are the filler data NAL 

unit, if any, immediately following the VCL NAL unit.  

In the standard defined up to that time, the "Timing of decoding unit removal and decoding 

15 of decoding unit" has been described and added to Annex C "Hypothetical reference 

decoder". In order to signal sub-picture timing, the buffering period SEI message and the 

picture timing SEI message, as well as the HRD parameters in the VUI have been extended 

to support decoding units, as sub-picture units.  

20 Buffering period SEI message syntax of [2] is shown in Fig. 1.  

When NalHrdBpPresentFlag or VclHrdBpPresentFlag are equal to 1, a buffering period 

SEI message can be associated with any access unit in the bitstream, and a buffering period 

SEI message shall be associated with each RAP access unit, and with each access unit 

25 associated with a recovery point SEI message.  

For some applications, the frequent presence of a buffering period SEI message may be 

desirable.  

30 A buffering period was specified as the set of access units between two instances of the 

buffering period SEI message in decoding order.  

The semantics were as follows: 

35 seqparametersetid specifies the sequence parameter set that contains the sequence 

HRD attributes. The value of seqparameter_setid shall be equal to the value of 

seqparametersetid in the picture parameter set referenced by the primary coded picture 
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associated with the buffering period SEI message. The value of seqparameterset-id shall 

be in the range of 0 to 31, inclusive.  

rapcpbparamspresentflag equal to 1 specifies the presence of the 

5 initialaltcpbremovaldelay[ SchedSelldx ] and 

initial-alt cpbremovaldelayoffset[ SchedSelldx ] syntax elements. When not present, 

the value of rapcpbparamspresent flag is inferred to be equal to 0. When the associated 

picture is neither a CRA picture nor a BLA picture, the value of 

rapcpbparamspresent flag shall be equal to 0.  

10 

initialcpbremoval_delay[ SchedSelldx] and 

initial_alt_cpbremovaldelay[ SchedSelldx ] specify the initial CPB removal delays for 

the SchedSelldx-th CPB. The syntax elements have a length in bits given by 

initial cpbremoval_delay_length_minus1 + 1, and are in units of a 90 kHz clock. The 

15 values of the syntax elements shall not be equal to 0 and shall not exceed 

90000* ( CpbSize[ SchedSeldx ]+BitRate[ SchedSeldx ]),the time-equivalent of the 

CPB size in 90 kHz clock units.  

initial cpbremoval_delayoffset[ SchedSelldx] and 

20 initialaltcpbremovaldelayoffset[ SchedSeldx ] are used for the SchedSeldx-th 

CPB to specify the initial delivery time of coded data units to the CPB. The syntax 

elements have a length in bits given by initial cpbremoval_delaylengthminus1 + 1 and 

are in units of a 90 kHz clock. These syntax elements are not used by decoders and may be 

needed only for the delivery scheduler (HSS).  

25 

Over the entire coded video sequence, the sum of 

initial-cpbremoval_delay[ SchedSelldx] and initialcpbremovaldelayoffset[ 

SchedSelldx ] shall be constant for each value of SchedSeldx, and the sum of 

initialaltcpbremovaldelay[ SchedSelldx ] and initialalt cpb_removaldelayoffset[ 

30 SchedSelldx ] shall be constant for each value of SchedSelldx.  

The picture timing SEI message syntax of [2] is shown in Fig. 2.  

The syntax of the picture timing SEI message was dependent on the content of the 

35 sequence parameter set that is active for the coded picture associated with the picture 

timing SEI message. However, unless the picture timing SEI message of an IDR or BLA 

access unit is preceded by a buffering period SEI message within the same access unit, the 

activation of the associated sequence parameter set (and, for IDR or BLA pictures that are 
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not the first picture in the bitstream, the determination that the coded picture is an IDR 

picture or a BLA picture) does not occur until the decoding of the first coded slice NAL 

unit of the coded picture. Since the coded slice NAL unit of the coded picture follows the 

picture timing SEI message in NAL unit order, there may be cases in which it is necessary 

5 for a decoder to store the RBSP containing the picture timing SEI message until 

determining the parameters of the sequence parameter that will be active for the coded 

picture, and then perform the parsing of the picture timing SEI message.  

The presence of picture timing SEI message in the bitstream was specified as follows.  

10 - If CpbDpbDelaysPresentFlag is equal to 1, one picture timing SEI message shall be 

present in every access unit of the coded video sequence.  

- Otherwise (CpbDpbDelaysPresentFlag is equal to 0), no picture timing SEI messages 

shall be present in any access unit of the coded video sequence.  

15 The semantics were defined as follows: 

cpb_removaldelay specifies how many clock ticks to wait after removal from the CPB of 

the access unit associated with the most recent buffering period SEI message in a 

preceding access unit before removing from the buffer the access unit data associated with 

20 the picture timing SEI message. This value is also used to calculate an earliest possible 

time of arrival of access unit data into the CPB for the HSS. The syntax element is a fixed 

length code whose length in bits is given by cpbremoval_delaylengthminus1 + 1. The 

cpb_removaldelayistheremainderofamo ulp bremovaldelay lengthminusl + 1) counter.  

25 The value of cpbremoval_delaylength minus that determines the length (in bits) of the 

syntax element cpb removaldelay is the value of cpb_removal_delaylength_minus1 

coded in the sequence parameter set that is active for the primary coded picture associated 

with the picture timing SEI message, although cpb_removaldelay specifies a number of 

clock ticks relative to the removal time of the preceding access unit containing a buffering 

30 period SEI message, which may be an access unit of a different coded video sequence.  

dpboutputdelay is used to compute the DPB output time of the picture. It specifies how 

many clock ticks to wait after removal of the last decoding unit in an access unit from the 

CPB before the decoded picture is output from the DPB.  

35 

A picture is not removed from the DPB at its output time when it is still marked as "used 

for short-term reference" or "used for long-term reference".  
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Only one dpboutput delay is specified for a decoded picture.  

The length of the syntax element dpboutput delay is given in bits by 

dpboutput delaylength minus + 1. When 

5 sps_max_decpic buffering[ maxtemporallayersminus1] is equal to 0, 

dpboutput delay shall be equal to 0.  

The output time derived from the dpboutput delay of any picture that is output from an 

output timing conforming decoder shall precede the output time derived from the 

10 dpboutput delay of all pictures in any subsequent coded video sequence in decoding 

order.  

The picture output order established by the values of this syntax element shall be the same 

order as established by the values of PicOrderCntVal.  

15 

For pictures that are not output by the "bumping" process because they precede, in 

decoding order, an IDR or BLA picture with nooutput ofjpriorpicsflag equal to 1 or 

inferred to be equal to 1, the output times derived from dpboutput delay shall be 

increasing with increasing value of PicOrderCntVal relative to all pictures within the same 

20 coded video sequence.  

numdecodingunitsminus1 plus 1 specifies the number of decoding units in the access 

unit the picture timing SEI message is associated with. The value of 

numdecoding units minus shall be in the range of 0 to 

25 PicWidthInCtbs * PicHeightInCtbs - 1, inclusive.  

numnalus-in-du-minusl[ i ] plus 1 specifies the number of NAL units in the i-th 

decoding unit of the access unit the picture timing SEI message is associated with. The 

value of numnalusindu minus[ i ] shall be in the range of 0 to 

30 PicWidthInCtbs * PicHeightInCtbs - 1, inclusive.  

The first decoding unit of the access unit consists of the first 

numnalusinduminus1[ 0 ] + 1 consecutive NAL units in decoding order in the access 

unit. The i-th (with i greater than 0) decoding unit of the access unit consists of the 

35 numnalusinduminus1[ i ]+ 1 consecutive NAL units immediately following the last 

NAL unit in the previous decoding unit of the access unit, in decoding order. There shall 

be at least one VCL NAL unit in each decoding unit. All non-VCL NAL units associated 

with a VCL NAL unit shall be included in the same decoding unit.  
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ducpb removaldelay[ i ] specifies how many sub-picture clock ticks to wait after 

removal from the CPB of the first decoding unit in the access unit associated with the most 

recent buffering period SEI message in a preceding access unit before removing from the 

5 CPB the i-th decoding unit in the access unit associated with the picture timing SEI 

message. This value is also used to calculate an earliest possible time of arrival of decoding 

unit data into the CPB for the HSS. The syntax element is a fixed length code whose length 

in bits is given by cpb_removaldelaylength minus + 1. The du cpb_removal_delay[ i] 

is the remainder of a modulo 2(bremovaldelay lengthminus + 1) counter.  

10 

The value of cpbremoval_delaylength minus that determines the length (in bits) of the 

syntax element ducpbremovaldelay[ i ] is the value of 

cpb_removaldelaylength minus coded in the sequence parameter set that is active for 

the coded picture associated with the picture timing SEI message, although 

15 du cpb-removaldelay[ i ] specifies a number of sub-picture clock ticks relative to the 

removal time of the first decoding unit in the preceding access unit containing a buffering 

period SEI message, which may be an access unit of a different coded video sequence.  

Some information was contained in the VUI syntax of [2]. The VUI parameters syntax of 

20 [2] is shown in Fig. 3. The HRD parameters syntax of [2] is shown in Fig. 4. The semantics 

were defined as follows: 

subpiccpbparamspresentflag equal to 1 specifies that sub-picture level CPB 

removal delay parameters are present and the CPB may operate at access unit level or sub

25 picture level. subpiccpbparamspresent flag equal to 0 specifies that sub-picture level 

CPB removal delay parameters are not present and the CPB operates at access unit level.  

When subpiccpbparamspresent flag is not present, its value is inferred to be equal 

to 0.  

30 numunitsinsubtick is the number of time units of a clock operating at the frequency 

timescale Hz that corresponds to one increment (called a sub-picture clock tick) of a sub

picture clock tick counter. numunitsin sub-tick shall be greater than 0. A sub-picture 

clock tick is the minimum interval of time that can be represented in the coded data when 

subpiccpbparamspresentflag is equal to 1.  

35 

tilesfixedstructureflag equal to 1 indicates that each picture parameter set that is 

active in the coded video sequence has the same value of the syntax elements 

numtilecolumnsminus1, num-tilerowsminus1, uniform spacingflag, 
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columnwidth[ i ], rowheight[ i ] and loopfilteracrosstilesenabled flag, when 

present. tilesfixedstructure_flag equal to 0 indicates that tiles syntax elements in 

different picture parameter sets may or may not have the same value. When the 

tilesfixedstructureflag syntax element is not present, it is inferred to be equal to 0.  

5 
The signaling of tiles fixedstructureflag equal to 1 is a guarantee to a decoder that each 

picture in the coded video sequence has the same number of tiles distributed in the same 

way which might be useful for workload allocation in the case of multi-threaded decoding.  

10 Filler data of [2] was signaled using filter data RBSP syntax shown in Fig. 5.  

The hypothetical reference decoder of [2] used to check bitstream and decoder 

conformance was defined as follows: 

15 Two types of bitstreams are subject to HRD conformance checking for this 

Recommendation | International Standard. The first such type of bitstream, called Type I 

bitstream, is a NAL unit stream containing only the VCL NAL units and filler data NAL 

units for all access units in the bitstream. The second type of bitstream, called a Type II 

bitstream, contains, in addition to the VCL NAL units and filler data NAL units for all 

20 access units in the bitstream, at least one of the following: 

- additional non-VCL NAL units other than filler data NAL units, 
- all leadingzero_8bits, zerobyte, startcodeprefix_one_3bytes, and 

trailingzero_8bits syntax elements that form a byte stream from the NAL unit stream.  

25 

Fig. 6 shows the types of bitstream conformance points checked by the HRD of [2].  

Two types of HRD parameter sets (NAL HRD parameters and VCL HRD parameters) are 

used. The HRD parameter sets are signaled through video usability information, which is 

30 part of the sequence parameter set syntax structure.  

All sequence parameter sets and picture parameter sets referred to in the VCL NAL units, 
and corresponding buffering period and picture timing SEI messages shall be conveyed to 

the HRD, in a timely manner, either in the bitstream, or by other means.  

35 

The specification for "presence" of non-VCL NAL units is also satisfied when those NAL 

units (or just some of them) are conveyed to decoders (or to the HRD) by other means not 
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specified by this Recommendation | International Standard. For the purpose of counting 

bits, only the appropriate bits that are actually present in the bitstream are counted.  

As an example, synchronization of a non-VCL NAL unit, conveyed by means other than 

5 presence in the bitstream, with the NAL units that are present in the bitstream, can be 

achieved by indicating two points in the bitstream, between which the non-VCL NAL unit 

would have been present in the bitstream, had the encoder decided to convey it in the 

bitstream.  

10 When the content of a non-VCL NAL unit is conveyed for the application by some means 

other than presence within the bitstream, the representation of the content of the non-VCL 

NAL unit is not required to use the same syntax specified in this annex.  

Note that when HRD information is contained within the bitstream, it is possible to verify 

15 the conformance of a bitstream to the requirements of this subclause based solely on 

information contained in the bitstream. When the HRD information is not present in the 

bitstream, as is the case for all "stand-alone" Type I bitstreams, conformance can only be 

verified when the HRD data is supplied by some other means not specified in this 

Recommendation | International Standard.  

20 

The HRD contains a coded picture buffer (CPB), an instantaneous decoding process, a 

decoded picture buffer (DPB), and output cropping as shown in Fig. 7.  

The CPB size (number of bits) is CpbSize[ SchedSelldx ]. The DPB size (number of 

25 picture storage buffers) for temporal layer X is sps_max_decjpic buffering[ X ] for each 

X in the range of 0 to spsmaxtemporallayersminus1, inclusive.  

The variable SubPicCpbPreferredFlag is either specified by external means, or when not 

specified by external means, set to 0.  

30 

The variable SubPicCpbFlag is derived as follows: 

SubPicCpbFlag = SubPicCpbPreferredFlag && subpiccpbparamspresent flag 

35 If SubPicCpbFlag is equal to 0, the CPB operates at access unit level and each decoding 

unit is an access unit. Otherwise the CPB operates at sub-picture level and each decoding 

unit is a subset of an access unit.  
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The HRD operates as follows. Data associated with decoding units that flow into the CPB 

according to a specified arrival schedule are delivered by the HSS. The data associated 

with each decoding unit are removed and decoded instantaneously by the instantaneous 

decoding process at CPB removal times. Each decoded picture is placed in the DPB. A 

5 decoded picture is removed from the DPB at the later of the DPB output time or the time 

that it becomes no longer needed for inter-prediction reference.  

The HRD is initialized as specified by the buffering period SEI. The removal timing of 

decoding units from the CPB and output timing of decoded pictures from the DPB are 

10 specified in the picture timing SEI message. All timing information relating to a specific 

decoding unit shall arrive prior to the CPB removal time of the decoding unit.  

The HRD is used to check conformance of bitstreams and decoders.  

15 While conformance is guaranteed under the assumption that all frame-rates and clocks 

used to generate the bitstream match exactly the values signaled in the bitstream, in a real 

system each of these may vary from the signaled or specified value.  

All the arithmetic is done with real values, so that no rounding errors can propagate. For 

20 example, the number of bits in a CPB just prior to or after removal of a decoding unit is not 

necessarily an integer.  

The variable tc is derived as follows and is called a clock tick: 

25 tc = num-units-in-tick + time-scale 

The variable t sub is derived as follows and is called a sub-picture clock tick: 

tc sub = num-units-in-sub-tick + time-scale 

30 

The following is specified for expressing the constraints: 

- Let access unit n be the n-th access unit in decoding order with the first access unit 

being access unit 0.  

35 - Let picture n be the coded picture or the decoded picture of access unit n.  

- Let decoding unit m be the m-th decoding unit in decoding order with the first 

decoding unit being decoding unit 0.  
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In [2], the slice header syntax allowed for so-called dependent slices.  

Fig. 8 shows the slice header syntax of [2].  

5 Slice header semantics were defined as follows: 

dependent slice flag equal to 1 specifies that the value of each slice header syntax 

element not present is inferred to be equal to the value of corresponding slice header 

syntax element in the preceding slice containing the coding tree block for which the coding 

10 tree block address is SliceCtbAddrRS - 1. When not present, the value of 

dependent slice flag is inferred to be equal to 0. The value of dependentsliceflag shall 

be equal to 0 when SliceCtbAddrRS equal to 0.  

sliceaddress specifies the address in slice granularity resolution in which the slice starts.  

15 The length of the sliceaddress syntax element is ( Ceil( Log2( PicWidthInCtbs * 

PicHeightInCtbs ) ) + SliceGranularity ) bits.  

The variable SliceCtbAddrRS, specifying the coding tree block in which the slice starts in 

coding tree block raster scan order, is derived as follows.  

20 

SliceCtbAddrRS= (sliceaddress >> SliceGranularity) 

The variable SliceCbAddrZS, specifying the address of first coding block in the slice in 

minimum coding block granularity in z-scan order, is derived as follows.  

25 

SliceCbAddrZS = slice address 

« ( (log2diffmax_mincodingblocksize - SliceGranularity ) «1) 

The slice decoding starts with the largest coding unit possible at the slice starting 

30 coordinate.  

first-sliceinpicflag indicates whether the slice is the first slice of the picture. If 

firstslice_inpicflag is equal to 1, the variables SliceCbAddrZS and SliceCtbAddrRS are 

both set to 0 and the decoding starts with the first coding tree block in the picture.  

35 

picparametersetid specifies the picture parameter set in use. The value of 

picparametersetid shall be in the range of 0 to 255, inclusive.  
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num-entrypoint-offsets specifies the number of entrypoint offset[ i ] syntax elements 

in the slice header. When tilesorentropycodingsyncidc is equal to 1, the value of 

num-entrypointoffsets shall be in the range of 0 to 

( numtilecolumnsminus1 + 1 ) * ( numtilerowsminus1 + 1 ) - 1, inclusive. When 

5 tilesorentropycodingsyncidc is equal to 2, the value of num entrypoint offsets shall 

be in the range of 0 to PicHeightInCtbs - 1, inclusive. When not present, the value of 

num-entrypointoffsets is inferred to be equal to 0.  

offsetlen_minus1 plus 1 specifies the length, in bits, of the entrypoint offset[ i ] syntax 

10 elements.  

entrypoint-offset[ i ] specifies the i-th entry point offset, in bytes and shall be 

represented by offset lenminus1 plus 1 bits. The coded slice data after the slice header 

consists of num entrypoint offsets + 1 subsets, with subset index values ranging from 0 

15 to numentrypointoffsets, inclusive. Subset 0 consists of bytes 0 to 

entrypoint offset[ 0 ] - 1, inclusive, of the coded slice data, subset k, with k in the range 

of 1 to num entrypointoffsets - 1, inclusive, consists of bytes entry-pointoffset[ k - 1 ] 

to entrypoint offset[ k ]+ entrypoint offset[ k - 1 ] - 1, inclusive, of the coded slice 

data, and the last subset (with subset index equal to num entry-point offsets) consists of 

20 the remaining bytes of the coded slice data.  

When tilesor entropycoding_syncidc is equal to 1 and numentrypoint offsets is 

greater than 0, each subset shall contain all coded bits of exactly one tile, and the number 

of subsets (i.e., the value of num entrypointoffsets + 1) shall be equal to or less than the 

25 number of tiles in the slice.  

When tilesor entropycoding_syncidc is equal to 1, each slice must include either a 

subset of one tile (in which case signaling of entry points is unnecessary) or an integer 

number of complete tiles.  

30 When tilesor entropycoding_sync_idc is equal to2 and numentrypoint-offsets is 

greater than 0, each subset k with k in the range of 0 to num entrypoint offsets - 1, 

inclusive, shall contain all coded bits of exactly one row of coding tree blocks, the last 

subset (with subset index equal to numentrypoint offsets) shall contain all coded bits of 

the remaining coding blocks included in the slice, wherein the remaining coding blocks 

35 consist of either exactly one row of coding tree blocks or a subset of one row of coding tree 

blocks, and the number of subsets (i.e., the value of numentry-point offsets + 1) shall be 

equal to the number of rows of coding tree blocks in the slice, wherein a subset of one row 

of coding tree blocks in the slice is also counted.  
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When tiles or entropycodingsyncidc is equal to 2, a slice may include a number of 

rows of coding tree blocks and a subset of a row of coding tree blocks. For example, if a 

slice include two and a half rows of coding tree blocks, the number of subsets (i.e., the 

5 value of num entrypointoffsets + 1) shall be equal to 3.  

Fig. 9 shows the picture parameter set RBSP syntax of [2], the picture parameter set RBSP 

semantics of [2] being defined as: 

10 dependent sliceenabledflag equal to 1 specifies the presence of the syntax element 

dependent-slice-flag in the slice header for coded pictures referring to the picture 

parameter set. dependentsliceenabledflag equal to 0 specifies the absence of the syntax 

element dependentslice flag in the slice header for coded pictures referring to the picture 

parameter set. When tilesor-entropycodingsyncidc is equal to 3, the value of 

15 dependent-sliceenabled flag shall be equal to 1.  

tilesor_entropycodingsyncidc equal to 0 specifies that there shall be only one tile in 

each picture referring to the picture parameter set, there shall be no specific 

synchronization process for context variables invoked before decoding the first coding tree 

20 block of a row of coding tree blocks in each picture referring to the picture parameter set, 

and the values of cabacindependentflag and dependent slice flag for coded pictures 

referring to the picture parameter set shall not be both equal to 1.  

When cabacindependent flag and depedentsliceflag are both equal to 1 for a slice, the 

25 slice is an entropy slice.] 

tilesorentropycodingsyncidc equal to 1 specifies that there may be more than one tile 

in each picture referring to the picture parameter set, there shall be no specific 

synchronization process for context variables invoked before decoding the first coding tree 

30 block of a row of coding tree blocks in each picture referring to the picture parameter set, 

and the values of cabacindependentflag and dependent slice flag for coded pictures 

referring to the picture parameter set shall not be both equal to 1.  

tilesorentropycodingsyncidc equal to 2 specifies that there shall be only one tile in 

35 each picture referring to the picture parameter set, a specific synchronization process for 

context variables shall be invoked before decoding the first coding tree block of a row of 

coding tree blocks in each picture referring to the picture parameter set and a specific 

memorization process for context variables shall be invoked after decoding two coding tree 
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blocks of a row of coding tree blocks in each picture referring to the picture parameter set, 

and the values of cabacindependentflag and dependent slice flag for coded pictures 

referring to the picture parameter set shall not be both equal to 1.  

5 tilesorentropycodingsync_idc equal to 3 specifies that there shall be only one tile in 

each picture referring to the picture parameter set, there shall be no specific 

synchronization process for context variables invoked before decoding the first coding tree 

block of a row of coding tree blocks in each picture referring to the picture parameter set, 

and the values of cabacindependentflag and dependent slice-flag for coded pictures 

10 referring to the picture parameter set may both be equal to 1.  

When dependentsliceenabled-flag shall be equal to 0, tiles_or entropycodingsyncidc 

shall not be equal to 3.  

15 It's a requirement of bitstream conformance that the value of 

tilesorentropycodingsyncidc shall be the same for all picture parameter sets that are 

activated within a coded video sequence.  

For each slice referring to the picture parameter set, when 

20 tilesorentropycodingsyncidc is equal to 2 and the first coding block in the slice is not 

the first coding block in the first coding tree block of a row of coding tree blocks, the last 

coding block in the slice shall belong to the same row of coding tree blocks as the first 

coding block in the slice.  

25 numtilecolumnsminus1 plus 1 specifies the number of tile columns partitioning the 

picture.  

num-tile-rows-minus1 plus 1 specifies the number of tile rows partitioning the picture.  

When numtilecolumnsminus1 is equal to 0, numtilerowsminus1 shall not be equal 

30 to 0.  

uniformspacingflag equal to 1 specifies that column boundaries and likewise row 

boundaries are distributed uniformly across the picture. uniform spacingflag equal to 0 

specifies that column boundaries and likewise row boundaries are not distributed 

35 uniformly across the picture but signaled explicitly using the syntax elements 

columnwidth[ i ] and rowheight[ i ].  

column-width[ i ] specifies the width of the i-th tile column in units of coding tree blocks.  
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row-height[ i ] specifies the height of the i-th tile row in units of coding tree blocks.  

The vector colWidth[ i ] specifies the width of the i-th tile column in units of CTBs with 

5 the column i ranging from 0 to numtilecolumnsminusI, inclusive.  

The vector CtbAddrRStoTS[ ctbAddrRS ] specifies the conversation from a CTB address 

in raster scan order to a CTB address in tile scan order with the index ctbAddrRS ranging 

from 0 to (picHeightInCtbs * picWidthInCtbs) - 1, inclusive.  

10 The vector CtbAddrTStoRS[ ctbAddrTS ] specifies the conversation from a CTB address 

in tile scan order to a CTB address in raster scan order with the index ctbAddrTS ranging 

from 0 to (picHeightInCtbs * picWidthInCtbs) - 1, inclusive.  

The vector TileId[ ctbAddrTS ] specifies the conversation from a CTB address in tile scan 

15 order to a tile id with ctbAddrTS ranging from 0 to 

(picHeightInCtbs * picWidthInCtbs) - 1, inclusive.  

The values of colWidth, CtbAddrRStoTS, CtbAddrTStoRS and TileId are derived by 

invoking the CTB raster and tile scanning conversation process as specified in 

20 subclause 6.5.1 with PicHeightInCtbs and PicWidthInCtbs as inputs and the output is 

assigned to colWidth, CtbAddrRStoTS and TileId.  

The values of ColumnWidthInLumaSamples[ i ], specifying the width of the i-th tile 

column in units of luma samples, are set equal to colWidth[ i ] « Log2CtbSize.  

25 

The array MinCbAddrZS[ x ][y ], specifying the conversation from a location ( x, y ) in 

units of minimum CBs to a minimum CB address in z-scan order with x ranging from 0 to 

picWidthInMinCbs - 1, inclusive, and y ranging from 0 to picHeightInMinCbs - 1, 

inclusive, is derived by invoking the Z scanning order array initialization process as 

30 specified in subclause 6.5.2 with Log2MinCbSize, Log2CtbSize, PicHeightInCtbs, 

PicWidthInCtbs, and the vector CtbAddrRStoTS as inputs and the output is assigned to 

MinCbAddrZS.  

loopfilter acrosstilesenabledflag equal to 1 specifies that in-loop filtering operations 

35 are performed across tile boundaries. loopfilteracrosstilesenabled flag equal to 0 

specifies that in-loop filtering operations are not performed across tile boundaries. The in

loop filtering operations include the deblocking filter, sample adaptive offset, and adaptive 
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loop filter operations. When not present, the value of loopfilter across-tiles-enabled flag 

is inferred to be equal to 1.  

cabacindependentflag equal to 1 specifies that CABAC decoding of coding blocks in a 

5 slice is independent from any state of the previously decoded slice.  

cabac-independentflag equal to 0 specifies that CABAC decoding of coding blocks in a 

slice is dependent from the states of the previously decoded slice. When not present, the 

value of cabac-independentflag is inferred to be equal to 0.  

10 A derivation process for the availability of a coding block with a minimum coding block 

address was described as follows: 

Inputs to this process are 

15 - a minimum coding block address minCbAddrZS in z-scan order 

- the current minimum coding block address currMinCBAddrZS in z-scan order 

Output of this process is the availability of the coding block with minimum coding block 

address cbAddrZS in z-scan order cbAvailable.  

20 

Note, that the meaning of availability is determined when this process is invoked.  

Note, that any coding block, regardless of its size, is associated with a minimum coding 

block address, which is the address of the coding block with the minimum coding block 

25 size in z-scan order.  

- If one or more of the following conditions are true, cbAvailable is set to FALSE.  

- minCbAddrZS is less than 0 

- minCbAddrZS is greater than currMinCBAddrZS 

30 - the coding block with minimum coding block address minCbAddrZS belongs to a 

different slice than the coding block with the current minimum coding block 

address currMinCBAddrZS and the dependentsliceflag of the slice containing the 

coding block with the current minimum coding block address currMinCBAddrZS is 

equal to 0.  

35 - the coding block with minimum coding block address minCbAddrZS is contained 

in a different tile than the coding block with the current minimum coding block 

address currMinCBAddrZS.  

- Otherwise, cbAvailable is set to TRUE.  
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The CABAC parsing process for slice data of [2] was as follows: 

This process is invoked when parsing syntax elements with descriptor ae(v).  

5 

Inputs to this process are a request for a value of a syntax element and values of prior 

parsed syntax elements.  

Output of this process is the value of the syntax element.  

10 

When starting the parsing of the slice data of a slice, the initialization process of the 

CABAC parsing process is invoked.  

The minimum coding block address of the coding tree block containing the spatial 

15 neighbor block T (Fig. 1Oa), ctbMinCbAddrT, is derived using the location ( x, yO ) of the 

top-left luma sample of the current coding tree block as follows.  

x = x0 + 2 « Log2CtbSize - 1 

y = yO - 1 

20 ctbMinCbAddrT = MinCbAddrZS[ x >> Log2MinCbSize ][ y >> Log2MinCbSize] 

The variable availableFlagT is obtained by invoking the coding block availability 

derivation process with ctbMinCbAddrT as input.  

25 When starting the parsing of a coding tree, the following ordered steps apply.  

1. The arithmetic decoding engine is initialized as follows.  

- If CtbAddrRS is equal to sliceaddress, dependent sliceflag is equal to 1 and 

30 entropycodingreset flag is equal to 0, the following applies.  

- The synchronization process of the CABAC parsing process is invoked with 

TableStateldxDS and TableMPSValDS as input.  

- The decoding process for binary decisions before termination is invoked, followed 

by the initialization process for the arithmetic decoding.  

35 - Otherwise if tiles or entropycodingsyncidc is equal to 2, and 

CtbAddrRS % PicWidthInCtbs is equal to 0, the following applies.  
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- When availableFlagT is equal to 1, the synchronization process of the CABAC 

parsing process is invoked with TableStatedxWPP and TableMPSValWPP as 

input.  

- The decoding process for binary decisions before termination is invoked, followed 

5 by the initialization process for the arithmetic decoding engine.  

2. When cabac independent flag is equal to 0 and dependent sliceflag is equal to 1, or 

when tilesorentropycodingsyncidc is equal to 2, the memorization process is 

applied as follows.  

10 - When tiles_or entropycodingsyncidc is equal to 2 and 

CtbAddrRS % PicWidthInCtbs is equal to 2, the memorization process of the CABAC 

parsing process is invoked with TableStateldxWPP and TableMPSValWPP as output.  

- When cabacindependent flag is equal to 0, dependent-slice-flag is equal to 1, and 

endofslice flag is equal to 1, the memorization process of the CABAC parsing 

15 process is invoked with TableStateldxDS and TableMPSValDS as output.  

The parsing of syntax elements proceeds as follows: 

For each requested value of a syntax element a binarization is derived.  

20 

The binarization for the syntax element and the sequence of parsed bins determines the 

decoding process flow.  

For each bin of the binarization of the syntax element, which is indexed by the variable 

25 binldx, a context index ctxIdx is derived.  

For each ctxIdx the arithmetic decoding process is invoked.  

The resulting sequence (bo..binix) of parsed bins is compared to the set of bin strings given 

30 by the binarization process after decoding of each bin. When the sequence matches a bin 

string in the given set, the corresponding value is assigned to the syntax element.  

In case the request for a value of a syntax element is processed for the syntax element pcm

flag and the decoded value of pcm flag is equal to 1, the decoding engine is initialized 

35 after the decoding of any pcm alignmentzerobit, num-subsequentjpcm, and all 

pcm sample_luma and pcm sample-chroma data.  

In the design framework described so far the following problem occurred.  
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The timing of the decoding units need to be known before coding and sending the data in a 

low delay scenario, where NAL units will already be sent out by the encoder, while the 

encoder is still coding parts of the picture, i.e. other sub-picture decoding units. This is, 
5 because the NAL unit order in an access unit only allows SEI messages to precede the 

VCL (Video Coding NAL units) in an access unit, but in such a low delay scenario, the 

non-VCL NAL units need to be already on the wire, i.e. sent out, if the encoder starts 

encoding the decoding units. Fig. 10b illustrates the structure of an access unit as defined 

in [2]. [2] did not yet specify end of sequence or stream, so their presence in the access unit 

10 was tentative.  

Furthermore, the number of NAL units associated with a sub-picture also needs to be 

known beforehand in a low delay scenario, as the picture timing SEI message contains this 

information and has to be compiled and send out before the encoder starts to encode the 

15 actual picture. An application designer reluctant to insert filler data NAL units, with 

potentially no filler data to comply with the NAL unit number, as signaled per decoding 

unit in the picture timing SEI, needs means to signal this information on a sub-picture 

level. The same holds for sub-picture timing, which is currently fixed at the being of an 

access unit by the parameters given in the timing SEI message.  

20 

Further shortcomings of the draft specification [2] include numerous signaling of sub

picture level, which is required for specific applications, such as ROI signaling or tile 

dimensions signaling.  

25 The above outlined problems are not specific to the HEVC standard . Rather, this problem 

also occurs in connection with other video codecs as well. Fig. 11 shows, more generally, a 

video transmission scenery where a pair encoder 10 and decoder 12 are connected via a 

network 14 in order to transmit a video 16 from encoder 10 to decoder 12 at short end-to

end delay. The problem already outlined above is the following. The encoder 10 encodes 

30 the sequence of frames 18 of the video 16 in accordance with a certain decoding order 

which substantially, but not necessarily, follows the reproduction order 20 of frames 18, 
and within each frame 18 travels through the frame area of frames 18 in some defined 

manner, such as for example in a raster scan manner with or without tile-sectioning of 

frames 18. The decoding order controls the availability of information for coding 

35 techniques used by encoder 10 such as, for example, prediction and/or entropy coding, i.e.  

the availability of information relating to spatially and/or temporally neighboring portions 

of video 16 available to serve as a basis for prediction or context selection. Even though 

encoder 10 might be able to use parallel processing in order to encode the frames 18 of 
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video 16, encoder 10 necessarily needs some time to encode a certain frame 18, such as the 

current frame. Fig. 11, for example, illustrates a time instant where encoder 10 has already 

finished encoding portion 18a of a current frame 18, while another portion 18b of current 

frame 18 has not yet been encoded. As encoder 10 has not yet encoded portion 18b, 
5 encoder 10 may not forecast how the available bitrate for encoding current frame 18 should 

be distributed spatially over current frame 18 to achieve an optimum in terms of, for 

example, rate/distortion sense. Accordingly, encoder 10 merely has two choices: either 

encoder 10 estimates a nearly-optimum distribution of the available bitrate for current 

frame 18 onto the slices into which current frame 18 is spatially subdivided in advance, 
10 accordingly accepting that the estimation may be wrong, or encoder 10 finalizes encoding 

current frame 18 prior to transmitting the packets containing the slices from encoder 10 to 

decoder 12. In any case, in order to be able to take advantage of any transmission of slice 

packets of current coded frame 18 prior to the finalization of its encoding, network 14 

should be informed of the bitrates associated with each such slice packet in the form of 

15 coded picture buffer retrieval times. However, as indicated above, although encoder 10 is, 
in accordance with the current version of HEVC, able to vary the bitrate distributed over 

frames 18 by use of defining decoder buffer retrieval times for sub-picture areas 

individually, encoder 10 needs to transmit or send out such information via network 14 to 

decoder 12 at the beginning of each access unit collecting all data relating to current frame 

20 18, thereby urging encoder 10 to choose among the just outlined two alternatives, one 

leading to lower delay but worse rate/distortion, the other leading to optimum 

rate/distortion, however at increased end-to-end delay.  

Thus, so far there is no video codec enabling the achievement of such a low delay that the 

25 encoder would be enabled to start transmitting packets relating to portions 18a of the 

current frame prior to encoding a remaining portion 18b of the current frame, the decoder 

being able to exploit this intermediate transmission of packets relating to preliminary 

portions 18a by way of the network 16, which obeys the decoding buffer retrieval timing 

conveyed within the video data stream sent from encoder 12 to decoder 14. Applications 

30 which would, for example, take advantage of such low delay exemplarily encompass 

industrial applications such as, for example, work piece or fabrication surveillance for 

automation or inspection purposes or the like. Until now, there is also no satisfactory 

solution for informing the decoding side on the packets' association to tiles into which a 

current frame is structured, and interesting regions (region of interest) of a current frame so 

35 that intermediate network entities within network 16 are enabled to gather such 

information from the data stream without having to deeply inspect the inside of the 

packets, i.e. the slices syntax.  
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Accordingly, it is the object of the present invention to provide a video data stream coding 

concept which is more efficient in allowing for low end-to-end delay and/or renders the 

identification of portions of the data stream to a region of interest or to certain tiles more 

easy.  

5 

This object is achieved by the subject matter of the enclosed independent claims.  

One idea on which the present application is based, is that decoder retrieval timing 

information, ROI information and tile identification information should be conveyed 

10 within a video data stream at a level which allows for an easy access by network entities 

such as MANEs or decoders and that, in order to reach such a level, information of such 

types should be conveyed within a video data stream by way of packets interspersed into 

packets of access units of a video data stream. In accordance with an embodiment, the 

interspersed packets are of a removable packet type, i.e. the removal of these interspersed 

15 packets maintains the decoder's ability to completely recover the video content conveyed 

via the video data stream.  

In accordance with an aspect of the present application, the achievement of low end-to-end 

delay is rendered more effective by using the interspersed packets in order to convey 

20 information on decoder buffer retrieval times for decoding units formed by payload 

packets which follow the respective timing control packet in the video data stream within 

the current access unit. By this measure, the encoder is enabled to determine the decoder 

buffer retrieval times on the fly during encoding a current frame, thereby being able to, 

while encoding a current frame, continuously determine the bitrate actually spent for the 

25 portion of the current frame having already been encoded into payload packets and 

transmitted, or sent out, prefixed with timing control packets, on the one hand, and 

accordingly adapt the distribution of the remaining bitrate available for the current frame 

over the remaining portion of the current frame not yet having been encoded. By this 

measure, the bitrate available is effectively exploited and the delay is nevertheless kept 

30 shorter as the encoder does not need to wait to finish encoding the current frame 

completely.  

In accordance with a further aspect of the present application, packets interspersed into a 

payload packet of an access unit are exploited to convey information on a region of 

35 interest, thereby enabling as outlined above an easy access of this information by network 

entities as they do not have to inspect the intermediate payload packets. Further, the 

encoder is still free to determine the packets belonging to the ROI during encoding a 

current frame on the fly without having to determine the current frame's subdivision into 
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sub-portions and respective payload packets in advance. Moreover, in accordance with the 

embodiment according to which the interspersed packets are of a removable packet type, 

the ROI information may be disregarded by recipients of the video data stream not 

interested in the ROI information, or not able to process same.  

5 

Similar thoughts are exploited in the present application in accordance with another aspect 

according to which the interspersed packets convey information on which tile certain 

packets within an access unit belong to.  

10 Advantageous implementations of the present invention are the subject of the dependent 

claims. Preferred embodiments of the present application are described in more detail 

below with respect to the figures, among which: 

Figs. 1 to 10b show a current status of the HEVC with Fig. 1 showing a buffering period 

15 SEI message syntax, Fig. 2 showing a picture timing SEI message syntax, 

Fig. 3 showing a VUI parameter syntax, Fig. 4 showing an HRD parameter 

syntax, Fig. 5 showing filler data RBSP syntax, Fig. 6 showing a structure 

of byte streams and NAL unit streams for HRD conformance checks, Fig. 7 

showing an HRD buffer model, Fig. 8 showing a slice header syntax, Fig. 9 

20 showing a picture parameter set RBSP syntax, Fig. 10a showing a schematic 

illustrating a spatially neighboring code tree block T possibly used to invoke 

the coding tree block availability derivation process relative to the current 

coding tree block and Fig. 10b showing a definition of a structure of an 

access unit; 

25 

Fig. 11 schematically shows a pair of encoder and decoder connected via a network 

for illustrating problems occurring in video data stream transmission; 

Fig. 12 shows a schematic block diagram of an encoder in accordance with an 

30 embodiment using timing control packets; 

Fig. 13 shows a flow diagram illustrating a mode of operation of the encoder of Fig.  

12 in accordance with an embodiment; 

35 Fig. 14 shows a block diagram of an embodiment of a decoder so as to explain its 

functionality in connection with a video data stream generated by an 

encoder according to Fig. 12; 
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Fig. 15 shows a schematic block diagram illustrating an encoder, network entity and 

video data stream in accordance with a further embodiment using ROI 

packets; 

5 Fig. 16 shows a schematic block diagram illustrating an encoder, network entity and 

video data stream in accordance with a further embodiment using tile 

identification packets; 

Fig. 17 shows a structure of an access unit according to an embodiment. The dashed 

10 line reflects the case of a non-mandatory slice prefix NAL unit; 

Fig. 18 shows the use of tiles in region of interest signaling; 

Fig. 19 shows the first simple syntax/version 1; 

15 

Fig. 20 shows the extended syntax/version 2 including tileid signaling, decoding 

unit start identifier, slice prefix ID and slice header data apart from the SEI 

message concept; 

20 Fig. 21 shows NAL unit type code and NAL unit type classes; 

Fig. 22 shows a possible syntax for a slice header, where certain syntax elements 

present in the slice header according to the current version are shifted to a 

lower hierarchy syntax element, referred to as sliceheader data; 

25 

Fig. 23 shows a table where all syntax elements removed from the slice header are 

signaled through the syntax element slice header data; 

Fig. 24 shows a supplemental enhancement information message syntax; 

30 

Fig. 25 shows an adapted SEI payload syntax in order to introduce new slice or 

sub-picture SEI message types; 

Fig. 26 shows an example for a sub-picture buffering SEI message; 

35 

Fig. 27 shows an example for a sub-picture timing SEI message; 

Fig. 28 shows how the sub-picture slice info SEI message may look like; 
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Fig. 29 shows an example for a sub-picture tile info SEI message; 

Fig. 30 shows a syntax example for a sub-picture tile dimension info SEI message; 

5 

Fig. 31 shows a first variant of a syntax example for a region of interest SEI 

message where each ROI is signaled in an individual SEI message; 

Fig. 32 shows a second variant of a syntax example for a region of interest SEI 

10 message where all ROIs are signaled in a single SEI message; 

Fig. 33 shows a possible syntax for a timing control packet in accordance with a 

further embodiment; 

15 Fig. 34 shows a possible syntax for a tile identification packet in accordance with an 

embodiment; 

Figs. 35 to 38 show possible subdivisions of a picture in accordance with different 

subdivision settings in accordance with an embodiment; and 

20 

Fig. 39 shows an example of a portion out of a video data stream in accordance with 

an embodiment using timing control packets being interspersed between the 

payload packets of an access unit.  

25 With regard to Fig. 12, an encoder 10 in accordance with an embodiment of the present 

application and its mode of operation is described. The encoder 10 is configured to encode 

video content 16 into a video data stream 22. The encoder is configured to do this in units 

of sub-portions of the frames/pictures 18 of the video content 16, wherein the sub-portions 

may, for example, be slices 24 into which the pictures 18 are partitioned, or some other 

30 spatial segments such as, for example, tiles 26 or WPP substreams 28, all of which are 

illustrated in Fig. 12 merely for the sake of illustrative purposes rather than suggesting that 

encoder 10 needs to be able to support tile or WPP parallel processing, for example, or that 

the sub-portions need to be slices.  

35 In encoding the video content 16 in units of the sub-portions 24, the encoder 10 may obey 

a decoding order - or coding order - defined among the sub-portions 24, which for 

example traverses pictures 18 of video 16 in accordance with a picture decoding order 

which, for example, does not necessarily coincide with the reproduction order 20 defined 
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among pictures 18, and traverses within each picture 18 blocks into which pictures 18 are 

partitioned, in accordance with a raster scan order, with the sub-portions 24 representing 

continuous runs of such blocks along the decoding order. In particular, encoder 10 may be 

configured to obey this decoding order in determining the availability of spatially and/or 

5 temporally neighboring portions of portions currently to be encoded in order to use 

attributes describing such neighboring portions in predictive coding and/or entropy coding 

such as, for example, to determine a prediction and/or an entropy context: Merely 

previously visited (coded/decoded) portions of the video are available. Otherwise, just

mentioned attributes are set to default values or some other substitute measures are taken.  

10 

On the other hand, encoder 10 does not need to serially encode sub-portions 24 along the 

decoding order. Rather, encoder 10 may use parallel processing to speed-up the encoding 

process, or to be able to perform a more complex encoding in real time. Likewise, encoder 

10 may or may not be configured to transmit or send-out the data encoding the sub

15 portions along the decoding order. For example, encoder 10 may output/transmit the 

encoded data at some other order such as, for example, in accordance with the order at 

which the encoding of the sub-portions is finalized by encoder 10 which may, due to the 

parallel processing, for example, deviate from the decoding order just-mentioned.  

20 In order to render the encoded versions of sub-portions 24 suitable for transmission over a 

network, encoder 10 encodes each sub-portion 24 into one or more payload packets of a 

sequences of packets of video data stream 22. In case of the sub-portions 24 being slices, 

encoder 10 may, for example, be configured to put each slice data, i.e. each encoded slice, 

into one payload packet, such as an NAL unit. This packetization may serve to render the 

25 video data stream 22 appropriate for transmission via a network. Accordingly, packets may 

represent the smallest units at which the video data stream 22 may take place, i.e. the 

smallest units which may be individually sent-out by encoder 10 for transmission via a 

network to a recipient.  

30 Besides payload packets and the timing control packets interspersed therebetween and 

discussed hereinafter, other packets, i.e. packets of other type may exist as well, such as fill 

data packets, picture or sequence parameter set packets for conveying infrequently 

changing syntax elements or EOF (end of file) or AUE (access unit end) packets or the 

like.  

35 

The encoder performs the encoding into the payload packets such that the sequence of 

packets is divided into a sequence of access units 30 and each access unit collects the 

payload packets 32 relating to one picture 18 of the video content 16. That is, the sequence 
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34 of packets forming video data stream 22 is subdivided into non-overlapping portions, 

called access units 30, each being associated with a respective one of the pictures 18. The 

sequence of access units 30 may follow the decoding order of the pictures 18 which the 

access units 30 relate to. Fig. 12 illustrates, for example, that the access unit 30 arranged at 

5 the mid of the portion of data stream 22, illustrated, comprises one payload packet 32 per 

sub-portion 24 into which picture 18 is subdivided. That is, each payload packet 32 carries 

a corresponding sub-portion 24. The encoder 10 is configured to intersperse into the 

sequence 34 of packets timing control packets 36 so that the timing control packets 

subdivide the access units 30 into decoding units 38 so that at least some access units 30, 

10 such as the middle one shown in Fig. 12, are subdivided into two or more decoding units 

38, each timing control packet signaling a decoder buffer retrieval time for a decoding unit 

38, the payload packets 32 of which follow the respective timing control packet in the 

sequence 34 of packets. In other words, encoder 10 prefixes subsequences of the sequence 

of payload packets 32 within one access unit 30 with a respective timing control packet 36 

15 signaling for the respective subsequence of payload packets prefixed by the respective 

timing control packet 36 and forming a decoding unit 38, a decoder buffer retrieval time.  

Fig. 12, for example, illustrates the case where every second packet 32 represents the first 

payload packet of a decoding unit 38 of access unit 30. As illustrated in Fig. 12, the 

amount of data or bitrate spent for each decoding unit 38 varies and the decoder buffer 

20 retrieval times may correlate with this bitrate variation among the decoding units 38 in that 

the decoder buffer retrieval time of a decoding unit 38 may follow the decoder buffer 

retrieval time signaled by the timing control packet 36 of the immediately preceding 

decoding unit 38 plus a time interval corresponding to the bitrate spent for this 

immediately preceding decoding unit 38.  

25 

That is, the encoder 10 may operate as shown in Fig. 13. In particular, as mentioned above 

encoder 10 may, in a step 40, subject a current sub-portion 24 of a current picture 18 to an 

encoding. As already mentioned, encoder 10 may sequentially cycle through the sub

portions 24 in the aforementioned decoding order as illustrated by arrow 42, or encoder 10 

30 may use some parallel processing such as WPP and/or tile processing in order to 

concurrently encode several "current sub-portions" 24. Irrespective of using parallel 

processing or not, encoder 10 forms a decoding unit out of one or several of the sub

portions just encoded in step 40 and proceeds with step 44, where the encoder 10 sets a 

decoder buffer retrieval time for this decoding unit and transmits this decoding unit 

35 prefixed with a time control packet signaling the just set decoder buffer retrieval time for 

this decoding unit. For example, the encoder 10 may determine the decoder buffer retrieval 

time in step 44 on the basis of the bitrate spent for encoding the sub-portions having been 

encoded into the payload packets forming the current decoding unit including, for example, 
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all further intermediate packets within this decoding unit, if any, i.e. the "prefixed 

packets".  

Then, in step 46, the encoder 10 may adapt the available bitrate on the basis of the bitrate 

5 having been spent for the decoding unit just having been transmitted in step 44. If, for 

example, the picture content within the decoding unit just-transmitted in step 44 was quite 

complex in terms of compression rate, then encoder 10 may reduce the available bitrate for 

the next decoding unit so as to obey some externally set target bitrate having been 

determined, for example, on the basis of a current bandwidth situation faced in connection 

10 with the network transmitting the video data stream 22. Steps 40 to 46 are then repeated.  

By this measure, pictures 18 are encoded and transmitted, i.e. sent out, in units of decoding 

units, each being prefixed by a corresponding timing control packet.  

In other words, the encoder 10, during encoding a current picture 18 of the video content 

15 16, encodes 40 a current sub-portion 24 of the current picture 18 into a current payload 

packet 32 of a current decoding unit 38, transmits 44, within the data stream, the current 

decoding unit 38 prefixed with a current timing control packet 36 with setting a decoder 

buffer retrieval time signaled by the current timing control packet (36), at a first time 

instant, and encodes 44, by looping back from step 46 to 40, a further sub-portion 24 of the 

20 current picture 18 at a second time instant - second time visiting step 40 -, later than the 

first time instant - first time visiting step 44.  

As the encoder is able to send-out a decoding unit prior to the encoding of a remainder of 

the current picture to which this decoding unit belongs, encoder 10 is able to lower the 

25 end-to-end delay. On the other hand, encoder 10 does not need to waste available bitrate, 

as the encoder 10 is able to react to the specific nature of the content of the current picture 

and its spatial distribution of complexity.  

On the other hand, intermediate network entities, responsible for transmitting the video 

30 data stream 22 further from the encoder to the decoder, are able to use the timing control 

packets 36 so as to guarantee that any decoder receiving the video data stream 22 receives 

the decoding units in time so as to be able to gain advantage of the decoding unit-wise 

encoding and transmission by encoder 10. See, for example, Fig. 14 showing an example 

for a decoder for decoding the video data stream 22. Decoder 12 receives the video data 

35 stream 22 at a coded picture buffer CPB 48 by way of a network via which encoder 10 

transmitted the video data stream 22 to decoder 12. In particular, as network 14 is assumed 

to be able to support the low delay application, network 10 inspects the decoder buffer 

retrieval times so as to forward the sequence 34 of packets of video data stream 22 to the 
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coded picture buffer 48 of decoder 12 so that each decoding unit is present within the 

coded picture buffer 48 prior to the decoder buffer retrieval time signaled by the timing 

control packet prefixing the respective decoding unit. By this measure, the decoder is able 

to, without stalling, i.e. without running out of available payload packets within coded 

5 picture buffer 48, use the decoder buffer retrieval times in the timing control packets so as 

to empty the decoder's coded picture buffer 48 in units of the decoding units rather than 

complete access units. Fig. 14, for example, shows for illustrative purposes, a processing 

unit 50 as being connected to an output of coded picture buffer 48, the input of which 

receives the video data stream 22. Similar to encoder 10, decoder 12 may be able to 

10 perform parallel processing such as, for example, using tile parallel processing/decoding 

and/or WPP parallel processing/decoding.  

As will be outlined in more detail below, the decoder buffer retrieval times mentioned so 

far do not necessarily pertain to retrieval times concerning the coded picture buffer 48 of 

15 decoder 12. Rather, the timing control packets may additionally, or alternatively, steer the 

retrieval of already decoded picture data of a corresponding decoded picture buffer of a 

decoder 12. Fig. 14 shows, for example, decoder 12 as comprising a decoder picture buffer 

in which the decoded version of the video content, as obtained by processing unit 50 by 

decoding video data stream 22, is buffered, i.e. stored and output, in units of decoded 

20 versions of decoding units. Decoder's decoded picture buffer 22 thus may be connected 

between decoder's 12 output and the output of processing unit 50. By having the ability to 

set the retrieval times for outputting decoded versions of decoding units from decoded 

picture buffer 52, the encoder 10 is given the opportunity to, on the fly, i.e. during 

encoding a current picture, control the reproduction, or end-to-end, delay of the 

25 reproduction of the video content at decoding side even at a granularity smaller than the 

picture rate or frame rate. Obviously, over-segmenting each picture 18 into a huge amount 

of sub-portions 24 at the encoding side would negatively affect the bitrate for transmitting 

the video data stream 22, although on the other hand, the end-to-end delay may be 

minimized since the time needed to encode and transmit and decode and output such a 

30 decoding unit would be minimized. On the other hand, increasing the size of the sub

portions 24 increases the end-to-end delay. Accordingly, a compromise has to be found.  

Using the just mentioned decoder buffer retrieval times so as to steer the output timing of 

decoded versions of sub-portions 24 in units of decoding units, enables the encoder 10 or 

some other unit at the encoding side to adapt this compromise spatially over the current 

35 picture's content. By this measure, it would be possible to control the end-to-end delay in 

such a way, that same varies spatially across the current pictures content.  
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In implementing the above outlined embodiments, it is possible to use, as the timing 

control packets, packets of a removable packet type. Packets of a removable packet type 

are not necessary in order to recover the video content at the decoding side. In the 

following, such packets are called SEI packets. Further packets of a removable packet type 

5 may exist as well, that is, removable packets of another type such as, if transmitted in

stream, redundancy packets. As another alternative, timing control packets may be packets 

of a certain removable packet type, additionally carrying, however, a certain SEI packet 

type field. For example, timing control packets may be SEI packets with each SEI packet 

carrying one or several SEI messages, and only those SEI packets which comprise an SEI 

10 message of a certain type form the aforementioned timing control packets.  

Thus, the embodiment described so far with respect to Figs. 12 to 14 is, in accordance with 

a further embodiment, applied onto the HEVC standard, thereby forming a possible 

concept for rendering HEVC more effective in achieving lower end-to-end delay. In doing 

15 so, the above mentioned packets are formed by NAL units and the aforementioned payload 

packets are the VCL NAL units of an NAL unit stream with slices forming the above 

mentioned sub-portions.  

Before such a description of a more detailed embodiment, however, further embodiments 

20 are described which coincide with the above outlined embodiments in that interspersed 

packets are used in order to convey, in an efficient manner, information describing the 

video data stream, but the sort of information differs from the above embodiments where 

the timing control packets conveyed decoder buffer retrieval timing information. In the 

embodiments described further below, the kind of information transferred via interspersed 

25 packets interspersed into the payload packets belonging to an access unit, relate to region 

of interest (ROI) information and/or tile identification information. The embodiments 

described further below may or may not be combined with the embodiments described 

with respect to Figs. 12 to 14.  

30 Fig. 15 shows an encoder 10 which operates similar to the one explained above with 

respect to Fig. 12, except for the interspersing of timing control packets and the 

functionality described above with respect to Fig. 13, which is optional for encoder 10 of 

Fig. 15. However, encoder 10 of Fig. 15 is configured to encode video content 16 into a 

video data stream 22 in units of sub-portions 24 of the pictures 18 of the video content 16 

35 just as it was explained above with respect to Fig. 11. In encoding the video content 16, 
encoder 10 is interested in conveying, along with the video data stream 22, information on 

a region of interest ROI 60 to the decoding side. The ROI 60 is a spatial subarea of a 

current picture 18, which the decoder should, for example, pay special attention to. The 
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spatial position of the ROI 60 may be input to encoder 10 from outside, as illustrated by a 

dashed line 62, such as by user input, or may be determined automatically by encoder 10 or 

by some other entity, on the fly during the encoding of current picture 18. In either case, 

encoder 10 faces the following problem: the indication of the location of the ROI 60 is in 

5 principle no problem for encoder 10. To do this, the encoder 10 may easily indicate the 

location of the ROI 60 within the data stream 22. However, in order to render this 

information easily accessible, encoder 10 of Fig. 15 uses the interspersing of ROI packets 

between the payload packets of the access units so that encoder 10 is free to, on an online 

basis, choose the segmentation of the current picture 18 into sub-portions 24 and/or the 

10 number of payload packets into which the sub-portions 24 are packetized, spatially outside 

and spatially inside the ROI 60. Using the interspersed ROI packets, any network entity 

may easily identify payload packets which belong to the ROI. On the other hand, in case of 

using removable packet type for these ROI packets, same may easily be disregarded by any 

network entity.  

15 

Fig. 15 shows an example for interspersing ROI packets 64 between the payload packets 

32 of an access unit 30. The ROI packet 64 indicates where within the sequence 34 of 

packets of the video data stream 22 encoded data is contained which relates to, i.e.  

encodes, the ROI 60. How ROI packet 64 indicates the location of ROI 60 may be 

20 implemented in manifold ways. For example, the pure existence/occurrence of an ROI 

packet 64 may indicate the incorporation of encoded data relating to the ROI 60 within one 

or more of the following payload packets 32, following in the sequential order of sequence 

34, i.e. belonging to the prefixed payload packets. Alternatively, a syntax element inside 

the ROI packet 64 may indicate whether one or more following payload packets 32 pertain 

25 to, i.e. at least partially encode, the ROI 60 or not. The high number of variance also stems 

from possible variations regarding the "scope" of the respective ROI packet 64, i.e. the 

number of prefixed payload packets prefixed by one ROI packet 64. For example, the 

indication of incorporation or non-incorporation of any encoded data relating to the ROI 60 

within one ROI packet, may relate to all payload packets 32 following in the sequential 

30 order of sequence 34 up to the occurrence of the next ROI packet 64, or may merely relate 

to the immediately following payload packet 32, i.e. the payload packet 32 immediately 

following the respective ROI packet 64 in the sequential order of sequence 34. In Fig. 15, a 

graph 66 exemplarily illustrates a case where the ROI packets 64 indicate an ROI 

relevance, i.e. the incorporation of any encoded data relating to the ROI 60, or ROI-non

35 relevance, i.e. the absence of any encoded data relating to the ROI 60, in relation to all 

payload packets 32 occurring downstream of the respective ROI packet 64 up to the 

occurrence of the next ROI packet 64 or the end of the current access unit 30 whatever 

occurs earlier along the sequence 34 of packets. In particular, Fig. 15 illustrates the case 
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where an ROI packet 64 has a syntax element inside, which indicates whether or not the 

payload packets 32 following in the sequential order of packet sequence 34 have any 

encoded data relating to the ROI 60 inside or not. Such an embodiment is also described 

hereinafter. However, another possibility is, as just mentioned, that each ROI packet 64 

5 indicates merely by its presence in packet sequence 34 that the payload packet(s) 32 

belonging to the "scope" of the respective ROI packet 64, has ROI 60 relating data inside, 

i.e. data relating to ROI 60. In accordance with an embodiment described hereinafter in 

more detail, the ROI packet 64 even indicates the location of the portion of the ROI 60 

encoded into the payload packet(s) 32 belonging to its "scope".  

10 

Any network entity 68 receiving the video data stream 22 may exploit the indication of 

ROI relevance as realized by use of the ROI packets 64 so as to treat, for example, ROI 

relevant portions of the sequence 34 of packets with higher priority than other portions of 

the packet sequence 34, for example. Alternatively, the network entity 68 could use the 

15 ROI relevance information so as to perform other tasks relating to, for example, the 

transmission of the video data stream 22. The network entity 68 may be, for example, a 

MANE or a decoder for decoding and playing-back the video content 60 as conveyed via 

the video data stream 22. 28. In other words, network entity 68 may use a result of the 

identification of ROI packets so as to decide on transmission tasks pertaining the video 

20 data stream. The transmission tasks may comprise re-transmission requests concerning 

defect packets. The network entity 68 may be configured to handle the region of interest 70 

with increased priority and assign a higher priority to ROI packets 72 and their associated 

payload packets, i.e. the ones prefixed by it, which are signaled as overlaying the region of 

interest, than compared to ROI packets and their associated payload packets, which are 

25 signaled as not overlaying the ROI. Network entity 68 may first request a retransmission of 

payload packets having the higher priority assigned thereto, before requesting any 

retransmission of payload packets having the lower priority assigned thereto.  

The embodiment of Fig. 15 may easily be combined with the embodiment described 

30 previously with respect to Figs. 12 to 14. For example, the ROI packets 64 mentioned 

above may also be SEI packets having a certain type of SEI message contained therein, 

namely an ROI SEI message. That is, an SEI packet may, for example, be a timing control 

packet and concurrently an ROI packet, namely if the respective SEI packet comprises 

both timing control information as well as ROI indication information. Alternatively, an 

35 SEI packet may be one of a timing control packet and an ROI packet, rather than the other 

one, or may be neither an ROI packet or a timing control packet.  
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In accordance with the embodiment shown in Fig. 16, interspersing of packets between the 

payload packets of the access units is used to indicate, in a manner easily accessible for 

network entities 68 handling the video data stream 22, which tile or tiles of the current 

picture 18, which the current access unit 30 relates to, is overlaid by any sub-portion 

5 encoded into any of the payload packets 32 for which the respective packets serve as a 

prefix. In Fig. 16, for example, current picture 18 is shown to be sub-divided into four tiles 

70, here exemplarily formed by the four quadrants of the current picture 18. The 

subdivision of the current picture 18 into tiles 70 may, for example, be signaled within the 

video data stream in units comprising sequences of pictures such as, for example, in VPS 

10 or SPS packets also interspersed into the sequence 34 of packets. As will be described in 

more detail below, a tile subdivision of current picture 18 may be a regular subdivision of 

picture 18 in columns and rows of tiles. The number of columns and the number of rows as 

well as the width of the columns and the height of the rows of tiles may be varied. In 

particular, the width and height of columns/rows of tiles may be different for different 

15 rows and different columns, respectively. Fig. 16 additionally shows the example where 

the sub-portions 24 are slices of picture 18. The slices 24 subdivide picture 18. As will be 

outlined in more detail below, picture's 18 subdivision into slices 24 may be subject to 

constraints according to which each slice 24 may either be completely contained within 

one single tile 70, or completely cover two or more tiles 70. Fig. 16 illustrates a case where 

20 picture 18 is subdivided into five slices 24. The first four of these slices 24 in the 

aforementioned decoding order cover the first two tiles 70, while the fifth slice completely 

covers the third and fourth tiles 70. Further, Fig. 16 illustrates the case where each slice 24 

is individually encoded into a respective payload packet 32. Further, Fig. 16 exemplarily 

illustrates the case where each payload packet 32 is prefixed by a preceding tile 

25 identification packet 72. Each tile identification packet 72, in turn, indicates for its 

immediately succeeding payload packet 32 as to which of the tiles 70 the sub-portion 24 

encoded into this payload packet 32 overlays. Accordingly, while the first two tile 

identification packets 72 within access unit 30 relating to current picture 18 indicate the 

first tile, the third and fourth tile identification packet 72 indicate the second tile 70 of 

30 picture 18, and the fifth tile identification packet 72 indicates the third and fourth tiles 70.  

With regard to the embodiment of Fig. 16, the same variations are feasible as described 

above with respect to Fig. 15, for example. That is, the "scope" of the tile identification 

packets 72 may, for example, merely encompass the first immediately succeeding payload 

packet 32 or the immediately succeeding payload packets 32 up to the occurrence of the 

35 next tile identification packet.  

With regard to the tiles, encoder 10 may be configured to encode each tile 70 such that, 

across tile boundaries, no spatial prediction or no context selection takes place. Encoder 10 
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may, for example, encode tile 70 in parallel. Likewise, any decoder such as network entity 

68 may decode the tiles 70 in parallel.  

The network entity 68 may be a MANE or a decoder or some other device in between 

5 encoder 10 and decoder, and may be configured to use the information conveyed by the tile 

identification packets 72 to decide on certain transmission tasks. For example, network 

entity 68 may handle a certain tile of the current picture 18 of video 16 with higher 

priority, i.e. may forward the respective payload packets indicated as relating to such a tile 

earlier or using safer FEC protection or the like. In other words, the network entity 68 may 

10 use a result of the identification so as to decide on transmission tasks pertaining the video 

data stream. The transmission tasks may comprise re-transmission requests concerning 

packets received in a defect state - i.e. with exceeding any FEC protection of the video 

data stream, if any. The network entity may handle, for example, different tiles 70 with 

different priority. To this end, the network entity may assign a higher priority to tile 

15 identification packets 72 and their payload packets, i.e. the ones prefixed thereby, 

pertaining to higher priority tiles, than compared to tile identification packets 72 and their 

payload packets pertaining to lower priority tiles. Network entity 68 may, for example, first 

request a retransmission of payload packets having the higher priority assigned thereto, 

before requesting any retransmission of payload packets having the lower priority assigned 

20 thereto.  

The embodiments described so far may be built into the HEVC framework as described in 

the introductory portion of the specification of the present application as described in the 

following.  

25 

In particular, SEI messages may be assigned to slices of decoding units in the sub-picture 

CPB/HRD case. That is, buffering period and timing SEI messages may be assigned to the 

NAL units containing the slices of a decoding unit. This can be achieved by a new NAL 

unit type which is a non-VCL NAL unit which is allowed to directly precede one or more 

30 slice/VCL NAL units of a decoding unit. This new NAL unit may be called slice prefix 

NAL unit. Fig. 17 illustrates the structure of an access unit omitting any tentative NAL 

units for end of sequence and stream.  

In accordance with Fig. 17, an access unit 30 is construed as follows: in the sequential 

35 order of packets of the sequence 34 of packets, the access unit 30 may start with the 

occurrence of a special type of packet, namely an access unit delimiter 80. Then one or 

more SEI packets 82 of an SEI packet type relating to the whole access unit may follow 

within the access unit 30. Both packet types 80 and 82 are optional. That is, no packet of 

17032072_1 (GHMatters) P98904.AU.3



this type may occur within an access unit 30. Then, the sequence of decoding units 38 

follows. Each decoding unit 38 optionally starts with a slice prefix NAL unit 84, including 

therein for example timing control information or in accordance with the embodiment of 

Fig. 15 or 16, an ROI information or tile information or, even more generally, a respective 

5 sub-picture SEI message 86. Then, the actual slice data 88 in respective payload packets or 

VCL NAL units follows as indicated in 88. Thus, each decoding unit 38 comprises a 

sequence of a slice prefix NAL unit 84 followed by respective slice data NAL unit(s) 88.  

The bypass arrow 90 in Fig. 17, bypassing the slice prefix NAL unit, shall indicate that in 

case of no decoding unit subdivision of the current access unit 30 there may be no slice 

10 prefix NAL unit 84.  

As already noted above, all information signaled in the slice prefix and associated sub

picture SEI messages may be either valid for all VCL NAL units in the access unit or until 

the occurrence of a second prefix NAL unit or for the following VCL-NAL unit in 

15 decoding order, depending on a flag given in the slice prefix NAL unit.  

The slice VCL NAL unit for which the information signaled in the slice prefix is valid are 

referred to as prefixed slices in the following. Prefixed slices associated with the a single 

slice prefixed do not necessarily constitute a complete decoding unit but can be a part of it.  

20 However, a single slice prefix cannot be valid for multiple decoding units (sub-pictures) 

and the start of a decoding unit is signaled in the slice prefix. If means for signaling are not 

given through the slice prefix syntax (as in the "simple syntax"/version 1 indicated below) 

the occurrence of a slice prefix NAL unit signals the start of a decoding unit. Only certain 

SEI messages (identified via payloadType in the syntax description below) can be sent 

25 exclusively on sub-picture level within the slice prefix NAL unit, while some SEI 

messages can be sent either in the slice prefix NAL unit on sub-picture level or as a regular 

SEI message on access unit level.  

As discussed above with respect to Fig. 16, additionally or alternatively, a tile ID SEI 

30 message/tile ID signaling may be realized in high level syntax. In earlier designs of a 

HEVC, the slice header/the slice data contained an identifier for the tile contained in the 

respective slice. For example, the slice data semantics read: 

tileidxminus_1 specifies the TileID in raster scan order. The first tile in the picture 

35 shall have a TileID of 0. The value of tileidxminus_1 shall be in the range of 0 to 

( numtilecolumnsminus + 1)* (numtilerowsminus + 1)- 1.  
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This parameter however is not considered useful since this ID can be easily derived from 

the slice address and the slice dimensions as signaled in the picture parameter set, if 

tilesorentropycodingsyncidc is equal to 1.  

5 Although the tile ID can be derived implicitly in the decoding process, the knowledge of 

this parameter on the application layer is also important for different use cases such as, for 

example, in a video conferencing scenario where different tiles may have different priority 

for the playback (those tiles typically form the region of interest which contain the speaker 

in a conversational use case) may have higher priority than other tiles. In case of losing 

10 network packets in the transmission of multiple tiles, those network packets containing 

tiles representing the region of interest may be retransmitted with higher priority in order to 

keep the quality of the experience at the receiver terminal higher than in the case 

retransmitting tiles without any priority order. Another use case may be to assign tiles, if 

the dimensions and their position are known, to different screens, e.g. in a video 

15 conferencing scenario.  

In order to allow such an application layer to handle tiles with a certain priority in 

transmission scenarios, the tileid may be provided as a sub-picture or slice-specific SEI 

message or in a special NAL unit in front of one or more NAL units of the tile or in a 

20 special header section of the NAL unit belonging to the tile.  

As described above with respect to Fig. 15, region of interest SEI messages may also be 

additionally or alternatively provided. Such an SEI message could allow the signaling of 

the region of interest (ROI), in particular the signaling of an ROI that a certain tileid/tile 

25 belongs to. The message could allow to give region of interest IDs plus a priority of a 

region of interest.  

Fig. 18 illustrates the use of tiles in region of interest signaling.  

30 In addition to what has been described above, slice header signaling could be implemented.  

The slice prefix NAL unit may also contain the slice header for the following dependent 

slices, i.e. the slices prefixed by the respective slice prefix. If the slice header is only 

provisioned in the slice prefix NAL unit, the actual slice type needs to be derived by the 

NAL unit type of the NAL unit containing the respective dependent slice or by means of a 

35 flag in the slice prefix signaling whether the following slice data belongs to a slice type 

that serves as a random access point.  
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Furthermore, the slice prefix NAL unit may carry slice or sub-picture specific SEI 

messages to convey non-mandatory information such as sub-picture timing or a tile 

identifier. Non-mandatory sub-picture specific messaging is not supported in the HEVC 

specification described in the introductory portion of the specification of the present 

5 application, but is crucial for certain applications.  

In the following, possible syntax for implementing the above-outlined concept of slice 

prefixing is described. In particular, it is described which changes could suffice on a slice 

level when using the HEVC status as outlined in the introductory portion of the 

10 specification of the present application as a basis.  

In particular, in the following, two versions of a possible slice prefix syntax are presented, 

one with a functionality of SEI messaging only, and one with the extended functionality of 

signaling a portion of the slice header for the following slices. The first simple 

15 syntax/version 1 is shown in Fig. 19.  

As a preliminary note, Fig. 19 thus shows a possible implementation for implementing any 

of the embodiments described above with respect to Figs. 11 to 16. The interspersed 

packets shown therein may be construed as shown in Fig. 19 and in the following this is 

20 described in more detail with specific implementation examples.  

The extended syntax/version 2 including tileid signaling, decoding unit start identifier, 

slice prefix ID and slice header data apart from the SEI message concept is given in the 

table of Fig. 20.  

25 

The semantics could be defined as follows: 

rapflag with a value of 1 indicates that the access unit containing the slice prefix is a 

RAP picture. rap_flag with a value of 0 indicates that the access unit containing the slice 

30 prefix is not a RAP picture.  

decodingunitstart_flag indicates the start of a decoding unit within the access unit, thus 

that the following slices up to the end of the access unit or the start of another decoding 

unit belong to the same decoding unit.  

35 

singlesliceflag with a value of 0 indicates that the information provided within the prefix 

slice NAL unit and the associated sub-picture SEI messages is valid for all following VCL

NAL units until the start of the next access unit, the occurrence of another slice prefix or 
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another complete slice header. single_slice_flag with a value 1 indicates that all 

information provided in the slice prefix NAL unit and associated sub-picture SEI messages 

is valid only for the next VCL-NAL unit in decoding order.  

5 tile_idc indicates the amount of tiles to be present in the following slice. tile_ide equal to 0 

indicates that no tiles are used in the following slice. tileidc equal to 1 indicates that a 

single tile is used in the following slice and its tile identifier is signaled accordingly.  

tileidc with a value of 2 indicates that multiple tiles are used within the following slice 

and number of tiles and the first tile identifier are signaled accordingly.  

10 

prefixsliceheader_datapresent-flag indicates that data of the slice header, 

corresponding to the slices following in decoding order is signaled in the given slice 

prefix.  

15 sliceheader-datao is defined later in the text. It contains the relevant slice header 

information, which is not covered by the slice header, if dependentsliceflag is set equal 

to 1.  

Note that the decoupling of slice header and actual slice data allows for more flexible 

20 transmission schemes of header and slice data.  

num-tiles_in_prefixed-slices-minus1 indicates the number of tiles used in the following 

decoding unit minus 1.  

25 first_tileidinprefixed-slices indicates the tile identifier of the first tile in the following 

decoding unit.  

For the simple syntax/version 1 of the slice prefix, the following syntax elements may be 

30 set to default values as follows, if not present: 

- decodingunitstart equal to 1, i.e. the slice prefix always indicates a start of a 

decoding unit.  

- singlesliceflag equal to 0, i.e. the slice prefix is valid for all slices in the decoding 

35 unit.  

The slice prefix NAL unit is proposed to have a NAL unit type of 24 and the NAL unit 

type overview table to be extended according to Fig. 21.  
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That is, briefly summarizing Figs. 19 to 21, the syntax details shown therein reveal that a 

certain packet type may be attributed to the above identified interspersed packets, here 

exemplarily NAL unit type 24. Moreover, especially the syntax example of Fig. 20 makes 

5 it clear that the above described alternatives regarding the "scope" of the interspersed 

packets, a switching mechanism controlled by a respective syntax element within these 

interspersed packets themselves, here exemplarily singlesliceflag, may be used in order 

to control this scope, i.e. to switch between different alternatives for the definition of this 

scope, respectively. Moreover, it has been made clear that the above described 

10 embodiments of Figs. 1 to 16 may be extended in that the interspersed packets also 

comprise common slice header data for slices 24 contained in the packets belonging to the 

"scope" of the respective interspersed packets. That is, there may be a mechanism 

controlled by a respective flag within these interspersed packets, which indicates whether 

common slice header data is contained within the respective interspersed packet or not.  

15 

Of course, the concept just presented according to which part of the slice header data is 

shifted into the slice header prefix, requires changes to the slice headers as specified in the 

HEVC's current version. The table in Fig. 22 shows a possible syntax for such a slice 

header, where certain syntax elements present in the slice header according to the current 

20 version, are shifted to a lower hierarchy syntax element, referred to as sliceheader data.  

This syntax of the slice header and the slice header data only applies to the option 

according to which the extended slice header prefix NAL unit concept is used.  

In Fig. 22, sliceheader datapresentflag indicates that slice header data for the present 

25 slice shall be predicted from the values signaled in the last slice prefix NAL unit in the 

access unit, i.e. the most recently occurring slice prefix NAL unit.  

All syntax elements removed from the slice header are signaled through the syntax element 

slice header data as given in the table of Fig. 23.  

30 

That is, transferring the concept of Fig. 22 and Fig. 23 onto the embodiments of Figs. 12 to 

16, the interspersed packets described therein may be extended by the concept of 

incorporating into these interspersed packets, a part of the slice header syntax of the slices 

(sub-portions) 24 encoded into the payload packets, i.e. VCL NAL units. The incorporation 

35 may be optional. That is, a respective syntax element in the interspersed packet may 

indicate whether such slice header syntax is contained in the respective interspersed packet 

or not. If incorporated, the respective slice header data incorporated into a respective 

interspersed packet may apply to all slices contained in the packet belonging to the "scope" 
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of the respective interspersed packet. Whether the slice header data contained in an 

interspersed packet is adopted by a slice encoded into any of the payload packets belonging 

to the scope of this interspersed packet, may be signaled by a respective flag, such as 

sliceheader datapresent flag of Fig. 22. By this measure, the slice headers of the slices 

5 encoded into the packets belonging to the "scope" of a respective interspersed packet may 

be downsized accordingly using the just mentioned flag in the slices slice header and any 

decoder receiving the video data stream, such as the network entities shown in the above 

Figs. 12 to 16, would be responsive to the just mentioned flag in the slices slice header so 

as to copy the slice header data incorporated into an interspersed packet into the slice 

10 header of a slice encoded into a payload packet belonging to the scope of this interspersed 

packet in case of the respective flag within that slice signaling the displacement of the slice 

header data to the slice prefix, i.e. the respective interspersed packet.  

Proceeding further with the syntax example for implementing the embodiments of Figs. 12 

15 to 16, the SEI message syntax may be as shown in Fig. 24. In order to introduce slice or 

sub-picture SEI message types, the SEI payload syntax may be adapted as presented in the 

table of Fig. 25. Only the SEI message with payloadType in the range of 180 to 184 may 

be sent exclusively on sub-picture level within the slice prefix NAL unit. Additionally, the 

region of interest SEI messages with payloadType equal to 140 can be sent either in the 

20 slice prefix NAL unit on sub-picture level, or the regular SEI message on access unit level.  

That is, in transferring the details shown in Figs. 25 and 24 onto the embodiments 

described above with respect to Figs. 12 to 16, the interspersed packets shown in these 

embodiments of Figs. 12 to 16 may be realized by using slice prefix NAL units with a 

25 certain NAL unit type, e.g. 24, comprising a certain type of SEI message signaled by 

payloadType at the beginning of each SEI message within the slice prefix NAL unit, for 

example. In the specific syntax embodiment described now, payloadType = 180 and 

payloadType = 181 results in a timing control packet in accordance with the embodiments 

of Figs. 11 to 14, while payloadType = 140 results in an ROI packet in accordance with the 

30 embodiment of Fig. 15, and payloadType = 182 results in a tile identification packet in 

accordance with the embodiment of Fig. 16. The specific syntax example described herein 

below may comprise merely one or a subset of the just mentioned payloadType options.  

Beyond this, Fig. 25 reveals that any of the above described embodiments of Figs. 11 to 16 

may be combined with each other. Even further, Fig. 25 reveals that any of the above 

35 embodiments of Figs. 12 to 16, or any combination thereof, may be extended by a further 

interspersed packet, subsequently explained with payloadType = 184. As already described 

above, an extension described below with respect to payloadType = 183 ends-up in the 

possibility that any interspersed packets may have incorporated thereinto common slice 
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header data for slice headers of slices encoded into any payload packet belonging to its 

scope.  

The tables in the following figures define SEI messages which may be used on slice or 

5 sub-picture level. A region of interest SEI message is also presented which may be used on 

sub-picture and access unit level.  

Fig. 26, for example, shows an example for a sub-picture buffering SEI message occurring 

whenever a slice prefix NAL unit of NAL unit type 24 has an SEI message type 180 

10 contained therein, thus forming a timing control packet.  

The semantics could be defined as follows: 

seqparametersetid specifies the sequence parameter set that contains the sequence 

15 HRD attributes. The value of seqparametersetid shall be equal to the value of 

seqparametersetid in the picture parameter set referenced by the primary coded picture 

associated with the buffering period SEI message. The value of seqparameterset-id shall 

be in the range of 0 to 31, inclusive.  

20 initialcpbremoval_delay[ SchedSelldx] and 

initial_alt_cpbremovaldelay[ SchedSelldx ] specify the initial CPB removal delays for 

the SchedSelldx-th CPB of the decoding unit (the sub-picture). The syntax elements have a 

length in bits given by initialcpbremoval delaylength minus + 1, and are in units of a 

90 kHz clock. The values of the syntax elements shall not be equal to 0 and shall not 

25 exceed 90000 * ( CpbSize[ SchedSelldx ] + BitRate[ SchedSelldx ]),the time-equivalent 

of the CPB size in 90 kHz clock units.  

Over the entire coded video sequence, the sum of 

initial cpbremoval_delay[ SchedSelldx ] and initialcpbremovaldelayoffset[ 

30 SchedSelldx ] per decoding unit (sub-picture) shall be constant for each value of 

SchedSelldx, and the sum of initial alt cpb_removaldelay[ SchedSelldx ] and 

initialaltcpbremovaldelayoffset[ SchedSeldx ] shall be constant for each value of 

SchedSelldx.  

35 Fig. 27 shows likewise an example for a sub-picture timing SEI message, wherein the 

semantics could be described as follows: 
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ducpb removaldelay specifies how many clock ticks to wait after removal from the 

CPB of the decoding unit (sub-picture) associated with the most recent sub-picture 

buffering period SEI message in a preceding access unit in the same decoding unit (sub

picture), if present, otherwise associated with the most recent buffering period SEI 

5 message in a preceding access unit, before removing from the buffer the decoding unit 

(sub-picture) data associated with the sub-picture timing SEI message. This value is also 

used to calculate an earliest possible time of arrival of decoding unit (sub-picture) data into 

the CPB for the HSS (Hypothetical Stream Scheduler [2]0). The syntax element is a fixed 

length code whose length in bits is given by cpbremoval_delaylengthminus1 + 1. The 

10 cpb_removaldelay is the remainder of a modulo 2(°pbremovaldelay lengthminus + 1) counter.  

dudpb_output delay is used to compute the DPB output time of the decoding unit (sub

picture). It specifies how many clock ticks to wait after removal of the decoded decoding 

unit (sub-picture) from the CPB before the decoding unit (sub-picture) of picture is output 

15 from the DPB.  

Note that this allows for sub-picture updates. In such a scenario, the non-updated decoding 

units may remain unchanged of the last decoded picture, i.e. they remain visible.  

20 Summarizing Figs. 26 and 27 and transferring the specific details contained therein onto 

the embodiment of Figs. 12 to 14, it may be said that the decoder buffer retrieval time for a 

decoding unit may be signaled in the associated timing control packet in a differentially 

coded manner, namely incrementally relative to another decoding buffer retrieval time.  

That is, in order to obtain the decoder buffer retrieval time for a certain decoding unit, a 

25 decoder receiving the video data stream adds the decoder retrieval time obtained from the 

timing control packet prefixing the certain decoding unit, to the decoder retrieval time of 

the immediately preceding decoding unit, i.e. the one preceding the certain decoding unit, 

and proceeding in this manner with the following decoding units. At the beginnings of 

coded video sequences of several pictures each or parts thereof, a timing control packet 

30 may additionally or alternatively comprise a decoder buffer retrieval time value coded 

absolutely rather than differentially relative to any preceding decoding unit's decoder 

buffer retrieval time.  

Fig. 28 shows how the sub-picture slice info SEI message may look like. The semantics 

35 could be defined as follows: 

sliceheaderdataflag with a value of 1 indicates that slice header data is present in the 

SEI message. The slice header data provided in the SEI is valid for all slices following in 
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decoding order until the end of the access unit, the occurrence of slice data in another SEI 

message, slice NAL unit or slice prefix NAL unit.  

Fig. 29 shows an example for a sub-picture tile info SEI message, wherein the semantics 

5 could be defined as follows: 

tilepriority indicates the priority of all tiles in the prefixed slices following in decoding 

order. The value of tilejpriority shall be in the range of0 to 7 inclusively, where 7 

indicates the highest priority.  

10 

multipletilesinprefixed slicesflag with a value of 1 indicates that there are more 

than 1 tiles in the prefixed slices to follow in decoding order.  

multipletilesinprefixedslicesflag with a value of 0 indicates that the following 

prefixed slices contain only one tile.  

15 

num-tiles_in_prefixed-slices-minus1 indicates the number of tiles in the prefixed slices 

following in decoding order.  

firsttile_idinprefixed_slices indicates the tile-id of the first tile in the prefixed slices 

20 following in decoding order.  

That is, the embodiment of Fig. 16 could be implemented using the syntax of Fig. 29 for 

realizing the tile identification packets mentioned in Fig. 16. As shown therein, a certain 

flag, here multipletilesinprefixedslicesflag, may be used to signal within the 

25 interspersed tile identification packet whether merely one tile or more than one tile is 

covered by any sub-portion of the current picture 18 encoded into any of the payload 

packets belonging to the scope of the respective interspersed tile identification packet. If 

the flag signals the overlaying of more than one tile, a further syntax element is contained 

in the respective interspersed packet, here exemplarily 

30 numtiles_inprefixedslicesminus i indicating the number of tiles overlaid by any sub

portion of any payload packet belonging to the scope of the respective interspersed tile 

identification packet. Finally, a further syntax element, here exemplarily 

firsttile_id inprefixedslices, indicates the ID of the tile among the number of tiles 

indicated by the current interspersed tile identification packet, which is the first in 

35 accordance with the decoding order. Transferring the syntax of Fig. 29 onto the 

embodiment of Fig. 16, the tile identification packet 72 prefixing the fifth payload packet 

32 could, for example, have all three just-discussed syntax elements with 

multipletilesinprefixedslicesflag being set to 1, 
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numtiles_inprefixedslicesminus1 being set to 1, thereby indicating that two tiles 

belong to the current scope, and firsttile idinprefixedslices being set to 3, indicating 

that the run of tiles in decoding order belonging to the scope of the current tile 

identification packet 72 starts at the third tile (having tileid = 2).  

5 

Fig. 29 also reveals that a tile identification packet 72 may possibly also indicate a 

tilejpriority, i.e. a priority of the tiles belonging to its scope. Similar to the ROI aspect, the 

network entity 68 may use such priority information to control transmission tasks such as 

the request for retransmissions of certain payload packets.  

10 

Fig. 30 shows a syntax example for a sub-picture tile dimension info SEI message, wherein 

the semantics could be defined as: 

multipletilesinprefixedslicesflag with a value of 1 indicates that there are more than 

15 1 tiles in the prefixed slices to follow in decoding order.  

multipletilesinprefixedslicesflag with a value of 0 indicates that the following 

prefixed slices contain only one tile.  

num tiles_in_prefixed_slices_minus1 indicates the number of tiles in the pre xed slices 

20 following in decoding order.  

tilehorz_start[ i ] indicates the start in horizontal direction of the i-th tile in pixels within 

the picture.  

25 tile-width[ i ] indicates the width of the i-th tile in pixels within the picture.  

tilevertstart[ i ] indicates the start in horizontal direction of the i-th tile in pixels within 

the picture.  

30 tile-height[ i ] indicates the height of the i-th tile in pixels within the picture.  

Note that the tile dimension SEI message may be used to in display operations, e.g., for 

assigning a tile to a screen in multiple screen display scenario.  

35 Fig. 30 thus reveals that the implementation syntax example of Fig. 29 with regard to the 

tile identification packets of Fig. 16 may be varied in that the tiles belonging to the scope 

of the respective tile identification packet are indicated by their location within the current 

picture 18 rather than their tile ID. That is, rather than signaling the tile ID of the first tile 
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in decoding order covered by the respective sub-portions encoded into any of the payload 

packet belonging to the scope of the respective interspersed tile identification packet, for 

each tile belonging to the current tile identification packet, its position could be signaled by 

signaling, for example, the upper left corner position of each tile i, here exemplarily by 

5 tilehorzstart and tilevertstart, and the width and height of tile i, here exemplarily by 

tile-width and tile-height.  

A syntax example for a region of interest SEI message is shown in Fig. 31. To be even 

more precise, Fig. 32 shows a first variant. In particular, the region of interest SEI message 

10 may, for example, be used on access unit level or on sub-picture level to signal one or 

more regions of interest. In accordance with the first variant of Fig. 32, an individual ROI 

is signaled once per ROI SEI message, rather than signaling all ROIs of the respective ROI 

packet's scope within one ROI SEI message if multiple ROIs are within the current scope.  

15 In accordance with Fig. 31, the region of interest SEI message signals each ROI 

individually. The semantics could be defined as follows: 

roi-id indicates the identifier of the region of interest.  

20 roipriority indicates the priority of all tiles that belongs to the region of interest in the 

prefixed slices or all slices following in decoding order depending on whether the SEI 

message is sent on sub-picture level or access unit level. The value of roipriority shall be 

in the range of 0 to 7 inclusively, where 7 indicates the highest priority. If both, 

roipriority in the roi info SEI message and tilepriority in the sub-picture tile info SEI 

25 messages are given, the highest value of both is valid for the priority of the individual tiles.  

num_tilesinroiminus1 indicates the number of tiles in the prefixed slices following in 

decoding order that belong to the region of interest.  

30 roi-tile-id[ i ] indicates the tileid of the i-th tile that belongs to the region of interest in 

the prefixed slices following in decoding order.  

That is, Fig. 31 shows that an ROI packet as shown in Fig. 15 could signal therein an ID of 

the region of interest which the respective ROI packet and the payload packet belonging to 

35 its scope refer to. Optionally, an ROI priority index may be signaled along with the ROI 

ID. However, both syntax elements are optional. Then, a syntax element 

num-tiles-in-roi-minus1 may indicate the number of tiles in the scope of the respective 

ROI packet belonging to the respective ROI 60. Then, roitile-id indicates the tile-ID of 
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the i-th tiles belonging to the ROI 60. Imagine, for example, picture 18 would be 

subdivided into tiles 70 in the way shown in Fig. 16, and that the ROI 60 of Fig. 15 would 

correspond to the left-hand half of picture 18, would be formed by the first and third tile in 

decoding order. Then, a ROI packet may be placed in front of the first payload packet 32 

5 of access unit 30 in Fig. 16, followed by a further ROI packet between the fourth and fifth 

payload packets 32 of this access unit 30. Then, the first ROI packet would have 

numtileinroiminus1 be set to 0 with roitileid[O] being 0 (thereby referring to the 

first tile in decoding order), wherein the second ROI packet in front of the fifth payload 

packet 32 would have numtilesinroiminus1 being set to 0 with roi_tileid[0] being set 

10 to 2 (thereby denoting the third tile in decoding order at the left-hand bottom quarter of 

picture 18).  

According to the second variant, the syntax of a region of interest SEI message could be as 

shown in Fig. 32. Here, all ROIs in a single SEI message are signaled. In particular, the 

15 same syntax as discussed above with respect to Fig. 31 would be used, but multiplying the 

syntax elements for each of ROIs of a number of ROIs which the respective ROI SEI 

message or ROI packet refers to, with a number being signaled by a syntax element, here 

exemplarily num rois minus. Optionally, a further syntax element, here exemplarily 

roijpresentationonseparatescreen, could signal for each ROI whether the respective 

20 ROI is suitable for being presented on a separate screen.  

The semantic could be as follows: 

num rois minus indicates the number of ROIs in the prefixed slices or regular slices 

25 following in decoding order.  

roi_id[ i ] indicates the identifier of the i-th region of interest.  

roipriority[ i ] indicates the priority of all tiles that belongs to the i-th region of interest 

30 in the prefixed slices or all slices following in decoding order depending on whether the 

SEI message is sent on sub-picture level or access unit level. The value of roipriority shall 

be in the range of 0 to 7 inclusively, where 7 indicates the highest priority. If both, 

roipriority in the roi-info SEI message and tilejpriority in the sub-picture tile info SEI 

messages are given, the highest value of both is valid for the priority of the individual tiles.  

35 

num_tilesinroiminusl[ i ] indicates the number of tiles in the prefixed slices following 

in decoding order that belong to the i-th region of interest.  
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roi-tile-id[ i ][ n ] indicates the tileid of the n-th tile that belongs to the i-th region of 

interest in the prefixed slices following in decoding order.  

roipresentationon_seperatescreen [ i ] indicates that the region of interest, associated 

5 with the i-th roiid is suitable for presentation on a separate screen.  

Thus, briefly summarizing the various embodiments described so far, an additional high 

level syntax signaling strategy has been presented which allows to apply SEI messages as 

well as additional high level syntax items beyond the ones included in the NAL unit header 

10 on a per slice level. Therefore, we described the slice prefix NAL unit. The syntax and 

semantics of the slice prefix and slicelevel/sub-picture SEI messages has been described 

along with use cases for low delay/sub-picture CPB operations, tile signaling and ROI 

signaling. An extended syntax has been presented to signal part of the slice header of 

following slices in the slice prefix additionally.  

15 

For the sake of completeness, Fig. 33 shows a further example for a syntax which could be 

used for a timing control packet according to the embodiment of Figs. 12 to 14. The 

semantics could be: 

20 duspt_cpb_removaldelayincrement specifies the duration, in units of clock sub-ticks, 
between the nominal CPB times of the last decoding unit in decoding order in the current 

access unit and the decoding unit associated with the decoding unit information SEI 

message. This value is also used to calculate an earliest possible time of arrival of decoding 

unit data into the CPB for the HSS, as specified in Annex C. The syntax element is 

25 represented by a fixed length code whose length in bits is given by 

du cpb-removaldelayincrement lengthminus1 + 1. When the decoding unit associated 

with the decoding unit information SEI message is the last decoding unit in the current 

access unit, the value of du spt cpbremovaldelay_increment shall be equal to 0.  

30 dpboutput_du_delaypresentflag equal to 1 specifies the presence of the 

picspt dpboutput du delay syntax element in the decoding unit information SEI 

message. dpboutput du delaypresent flag equal to 0 specifies the absence of the 

picspt dpboutput du delay syntax element in the decoding unit information SEI 

message.  

35 

picsptdpb_outputdudelay is used to compute the DPB output time of the picture 

when SubPicHrdFlag is equal to 1. It specifies how many sub clock ticks to wait after 

removal of the last decoding unit in an access unit from the CPB before the decoded 
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picture is output from the DPB. When not present, the value of 

picspt dpboutput du delay is inferred to be equal to picdpboutput du delay. The 

length of the syntax element picspt dpboutput du delay is given in bits by 

dpboutput delaydu length minus + 1.  

5 

It is a requirement of bitstream conformance that all decoding unit information SEI 

messages that are associated with the same access unit, apply to the same operation point, 

and have dpboutput du delaypresent flag equal to 1 shall have the same value of 

picspt dpboutput du delay. The output time derived from the 

10 picspt dpboutput du delay of any picture that is output from an output timing 

conforming decoder shall precede the output time derived from the 

picspt dpboutput du delay of all pictures in any subsequent CVS in decoding order.  

The picture output order established by the values of this syntax element shall be the same 

15 order as established by the values of PicOrderCntVal.  

For pictures that are not output by the "bumping" process because they precede, in 

decoding order, an IRAP picture with NoRaslOutputFlag equal to 1 that has 

nooutput ofjpriorpicsflag equal to 1 or inferred to be equal to 1, the output times 

20 derived from picspt dpb_outputdudelay shall be increasing with increasing value of 

PicOrderCntVal relative to all pictures within the same CVS. For any two pictures in the 

CVS, the difference between the output times of the two pictures when SubPicHrdFlag is 

equal to 1 shall be identical to the same difference when SubPicHrdFlag is equal to 0.  

25 Further, Fig. 34 shows a further example for signaling an ROI region using ROI packets. In 

accordance with Fig. 34, the syntax of an ROI packet comprises merely one flag indicating 

whether all sub-portions of picture 18 encoded into any payload packet 32 belonging to its 

scope belongs to the ROI or not. The "scope" extends up to the occurrence of the ROI 

packet or region refreshinfo SEI message. If the flag is 1, the region is indicated as being 

30 encoded into a respective subsequent payload packet(s), and if 0 the opposite applies, i.e.  

the respective sub-portions of picture 18 do not belong to the ROI 60.  

Before discussing some of the above embodiments again in other words with additionally 

explaining some terms used above such as tile, slice and WPP sub-stream sub-divisioning, 

35 it should be noted that the above embodiments's High Level signaling may alternatively be 

defined in transport specifications such as [3-7]. In other words, the packets mentioned 

above and forming sequence 34 may be transport packets some of which having the 

application layer's sub-portions such as slices, incorporated, such as packetized in full or 
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. I 

fragmented, thereinto, some being interspersed between the latter in the manner, and with 

the aim, discussed above. In other words, above-mentioned interspersed packets are not 

restricted to be defined as SEI massages of other types of NAL units, defined in the 

application layer's video codec, but could alternatively be extra transport packet defined in 

5 transport protocols.  

In other words, in accordance with one aspect of the present specification, above 

embodiments revealed a video data stream having video content encoded therein in units of 

sub-portions (see coding tree blocks or slices) of pictures of the video content, each sub

10 portion being respectively encoded into one or more payload packets (see VCL NAL units) 

of a sequence of packets (NAL units) of the video data stream, the sequence of packets 

being divided into a sequence of access units so that each access unit collects the payload 

packets relating to a respective picture of the video content, wherein the sequence of 

packets has interspersed thereinto timing control packets (slice prefix) so that the timing 

15 control packets subdivide the access units into decoding units so that at least some access 

units are subdivided into two or more decoding units, with each timing control packet 

signaling a decoder buffer retrieval time for a decoding unit, the payload packets of which 

follow the respective timing control packet in the sequence of packets.  

20 As described above, the domain with respect to which the video content is encoded into the 

data stream in units of sub-portions of pictures, may cover the syntax elements relating to 

predictive coding such as coding modes (such as intra mode, inter mode, sub-division 

information and the like), prediction parameters (such as motion vectors, extrapolation 

directions or the like) and/or residual data (such as transform coefficient levels, with these 

25 syntax elements being associated with local portions of the picture such as coding tree 

blocks, prediction blocks and residual (such as transform) blocks, respectively.  

As described above, the payload packets may each encompass one or more slices (in 

complete, respectively). The slices may be independently decodable or may show 

30 interrelations which hinder an independent decoding thereof. For example, entropy slices 

may be independently entropy decodable, but prediction beyond the slice boundaries may 

be prohibited. Dependent slices may allow for WPP processing, i.e. coding/decoding using 

entropy and predictive coding beyond the slice boundaries with the ability of parallely 

coding/decoding the dependent slices in a time overlapping manner with, however, a 

35 staggered commence of the coding/decoding procedure of the individual dependent slices 

and the slice/slices referred to by the dependent slices.  
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The sequential order at which the payload packets of an access unit are arranged within the 

respective access unit may be known to the decoder in advance. For example, a 

coding/decoding order may be defined among the sub-portions of the pictures such as the 

scanning order among the coding tree blocks in the above examples.  

5 

See, for example, the figure below. A currently coded/decoded picture 100 may be divided 

into tiles which, in Figs. 35 and 36, for example, exemplarily correspond to the four 

quadrants of the picture 110 and are indicated with reference signs 112a-112d. That is, the 

whole picture 110 may form one tile as in case of Fig. 37 or may be segmented into more 

10 than one tile. The tile segmentation may be restricted to regular ones in which the tiles are 

arranged in columns and rows only. Different examples are presented below.  

As can be seen, the picture 110 is further subdivided into coding (tree) blocks (small boxes 

in the figure and called CTB above) 114 among which a coding order 116 is defined (here, 

15 raster scan order, but may also be different). The picture's sub-division into the tiles 112a

d may be restricted so that tiles are disjoint sets of the blocks 114. Additionally, both 

blocks 114 and tiles 112a-d may be restricted to a regular arrangement in columns and 

rows.  

20 If tiles (i.e. more than one) are present, then the (de)coding order 116 raster scans a first 

complete tile first with then transitioning - also in a raster scan tile order - to the next tile 

in tile order.  

As tiles are en/decodable independent from each other due to the non-crossing of tile 

25 boundaries by spatial predictions and context selections deduced from spatial 

neighborhood, encoder 10 and decoder 12 may encode/decode a picture sub-divided into 

tiles 112 (formerly indicated by 70), in parallel, independent from each other - except for, 

for example, an in-loop or post-filtering which may be allowed to cross tile boundaries.  

30 The picture 110 may further be subdivided into slices 118a-d, 180 - formerly indicated 

using reference sign 24. A slice may contain merely a part of a tile, one complete tile or 

more than one tiles in complete. Thus, the division into slices may also subdivide tiles as in 

case of Fig. 35. Each slice comprises at least one coding block 114 in complete and is 

composed of consecutive coding blocks 114 in coding order 116 so that an order is defined 

35 among the slices 118a-d following which the indices in the figure have been assigned. The 

slice division in Figs. 35 to 37 has been chosen for illustration purposes only. The tile 

boundaries may signaled in the data stream. The picture 110 may form a single tile as 

depicted in Fig. 37.  
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Encoder 10 and decoder 12 may be configured to obey tile boundaries in that spatial 

prediction is not applied across tile boundaries. The context adaptation, i.e. probability 

adaptations of the various entropy (arithmetic) contexts may continue over whole slices.  

5 However, whenever a slice crosses - along coding order 116 - a tile boundary (if present 

within the inner of a slice) such as in Fig. 36 with regard to slices 118a,b, then the slice is, 
in turn, subdivided into subsections (substreams or tiles) with the slice comprising pointers 

(c.p. entrypointoffset) pointing to the beginnings of each subsection. In decoder-loop 

filters may be allowed to cross tile boundaries. Such filters may involve one or more of a 

10 deblocking filter, a Sample Adaptive Offset (SAO) filter and an Adaptive loop filter 

(ALF). The latter may be applied over tile/slice boundaries if activated.  

Each optional second and following subsections may have their beginning positioned byte

aligned within the slice with the pointer indicating the offset from beginning of one 

15 subsection to the beginning to the next subsection. The subsections are arranged within 

slices in the scan order 116. Fig. 38 shows an example with slice 180c of Fig. 37 being 

exemplarily subdivided into subsections 1191.  

With regard to the figures it is noted that slices forming subparts of tiles do not have to end 

20 with the row in the tile 112a. See, for example slice 118a in Figs. 37 and 38.  

The figure below shows an exemplary portion of a data stream relating to an access unit 

associated with the picture 110 of the above Fig. 38). Here, each payload packet 122a-d 

formerly indicated by reference sign 32 - exemplarily accommodates merely one slice 

25 118a. Two timing control packets 124a,b - formerly indicated by reference sign 36 -are 

shown as being interspersed into the access unit 120 for illustration purposes: 124a 

precedes packet 122a in packet order 126 (corresponding to de/encoding time axis) and 

124b precedes packet 122c. Accordingly, access unit 120 is divided into two decoding 

units 128a,b - formerly indicated by reference sign 38 - , the first one of which comprises 

30 packets 122a,b (along with optional filler data packets (succeeding the first and second 

packets 122a,b, respectively) and optional access unit leading SEI packets (preceding the 

first packet 122a)) and the second one of which comprises packets 118c,d (along with 

optional filler data packets (succeeding packets 122c,d, respectively)).  

35 As described above, each packet of the sequence of packets may be assigned to exactly one 

packet type out of a plurality of packet types (nal unit type). Payload packets and timing 

control packets (and optional filler data and SEI packets) are, for example, of different 

packet types. The instantiations of packets of a certain packet type in the sequence of 
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packets may be subject to certain limitations. These limitations may define an order among 

the packet types (see Fig. 17) which is to be obeyed by the packets within each access unit 

so that access unit borders 130a,b are detectable, and remain at the same position within 

the sequence of packets, even if packets of any removable packet type are removed from 

5 the video data stream. For example, payload packets are of the non-removable packet type.  

However, timing control packets, filler data packets and SEI packets may, as discussed 

above, be of the removable packet type, i.e. they may be non-VCL NAL units.  

In the above example, timing control packets have explicitly been exemplified above by 

10 the syntax of sliceprefixrbspo.  

Using such an interspersing of timing control packets, an encoder is enabled to adjust the 

buffering scheduling at the decoder side during the course of encoding the individual 

pictures of the video content. For example, the encoder is enabled to optimize the buffer 

15 scheduling to minimize the end-to-end delay. In this regard, the encoder is enabled to take 

the individual distribution of coding complexness across the picture area of the video 

content for the individual pictures of the video content into account. In particular, the 

encoder may continuously output the sequence of packets 122, 122a-d, 122a-d3 on a 

packet-by-packet basis (i.e. as soon as a current packet has been finalized it is output). By 

20 use of the timing control packets, the encoder is able to adjust the buffer scheduling at the 

decoding side at moments where some of the sub-portions of the current picture have 

already been encoded into respective payload packets with remaining sub-portions, 

however, not yet having been encoded.  

25 Accordingly, an encoder for encoding into a video data stream video content in units of 

sub-portions (see coding tree blocks, tiles or slices) of pictures of the video content, with 

respectively encoding each sub-portion into one or more payload packets (see VCL NAL 

units) of a sequence of packets (NAL units) of the video data stream so that the sequence 

of packets is divided into a sequence of access units and each access unit collects the 

30 payload packets relating to a respective picture of the video content, may be configured to 

intersperse into the sequence of packets timing control packets (slice prefix) so that the 

timing control packets subdivide the access units into decoding units so that at least some 

access units are subdivided into two or more decoding units, with each timing control 

packet signaling a decoder buffer retrieval time for a decoding unit, the payload packets of 

35 which follow the respective timing control packet in the sequence of packets.  

Any decoder receiving the just-outlined video data stream is free to exploit the scheduling 

information contained in the timing control packet or not. However, while the decoder is 
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free to exploit the information, a decoder conforming with the codec level must be able to 

decode data following the indicated timing. If exploitation takes place, the decoder feeds 

its decoder buffer and empties its decoder buffer in units of decoding units. The "decoder 

buffer" may, as described above, involve the decoded picture buffer and/or the coded 

5 picture buffer.  

Accordingly, a decoder for decoding a video data stream having video content encoded 

therein in units of sub-portions (see coding tree blocks, tiles or slices) of pictures of the 

video content, each sub-portion being respectively encoded into one or more payload 

10 packets (see VCL NAL units) of a sequence of packets (NAL units) of the video data 

stream, the sequence of packets being divided into a sequence of access units so that each 

access unit collects the payload packets relating to a respective picture of the video 

content, may be configured to look for timing control packets interspersed into the 

sequence of packets, subdivide the access units into decoding units at the timing control 

15 packets so that at least some access units are subdivided into two or more decoding units, 
derive from each timing control packet a decoder buffer retrieval time for a decoding unit, 
the payload packets of which follow the respective timing control packet in the sequence of 

packets, and retrieve the decoding units from a buffer of the decoder scheduled at times 

defined by the decoder buffer retrieval times for the decoding units.  

20 

Looking for the timing control packet may involve the decoder inspecting the NAL unit 

header and the syntax element comprised thereby, namely nal unit type. If the value of the 

latter flag equals some value, i.e. is, in accordance with the above examples, 124, then the 

packet currently inspected is a timing control packet. That is, the timing control packet 

25 would comprise or convey the information explained above with respect to pseudo code 

subpic buffering as well as subpictiming. That is, the timing control packets may convey 

or specify initial CPB removal delays for the decoder or specify how many clock ticks to 

wait after removal from the CPB of a respective decoding unit.  

30 In order to allow for a repetitive transmission of the timing control packets without 

unintentionally further dividing the access unit into further decoding units, a flag within the 

timing control packets may explicitly signal whether the current timing control packet 

participates in the access unit subdivision into coding units or not (compare 

decodingunitstartflag = 1 indicating the start of a decoding unit, and 

35 decodingunitstartflag = 0 signaling the opposite circumstance).  

The aspect of using interspersed decoding unit related tile identification information differs 

from the aspect of using interspersed decoding unit related timing control packets in that 
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tile identification packets are interspersed into the data stream. The above-mentioned 

timing control packets may additionally be interspersed into the data stream or the decoder 

buffer retrieval times may be conveyed along with the below explained tile identification 

information within the same packet commonly. Accordingly, details brought forward in the 

5 above section may be used in order to clarify issues in the description below.  

A further aspect of the present specification derivable from the above-described 

embodiments reveals a video data stream having video content encoded therein, using 

predictive and entropy coding, in units of slices into which pictures of the video content are 

10 spatially subdivided, using a coding order among the slices, with restricting predictions of 

the predictive coding and/or entropy coding to the inner of tiles into which the pictures of 

the video content are spatially subdivided, wherein the sequence of the slices in coding 

order are packetized into payload packets of a sequence of packets (NAL units) of the 

video data stream in the coding order, the sequence of packets being divided into a 

15 sequence of access units so that each access unit collects the payload packets having 

packetized thereinto slices relating to a respective picture of the video content, wherein the 

sequence of packets has tile identification packets interspersed thereinto identifying tiles 

(potentially merely one) which are overlaid by slices (potentially merely one) packetized 

into one or more payload packets immediately following the respective tile identification 

20 packet in the sequence of packets.  

See, for example, the immediately preceding figure showing a data stream. Packets 124a 

and 124b shall now represent tile identification packets. Either by explicit signaling 

(compare singlesliceflag = 1) or per convention, the tile identification packet may 

25 merely identify tiles which are overlaid by slices packetized into the immediately 

following payload packet 122a. Alternatively, by explicit signaling or per convention, the 

tile identification packet 124a may identify tiles which are overlaid by slices packetized 

into one or more payload packets immediately following the respective tile identification 

packet 124a in the sequence of packets until the earlier of the end 130b of the current 

30 access unit 120, and the starting of a next decoding unit 128b, respectively. See, for 

example, Fig. 35: if each slice 118a-di-3 was separately packetized into a respective packet 

122a-di-3, with the subdivision into decoding units being such that the packets are grouped 

into three decoding units according to {122ai-3},{122bi-3} and {122ci-3, 122di-3}, then the 

slices {118c1-3, 118di-3} packetized into the packets {122ci-3, 122di-3} of the third 

35 decoding unit would, for example, overlay tiles 112c and 112d, and the corresponding slice 

prefix would, for example, when referring to the complete decoding unit, indicate "c" and 

"d", i.e. these tiles 112c and 112d.  
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Thus, the network entity mentioned further below may use this explicit signaling or 

convention in order to correctly associate each tile identification packet with one or more 

payload packets immediately following the identification packet in the sequence of 

packets. The way the identification may be signaled has exemplarily been described above 

5 by way of the pseudo code subpictileinfo. The associated payload packets were 

mentioned above as "prefixed slices". Naturally, the example may be modified. For 

example, the syntax elements "tilejpriority" may be left away. Further, the order among 

the syntax elements may be switched and the descriptor regarding possible bit lengths and 

encoding principles of the syntax elements is merely illustrative.  

10 

A network entity which receives the video data stream (i.e. a video data stream having 

video content encoded therein, using predictive and entropy coding, in units of slices into 

which pictures of the video content are spatially subdivided, using a coding order among 

the slices, with restricting predictions of the predictive coding and/or entropy coding to the 

15 inner of tiles into which the pictures of the video content are spatially subdivided, wherein 

the sequence of the slices in coding order are packetized into payload packets of a 

sequence of packets (NAL units) of the video data stream in the coding order, the sequence 

of packets being divided into a sequence of access units so that each access unit collects 

the payload packets having packetized thereinto slices relating to a respective picture of the 

20 video content, wherein the sequence of packets has tile identification packets interspersed 

thereinto) may be configured to identify, based on the tile identification packets, tiles 

which are overlaid by slices packetized into one or more payload packets immediately 

following the respective tile identification packet in the sequence of packets. The network 

entity may use the identification result so as to decide on transmission tasks. For example, 

25 the network entity may handle the different tiles with different priority for playback. For 

example, in case of packet loss those payload packets relating to tiles of higher priority 

may be preferred for a retransmission over payload packets relating to tiles of lower 

priority. That is, the network entity may first request the retransmission of lost payload 

packets relating to tiles of higher priority. Merely in case of enough time being left 

30 (depending on the transmission rate) the network entity proceeds with requesting the 

retransmission of lost payload packets relating to tiles of lower priority. The network entity 

may, however, also be a playback unit which is able to assign tiles or payload packets 

relating to certain tiles to different screens.  

35 With regard to the aspect of using interspersed region of interest information, it should be 

noted that the ROI packets mentioned below could coexist with the above mentioned 

timing control packets and/or tile identification packets, either by combining the 
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information content thereof within common packets as described above with respect to the 

slice prefixes, or in the form of separate packets.  

The aspect of using interspersed region of interest information as described above reveals, 
5 in other words, a video data stream having video content encoded therein, using predictive 

and entropy coding, in units of slices into which pictures of the video content are spatially 

subdivided, using a coding order among the slices, with restricting predictions and/or 

entropy coding of the predictive coding to the inner of tiles into which the pictures of the 

video content are divided, wherein the sequence of the slices in coding order are 

10 packetized into payload packets of a sequence of packets (NAL units) of the video data 

stream in the coding order, the sequence of packets being divided into a sequence of access 

units so that each access unit collects the payload packets having packetized thereinto 

slices relating to a respective picture of the video content, wherein the sequence of packets 

has ROI packets interspersed thereinto identifying tiles of the pictures which belong to a 

15 ROI of the pictures, respectively.  

With regard to the ROI packets, similar comments are valid as those provided before with 

respect to the tile identification packets: the ROI packets may identify tiles of the pictures 

which belong to an ROI of the picture merely among those tiles which are overlaid by 

20 slices contained in the one or more payload packets which the respective ROI packet refers 

to by way of its immediately preceding the one or more payload packets as described 

above with respect to the "prefixed slices".  

ROI packets may allow for identifying more than one ROI per prefixed slices with 

25 identifying the associated tiles for each of these ROIs (c.p. numrois_minus1). Then, for 

each ROI, a priority may be transmitted allowing for ranking the ROIs in terms of priority 

(c.p. roipriority[ i ]). In order to allow for a "tracking" of ROIs over time during a picture 

sequence of the video, each ROI may by indexed with an ROI index so that ROIs indicated 

in the ROI packets may be associated with each other beyond/across picture boundaries, 
30 i.e. over time (c.p. roiid[ i ]).  

A network entity which receives the video data stream (i.e. a video data stream having 

video content encoded therein, using predictive and entropy coding, in units of slices into 

which pictures of the video content are spatially subdivided, using a coding order among 

35 the slices, with restricting predictions of the predictive coding to the inner of tiles into 

which the pictures of the video content are divided, while continuing probability adaptation 

of the entropy coding over the whole slices, wherein the sequence of the slices in coding 

order are packetized into payload packets of a sequence of packets (NAL units) of the 
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video data stream in the coding order, the sequence of packets being divided into a 

sequence of access units so that each access unit collects the payload packets having 

packetized thereinto slices relating to a respective picture of the video content) may be 

configured to identify, based on the tile identification packets, packets packetizing slices 

5 which overlay the tiles which belong to the ROI of the pictures.  

The network entity may exploit the information conveyed by the ROI packet in a manner 

similar as explained above in this previous section regarding the tile identification packets.  

10 With regard to the current section as well as the previous section, it should be noted that 

any network entity, such as a MANE or decoder, is able to ascertain which tile or tiles are 

overlaid by the slice or slices of a payload packet currently inspected, simply by surveying 

the slice order of the slices of the pictures and surveying the progress of the portion of the 

current picture these slices cover, relative to the position of the tiles in the picture, which 

15 may be explicitly signaled in the data stream as explained above or may be known to 

encoder and decoder by convention. Alternatively, each slice (except the first of a picture 

in scan order) may be provided with an indication/index (sliceaddress measured in units 

of coding tree blocks) of the first coding block (e.g. CTB) same refers to (same codes) so 

that the decoder may place each slice (its reconstruction) into the picture from this first 

20 coding block on into the direction of the slice order. Accordingly, it may suffice if the 

aforementioned tile information packets merely comprise the index of the first tile 

(firsttile_id inprefixedslices) overlaid by any slice of the associated one or more 

payload packets immediately following the respective tile identification packet since it is 

clear for the network entity upon encountering the next tile identification packet in line that 

25 if the index conveyed by the latter tile identification packet differs from the previous one 

by more than one, then the payload packets between those two tile identification packets 

cover the tiles having the tile index therebetween. This is true if, as mentioned above, both 

tile subdivision and coding block subdivision are, for example, based on a row/column

wise subdivision having a raster scan order defined thereamong which is, for both tiles and 

30 coding blocks, row-wise, for example, i.e. the tile index increases in this raster scan order 

as well as the slices follow each other in accordance with the slice order along this raster 

scan order among the coding blocks.  

The aspect of packetized and interspersed slice header signaling described derivable from 

35 above embodiments is also combinable with any one of the aforementioned aspects or any 

combination thereof. The previously explicitly described slice prefixes, for example, in 

accordance with version 2 unified all these aspects. An advantage of the present aspect is 

the possibility of rendering slice header data more easily available for network entities as 
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they are conveyed in self-contained packets external to prefixed slices/payload packets, 

and a repetitive transmission of the slice header data is enabled.  

Accordingly, a further aspect of the present specification is the aspect of packetized and 

5 interspersed slice header signaling and may be, in other words, seen as revealing a video 

data stream having video content encoded therein in units of sub-portions (see coding tree 

blocks or slices) of pictures of the video content, each sub-portion being respectively 

encoded into one or more payload packets (see VCL NAL units) of a sequence of packets 

(NAL units) of the video data stream, the sequence of packets being divided into a 

10 sequence of access units so that each access unit collects the payload packets relating to a 

respective picture of the video content, wherein the sequence of packets has interspersed 

thereinto slice header packets (slice prefix) conveying slice header data for, and missing in, 

one or more payload packets which follow the respective slice header packet in the 

sequence of packets.  

15 

A network entity which receives the video data stream (i.e. a video data stream having 

video content encoded therein in units of sub-portions (see coding tree blocks or slices) of 

pictures of the video content, each sub-portion being respectively encoded into one or more 

payload packets (see VCL NAL units) of a sequence of packets (NAL units) of the video 

20 data stream, the sequence of packets being divided into a sequence of access units so that 

each access unit collects the payload packets relating to a respective picture of the video 

content, wherein the sequence of packets has interspersed thereinto slice header packets) 

may be configured to read slice header along with payload data for the slices from the 

packets with, however, deriving from the slice header packets slice header data and 

25 skipping reading the slice header for one or more payload packets which follow the 

respective slice header packet in the sequence of packets, but adopting the slice header 

derived from the slice header packet which the one or more payload packets follow, 

instead.  

30 As was true with the above mentioned aspects, it is possible that the packets, here the slice 

header packets, may also have the functionality of indicating to any network entity such as 

a MANE or decoder, the beginning of a decoding unit or a beginning of runs of the one or 

more payload packets prefixed by the respective packet. Accordingly, the network entity in 

accordance with the present aspect may identify the payload packets for which reading the 

35 slice header has to be skipped based on the aforementioned syntax elements in this packet, 

namely single_slice_flag, in combination with, for example, decoding unit start flag, 

among which the latter flag enables, as discussed above, a retransmission of copies of 

certain slice header packets within decoding units. This is useful, for example, as the slice 
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header of the slices within one decoding unit may change along the sequence of slices, and 

accordingly, while slice header packets at the beginning of decoding units may have the 

decodingunitstartflag set (being equal to one), slice header packets positioned 

therebetween may have this flag not set, so as to prevent any network entity from falsely 

5 interpreting the occurrence of this slice header packet as a beginning a new decoding unit.  

Although some aspects have been described in the context of an apparatus, it is clear that 

these aspects also represent a description of the corresponding method, where a block or 

device corresponds to a method step or a feature of a method step. Analogously, aspects 

10 described in the context of a method step also represent a description of a corresponding 

block or item or feature of a corresponding apparatus. Some or all of the method steps may 

be executed by (or using) a hardware apparatus, like for example, a microprocessor, a 

programmable computer or an electronic circuit. In some embodiments, some one or more 

of the most important method steps may be executed by such an apparatus.  

15 

The inventive video data stream can be stored on a digital storage medium or can be 

transmitted on a transmission medium such as a wireless transmission medium or a wired 

transmission medium such as the Internet.  

20 Depending on certain implementation requirements, embodiments of the invention can be 

implemented in hardware or in software. The implementation can be performed using a 

digital storage medium, for example a floppy disk, a DVD, a Blu-Ray, a CD, a ROM, a 

PROM, an EPROM, an EEPROM or a FLASH memory, having electronically readable 

control signals stored thereon, which cooperate (or are capable of cooperating) with a 

25 programmable computer system such that the respective method is performed. Therefore, 

the digital storage medium may be computer readable.  

Some embodiments according to the invention comprise a data carrier having 

electronically readable control signals, which are capable of cooperating with a 

30 programmable computer system, such that one of the methods described herein is 

performed.  

Generally, embodiments of the present invention can be implemented as a computer 

program product with a program code, the program code being operative for performing 

35 one of the methods when the computer program product runs on a computer. The program 

code may for example be stored on a machine readable carrier.  
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Other embodiments comprise the computer program for performing one of the methods 

described herein, stored on a machine readable carrier.  

In other words, an embodiment of the inventive method is, therefore, a computer program 

5 having a program code for performing one of the methods described herein, when the 

computer program runs on a computer.  

A further embodiment of the inventive methods is, therefore, a data carrier (or a digital 

storage medium, or a computer-readable medium) comprising, recorded thereon, the 

10 computer program for performing one of the methods described herein. The data carrier, 
the digital storage medium or the recorded medium are typically tangible and/or non

transitionary.  

A further embodiment of the inventive method is, therefore, a data stream or a sequence of 

15 signals representing the computer program for performing one of the methods described 

herein. The data stream or the sequence of signals may for example be configured to be 

transferred via a data communication connection, for example via the Internet.  

A further embodiment comprises a processing means, for example a computer, or a 

20 programmable logic device, configured to or adapted to perform one of the methods 

described herein.  

A further embodiment comprises a computer having installed thereon the computer 

program for performing one of the methods described herein.  

25 

A further embodiment according to the invention comprises an apparatus or a system 

configured to transfer (for example, electronically or optically) a computer program for 

performing one of the methods described herein to a receiver. The receiver may, for 

example, be a computer, a mobile device, a memory device or the like. The apparatus or 

30 system may, for example, comprise a file server for transferring the computer program to 

the receiver .  

In some embodiments, a programmable logic device (for example a field programmable 

gate array) may be used to perform some or all of the functionalities of the methods 

35 described herein. In some embodiments, a field programmable gate array may cooperate 

with a microprocessor in order to perform one of the methods described herein. Generally, 
the methods are preferably performed by any hardware apparatus.  
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The above described embodiments are merely illustrative for the principles of the present 

invention. It is understood that modifications and variations of the arrangements and the 

details described herein will be apparent to others skilled in the art. It is the intent, 

therefore, to be limited only by the scope of the impending patent claims and not by the 

5 specific details presented by way of description and explanation of the embodiments 

herein.  

In the claims which follow and in the preceding description of the invention, except where 

the context requires otherwise due to express language or necessary implication, the word 

10 "comprise" or variations such as "comprises" or "comprising" is used in an inclusive 

sense, i.e. to specify the presence of the stated features but not to preclude the presence or 

addition of further features in various embodiments of the invention.  

It is to be understood that reference herein to prior art publications does not constitute an 

15 admission that the publication forms a part of the common general knowledge in the art, in 

Australia or any other country.  
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Claims 

1. Video data stream having video content encoded therein in units of sub-portions of 

pictures of the video content, each sub-portion being respectively encoded into one or more 

5 payload packets of a sequence of packets of the video data stream, the sequence of packets 

being divided into a sequence of access units so that each access unit collects the payload 

packets relating to a respective picture of the video content, wherein the sequence of 

packets has interspersed thereinto timing control packets so that the timing control packets 

subdivide the access units into decoding units so that at least some access units are 

10 subdivided into two or more decoding units, with each timing control packet signaling a 

decoder buffer retrieval time for a decoding unit, the payload packets of which follow the 

respective timing control packet in the sequence of packets.  

2. Video data stream according to claim 1 wherein the sub-portions are slices, and 

15 each payload packet encompasses one or more slices.  

3. Video data stream according to claim 2 wherein the slices comprise independently 

decodable slices and dependent slices allowing, for WPP processing, decoding using 

entropy and predictive decoding beyond slice boundaries.  

20 

4. Video data stream according to any of claims 1 to 3 wherein each packet of the 

sequence of packets may be assigned to exactly one packet type out of a plurality of packet 

types with payload packets and timing control packets being of different packet types, 

wherein occurrences of packets of the plurality of packet types in the sequence of packets 

25 are subject to certain limitations which define an order among the packet types which is to 

be obeyed by the packets within each access unit so that access unit borders are detectable 

using the limitations by detecting instances where the limitations are objected to, and 

remain at the same position within the sequence of packets, even if packets of any 

removable packet type are removed from the video data stream, wherein payload packets 

30 are of a non-removable packet type, and timing control packets are of the removable 

packettype.  

5. Video data stream according to any of claims 1 to 4 wherein each packet comprises 

a packet type indicating syntax element portion.  

35 

6. Video data stream according to claim 5 wherein the packet type indicating syntax 

element portion comprises a packet type field in a packet header of the respective packet, 
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the content of which differs between payload packets and timing control packets, and, for 

timing control packets, a SEI packet type field differentiating between the timing control 

packets on the one hand and SEI packets of different type on the other hand.  

5 7. Encoder for encoding into a video data stream video content in units of sub

portions of pictures of the video content, with respectively encoding each sub-portion into 

one or more payload packets of a sequence of packets of the video data stream so that the 

sequence of packets is divided into a sequence of access units and each access unit collects 

the payload packets relating to a respective picture of the video content, the encoder being 

10 configured to intersperse into the sequence of packets timing control packets so that the 

timing control packets subdivide the access units into decoding units so that at least some 

access units are subdivided into two or more decoding units, with each timing control 

packet signaling a decoder buffer retrieval time for a decoding unit, the payload packets of 

which follow the respective timing control packet in the sequence of packets.  

15 

8. Encoder according to claim 7 wherein herein the encoder is configured to, during 

encoding a current picture of the video content, 

encode a current sub-portion of a current picture into a current payload packet of a current 

decoding unit, 

20 transmit, within the data stream, the current decoding unit prefixed with a current timing 

control packet with setting a decoder buffer retrieval time signaled by the current timing 

control packet, at a first time instant; and 

encode a further sub-portion of the current picture at a second time instant, later than the 

first time instant.  

25 

9. Method for encoding into a video data stream video content in units of sub-portions 

of pictures of the video content, with respectively encoding each sub-portion into one or 

more payload packets of a sequence of packets of the video data stream so that the 

sequence of packets is divided into a sequence of access units and each access unit collects 

30 the payload packets relating to a respective picture of the video content, the method 

comprising interspersing into the sequence of packets timing control packets so that the 

timing control packets subdivide the access units into decoding units so that at least some 

access units are subdivided into two or more decoding units, with each timing control 

packet signaling a decoder buffer retrieval time for a decoding unit, the payload packets of 

35 which follow the respective timing control packet in the sequence of packets.  

10. Decoder for decoding a video data stream having video content encoded therein in 

units of sub-portions of pictures of the video content, each sub-portion being respectively 
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encoded into one or more payload packets of a sequence of packets of the video data 

stream, the sequence of packets being divided into a sequence of access units so that each 

access unit collects the payload packets relating to a respective picture of the video 

content, the decoder comprising a buffer for buffering the video data stream or a 

5 reconstruction of the video content obtained therefrom by the decoding of the video data 

stream and configured to look for timing control packets interspersed into the sequence of 

packets, subdivide the access units into decoding units at the timing control packets so that 

at least some access units are subdivided into two or more decoding units, and empty the 

buffer in units of the decoding units.  

10 

11. Decoder according to claim 10, wherein the decoder is configured to, in looking for 

the timing control packets, inspect, in each packet, a packet type indicating syntax element 

portion with, if a value of the packet type indicating syntax element portion equals a 

predetermined value, recognize the respective packet as a timing control packet.  

15 

12. Method for decoding a video data stream having video content encoded therein in 

units of sub-portions of pictures of the video content, each sub-portion being respectively 

encoded into one or more payload packets of a sequence of packets of the video data 

stream, the sequence of packets being divided into a sequence of access units so that each 

20 access unit collects the payload packets relating to a respective picture of the video 

content, the method using a buffer for buffering the video data stream or a reconstruction 

of the video content obtained therefrom by the decoding of the video data stream and 

comprising looking for timing control packets interspersed into the sequence of packets, 

subdividing the access units into decoding units at the timing control packets so that at 

25 least some access units are subdivided into two or more decoding units, and emptying the 

buffer in units of the decoding units.  

13. Network entity for transmitting a video data stream having video content encoded 

therein in units of sub-portions of pictures of the video content, each sub-portion being 

30 respectively encoded into one or more payload packets of a sequence of packets of the 

video data stream, the sequence of packets being divided into a sequence of access units so 

that each access unit collects the payload packets relating to a respective picture of the 

video content, the decoder being configured to look for timing control packets interspersed 

into the sequence of packets, subdivide the access units into decoding units at the timing 

35 control packets so that at least some access units are subdivided into two or more decoding 

units, derive from each timing control packet a decoder buffer retrieval time for a decoding 

unit, the payload packets of which follow the respective timing control packet in the 
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sequence of packets, and perform the transmission of the video data stream dependent on 

the decoder buffer retrieval times for the decoding units.  

14. Method for transmitting a video data stream having video content encoded therein 

5 in units of sub-portions of pictures of the video content, each sub-portion being 

respectively encoded into one or more payload packets of a sequence of packets of the 

video data stream, the sequence of packets being divided into a sequence of access units so 

that each access unit collects the payload packets relating to a respective picture of the 

video content, the method comprising looking for timing control packets interspersed into 

10 the sequence of packets, subdivide the access units into decoding units at the timing 

control packets so that at least some access units are subdivided into two or more decoding 

units, deriving from each timing control packet a decoder buffer retrieval time for a 

decoding unit, the payload packets of which follow the respective timing control packet in 

the sequence of packets, and performing the transmission of the video data stream 

15 dependent on the decoder buffer retrieval times for the decoding units.  

15. Video data stream having video content encoded therein, using predictive and 

entropy coding, in units of slices into which pictures of the video content are spatially sub

divided, using a coding order among the slices, with restricting predictions of the 

20 predictive coding and/or entropy coding to the inner of tiles into which the pictures of the 

video content are spatially sub-divided, wherein the sequence of the slices are packetized 

into payload packets of a sequence of packets of the video data stream in the coding order, 
the sequence of packets being divided into a sequence of access units so that each access 

unit collects the payload packets having packetized thereinto slices relating to a respective 

25 picture of the video content, wherein the sequence of packets has tile identification packets 

interspersed thereinto between payload packets of one access unit, identifying one or more 

tiles overlaid by any slice packetized into one or more payload packets immediately 

following the respective tile identification packet in the sequence of packets.  

30 16. Video data stream according to claim 15 wherein the tile identification packets 

identify the one or more tiles overlaid by any slice packetized into exactly the immediately 

following payload packet.  

17. Video data stream according to claim 15 wherein the tile identification packets 

35 identify the one or more tiles overlaid by any slice packetized into the one or more payload 

packets immediately following the respective tile identification packet in the sequence of 

packets until the earlier of an end of the current access unit, and the next tile identification 

packet, respectively, in the sequence of packets.  
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18. Network entity configured to receive a video data stream according to any of claims 

15 to 16 and identify, based on the tile identification packets, tiles which are overlaid by 

slices packetized into one or more payload packets immediately following the respective 

5 tile identification packet in the sequence of packets.  

19. Network entity according to claim 18 wherein the network entity is configured to 

use a result of the identification so as to decide on transmission tasks pertaining the video 

data stream.  

10 

20. Network entity according to claim 18 or 19 wherein the transmission tasks 

comprise re-transmission requests concerning defect packets.  

21. Network entity according to claim 18 or 19 wherein the network entity is 

15 configured to handle different tiles with different priority by assigning a higher priority to 

tile identification packets and the payload packets immediately following the respective 

tile identification packet having slices packetized thereinto which overlay tiles identified 

by the respective tile identification packets, for which the priority is higher, then to tile 

identification packets and the payload packets immediately following the respective tile 

20 identification packet having slices packetized thereinto which overlay tiles identified by 

the respective tile identification packets, for which the priority is lower.  

22. Network entity according to claim 21 wherein the network entity is configured to 

first request a retransmission of payload packets having the higher priority assigned 

25 thereto, before requesting any retransmission of payload packets having the lower priority 

assigned thereto.  

23. Method comprising receiving a video data stream according to any of claims 15 to 

16 and identifying, based on the tile identification packets, tiles which are overlaid by 

30 slices packetized into one or more payload packets immediately following the respective 

tile identification packet in the sequence of packets.  

24. Video data stream having video content encoded therein in units of sub-portions of 

pictures of the video content, each sub-portion being respectively encoded into one or more 

35 payload packets of a sequence of packets of the video data stream, the sequence of packets 

being divided into a sequence of access units so that each access unit collects the payload 

packets relating to a respective picture of the video content, wherein at least some access 

units have the sequence of packets has interspersed thereinto ROI packets so that the 
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timing control packets subdivide the access units into decoding units so that at least some 

access units have ROI packets interspersed between payload packets relating to the picture 

of the respective access unit, with each ROI packet relating to one or more following 

payload packets in the sequence of packets, following the respective ROI packet, and 

5 identifying as to whether the sub-portions encoded into any of the one or more payload 

packets to which the respective ROI packet relates, overlay a region of interest of the video 

content.  

25. Video data stream according to claim 24 wherein the sub-portions are slices and the 

10 video content is encoded into the video data stream using predictive and entropy coding 

with restricting the predictive and/or entropy coding to the inner of tiles into which the 

pictures of the video content are divided, wherein each ROI packet additionally identifies 

the tiles within which the sub-portions encoded into any of the one or more payload 

packets to which the respective ROI packet relates, overlay the region of interest.  

15 

26. Video data stream according to claim 24 or 25 wherein each ROI packet relates to 

the immediately following payload packet exclusively.  

27. Video data stream according to claim 24 or 25 wherein each ROI packet relates to 

20 all payload packets immediately following the respective ROI packet in the sequence of 

packets until the earlier of an end of the access unit within which the respective ROI packet 

is arranged, and the next ROI packet, respectively.  

28. Network entity configured to receive a video data stream according to any of claims 

25 24 to 27 and identify, based on the ROI packets, the ROI of the video content.  

29. Network entity according to claim 28 wherein the network entity is configured to 

use a result of the identification so as to decide on transmission tasks pertaining the video 

data stream.  

30 

30. Network entity according to claim 28 or 29 wherein the transmission tasks 

comprise re-transmission requests concerning defect packets.  

31. Network entity according to claim 28 or 29 wherein the network entity is 

35 configured to handle the region of interest with increased priority by assigning a higher 

priority to ROI packets and the one or more payload packets following the respective ROI 

packet, to which the respective ROI packet relates, which ROI packets signal an overlay of 

the region of interest by the sub-portions encoded into any of the one or more payload 
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packets to which the respective ROI packet relates, than to ROI packets and the one or 

more payload packets following the respective ROI packet, to which the respective ROI 

packet relates, which ROI packets signal no overlay.  

5 32. Network entity according to claim 31 wherein the network entity is configured to 

first request a retransmission of payload packets having the higher priority assigned 

thereto, before requesting any retransmission of payload packets having the lower priority 

assigned thereto.  

10 33. Method comprising receiving a video data stream according to any of claims 23 to 

26 and identifying, based on the ROI packets, the ROI of the video content.  

34. Computer-program having a program code for performing, when running on a 

computer, a method according to claim 9, 12, 14, 23 or 33.  

15 
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