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202 . Receive a specification of data to be collected

204 ~| collect identified data

A\

206 N Select machine learning features
associated with the collected data

208 Train a machine learning model based on the
\{ selected machine learning features

¥

210 N Deploy the trained machine learning model

FIG. 2
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302 . Train a machine learning model

¥
304 Determine importance metrics for a plurality of

4 machine learning features of the machine
learning model

Based at least in part on the importance
306 ~ metrics, manage one or more machine
learning features

¥
308 Generate a new version of the machine

™\ learning model based on the management of
the one or more features, if applicable

FIG. 3
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Use a test dataset as an input to a machine
402 . learning model to determine an initial base
performance of the model

¥
404 Select for evaluation at least a portion of the

4 machine learning features of the machine
learning model

For each selected feature:

406 Modify values corresponding to the selected
4 feature in the original test dataset

Provide the modified test dataset as input to
408 the model to determine a new performance of

N the model for the modified test dataset of the
selected feature

¥

Determine a feature importance metric based
on a comparison between the initial base
performance and the new performance of the
410 ™\ model for the modified test dataset of the
selected feature

FIG. 4
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Determine feature importance metrics for
502 . machine learning features of a plurality of
different machine learning models

¥

504 ™~ Identify feature sharing across the plurality of
different models

¥
Automatically manage together the machine
learning features of the different models based
506 ~_| on identified feature sharing and associated
importance metrics

FIG. 5
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MANAGING MACHINE LEARNING
FEATURES

CROSS REFERENCE TO OTHER APPLICATIONS

[0001] This application is a continuation of U.S. Pat.
Application No. 16/587,713 entitled MANAGING
MACHINE LEARNING FEATURES filed Sep. 30, 2019
which is incorporated herein by reference for all purposes.

BACKGROUND OF THE INVENTION

[0002] Machine learning allows predictions and decisions
to be based on patterns automatically learned from training
data. The accuracy of a machine learning model built using
training data is heavy influenced by the kind and amount of
training data available. Aspects of training data utilized as
inputs to build models are often referred to as machine
learning features of the model. In an attempt to increase
accuracy, there has been a push to increase the number of
features utilized in a model. It is not uncommon to find mod-
els that have tens or hundreds of thousands of features.
However, as the number of features i1s increased, so does
the amount of storage and processing required to train and
utilize the model. Thus, the efficiency, stability and reliabil-
ity of the training all become hard to manage.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Various embodiments of the invention are dis-
closed in the following detailed description and the accom-
panying drawings.

[0004] FIG. 1 is a block diagram illustrating an embodi-
ment of a system environment for managing machine learn-
ing features.

[0005] FIG. 2 is a flowchart illustrating an embodiment of
a process for training and deploying a machine learning
model.

[0006] FIG. 3 is a flowchart illustrating an embodiment of
a process for training a machine learning model and mana-
ging its features.

[0007] FIG. 4 is a flowchart illustrating an embodiment of
a process for determining a feature importance metric.
[0008] FIG. 5 is a flowchart illustrating an embodiment of
a process for automatically managing machine learning
features.

DETAILED DESCRIPTION

[0009] The invention can be implemented in numerous
ways, including as a process; an apparatus; a system; a com-
position of matter; a computer program product embodied
on a computer readable storage medium; and/or a processor,
such as a processor configured to execute instructions stored
on and/or provided by a memory coupled to the processor.
In this specification, these implementations, or any other
form that the invention may take, may be referred to as tech-
niques. In general, the order of the steps of disclosed pro-
cesses may be altered within the scope of the invention.
Unless stated otherwise, a component such as a processor
or a memory described as being configured to perform a
task may be implemented as a general component that is
temporarily configured to perform the task at a given time
or a specific component that is manufactured to perform the
task. As used herein, the term ‘processor’ refers to one or
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more devices, circuits, and/or processing cores configured to
process data, such as computer program instructions.
[0010] A detailed description of one or more embodiments
of the invention is provided below along with accompany-
ing figures that illustrate the principles of the invention. The
invention is described in connection with such embodi-
ments, but the invention is not limited to any embodiment.
The scope of the invention is limited only by the claims and
the invention encompasses numerous alternatives, modifica-
tions and equivalents. Numerous specific details are set forth
in the following description in order to provide a thorough
understanding of the invention. These details are provided
for the purpose of example and the invention may be prac-
ticed according to the claims without some or all of these
specific details. For the purpose of clarity, technical material
that is known in the technical fields related to the invention
has not been described in detail so that the invention is not
unnecessarily obscured.

[0011] Although an increase in the number of machine
learning features often leads to an improvement in a perfor-
mance of a machine learning model, the improvement in
performance due to a new feature may be too small to justify
the costs of associated collection, training, and processing.
Worse, it may even have an opposite effect with feature
overfitting.

[0012] In some embodiments, a machine learning model is
trained. For example, using collected data corresponding to
features of the machine learning model, the machine learn-
ing model is trained. An importance metric for each
machine learning feature of a plurality of machine learning
features of the machine learning model is determined. For
example, features are evaluated during the machine learning
training process to determine whether there is a correlation
between a value of the feature and a performance of the
model. Based on the importance metrics, one or more
machine learning features of the plurality of machine learn-
ing features of the machine learning model are managed.
For example, if it is determined that a feature has insuffi-
cient correlation to model accuracy, the feature is to be
removed. This automatically causes the data of this feature
to be no longer collected and this feature is removed when
the model is retrained. This allows a more computationally
efficient model to be generated (e.g., less processing and
storage required to deploy the model) as well as to reduce
the amount of data required to be collected and stored. In
various embodiments, management of the features may
take in to consideration importance metrics for machine
learning features of a plurality of different machine learning
models and the sharing of features across different machine
learning models. For example, although a feature is not
important for one model but important for another model,
the feature may be retained.

[0013] FIG. 1 is a block diagram illustrating an embodi-
ment of a system environment for managing machine learn-
ing features.

[0014] Servers 102 may include one or more compute, sto-
rage, web, application, and/or other processing servers. Ser-
vers 102 may be located in one or more different data cen-
ters. Servers 102 can be instructed to collect training data,
perform machine learning training, and/or perform infer-
ence using trained machine learning models. At least a por-
tion of processing work performed by servers 102 may
include hosting and/or performing processing associated
with end-user requests (e.g., for a social networking service
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to provide requested data/content to a webpage or an appli-
cation of an end-user). In some embodiments, some of ser-
vers 102 are utilized for machine learning during times of
low traffic or when underutilized. For example, some of ser-
vers 102 are temporarily repurposed to handle machine
leaning training. If these servers are needed again to handle
end-user request associated processing, one or more of these
servers can be returned back to the pool of available servers.
[0015] In some embodiments, after or during the machine
learning process of a machine learning model, server 102
determines a measure of importance of one or more machine
learning features of the model. For example, features are
evaluated during the machine learning training process to
determine whether there is a correlation between a value
of the feature and a performance of the model. The measures
of importance may be provided to machine learning man-
agement system 106.

[0016] Machine learning management system 106
includes one or more servers/computers configured to
orchestrate and manage machine learning and machine
learning features. For example, machine learning manage-
ment system 106 initiates machine learning training on
selected ones of servers 102. Machine learning management
system 106 may also manage machine learning features. For
example, machine learning management system 106 man-
ages which and amount of data that is collected for machine
learning training as well as which machine learning features
are utilized by various machine learning models. In one
example, if it is determined that a feature has insufficient
correlation to model accuracy, the feature is to be removed
from the model and data of the feature is to be no longer
collected. In various embodiments, management of the fea-
tures may take in to consideration importance metrics for
machine learning features of a plurality of different machine
learning models and the sharing of features across different
machine learning models. For example, although a feature is
not important for one model but important for another
model, the feature may be retained.

[0017] In some embodiments, machine learning storage
110 stores a repository of machine learning models and
associated data. For example, training progress, training
data, training states, parameters, metadata, results, the
resulting model, and/or other associated information is
stored for each performed machine learning model build-
ing/training. This repository is searchable and allows a
user to identify machine learning models matching a search
query. In some embodiments, machine learning storage 110
stores data associated with machine learning features of
machine learning models. For example, a list of features
and associated metrics (e.g., a measure of importance of
each feature) are stored for various machine learning mod-
els. Machine learning management system 106 can use data
from storage 110 to manage features of various machine
learning models.

[0018] In some embodiments, user system 108 is utilized
by a user to access services provided by one or more of
servers 102. For example, a social networking service pro-
vided by servers 102 is accessed by a user using user system
108. Server 102 may also perform inference using one or
more trained machine learning models to provide a service
accessed by a user via user system 108. Examples of user
system 108 include a personal computer, a laptop computer,
a tablet computer, a mobile device, a display device, a user
input device, and any other computing device.
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[0019] Although limited number of instances of compo-
nents have been shown to simplify the diagram, additional
instances of any of the components shown in FIG. 1 may
exist. Components not shown in FIG. 1 may also exist.
The components shown communicate with each other via
network 104. Examples of network 104 include one or
more of the following: a direct or indirect physical commu-
nication connection, mobile communication network, Inter-
net, intranet, Local Area Network, Wide Area Network, Sto-
rage Area Network, and any other form of connecting two or
more systems, components, or storage devices together.
[0020] FIG. 2 is a flowchart illustrating an embodiment of
a process for training and deploying a machine learning
model. The process of FIG. 2 may be at least in part imple-
mented on one or more of server 102 and/or machine learn-
ing management system 106.

[0021] At 202, a specification of data to be collected is
received. In some embodiments, types and amounts of data
to be logged/stored are specified. For example, among vast
and almost endless amounts of data that can be stored in
association with a digital service being offered, a specifica-
tion of data (e.g., which data, when to capture data, amount
of data to be captured, retention period of data, etc.) to be
captured (e.g., captured by servers 102 of FIG. 1) and stored
(e.g., stored in a storage of servers 102 or storage 110) is
received. In some embodiments, at least a portion of the
collected data is to be utilized to train a machine learning
model, and identification of data to be collected specifies
training data needed to train a machine learning model.
For example, a specification of a machine learning model
desired to be trained is received and the specification iden-
tifies the training data to be utilized to train the machine
learning model. Using this specification, the data to be col-
lected to produce the desired training data is automatically
identified. Because collecting, processing, and storing data
can consume a large amount of storage and computing
resources, it is desirable to collect only the data that will
be useful. If needs or requirements change, it is desirable
to be able to dynamically modify the data to be collected.
By being able to specify the data to be collected, it provides
dynamic control over data collection in a manner that allows
efficiency and optimization of computer resource
utilization.

[0022] At 204, the specified data is collected. Collecting
the specified data includes logging/storing data identified in
202. For example, when data that is to be collected is
detected, provided, and/or generated (e.g., during utilization
of a social networking service by an end user), the data is
stored in a storage. The collected data can be labeled and/or
organized in a manner that allows efficient identification and
retrieval for later use (e.g., to train a machine learning
model). In some embodiments, the data is collected by one
or more production servers (e.g., one or more of servers 102
of FIG. 1) that provide and/or perform processing associated
with services accessed by an end user.

[0023] At 206, machine learning features are selected for a
machine learning model to be trained. Each machine learn-
ing feature is a property, characteristic, data component,
variable, or attribute that the machine learning model is
based on. For example, machine learning features in training
data serve as aspects of the training data utilized to train the
machine learning model and the machine learning features
of production data serve as inputs to the production
deployed machine learning model. In one example, in a



US 2023/0144751 Al

table of training data with rows representing each data
record and columns representing different data fields of the
data records, the selected columns to be utilized as inputs to
train the machine learning model are the machine learning
features of the model. Performing the machine learning fea-
ture selection may include receiving a specification of the
machine learning features to be utilized for the machine
learning model specified to be trained. These machine learn-
ing features are aspects of the data collected in 204 to be
utilized to train the machine learning model. For example,
the machine learning features are selected (e.g., automati-
cally selected and/or manually selected) among available
features of data collected in 204. In some embodiments,
the received specification of the data to be collected is
based at least in part on identified machine learning features
of one or more machine learning models to be trained.
[0024] In some embodiments, at least one of the selected
machine learning features is labeled as a generated machine
learning feature, and/or at least one of the selected machine
learning features is labeled as a base machine learning fea-
ture. A base machine learning feature is directly obtainable
in collected data and/or provided training data (e.g., at least
a portion of data collected in 204), and a generated machine
learning feature is generated based on one or more base
machine learning features or another generated machine
learning feature. For example, a value of a base machine
learning feature is processed, modified, and/or combined
with another feature to generate a generated machine learn-
ing feature. It may be important to label which feature is a
base machine learning feature and which feature is a gener-
ated machine learning feature to inform future data collec-
tion decisions. For example, if a base machine learning fea-
ture is to be no longer utilized in a future model, the data of
the base machine learning feature can be identified as no
longer to be collected if no other generated machine learning
feature being utilized is based on the base machine learning
feature. However, if a generated machine learning feature is
to be no longer utilized in a future model, associated base
machine learning features can be identified and individually
analyzed to determine whether it still needs to be collected
(e.g., a base machine learning feature can be identified as no
longer to be collected if it is not being directly utilized and
no other generated machine learning feature is based on it).
[0025] At 208, a machine learning model is trained based
on the selected machine learning features. For example, por-
tions of training data corresponding to the selected machine
learning features are utilized to train the machine learning
model (e.g., train a convolutional neural network). In some
embodiments, the machine learning model is trained using
one or more of servers 102 of FIG. 1.

[0026] In some embodiments, during the training process,
one or more of the selected features are evaluated to deter-
mine an importance of each of the features. For example, an
importance metric that identifies a measure of contribution
of the feature to an accuracy/performance of the machine
learning model is calculated for each of one or more of the
machine learning features. Using this evaluation, the fea-
tures of one or more machine learning models can be man-
aged. For example, less important features can be dropped
and the machine learning model can be retrained without the
dropped features and the data of the dropped features can be
identified as no longer to be collected. This allows a more
computationally efficient model to be generated (e.g., less
processing and storage required to deploy the model) as
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well as reduces the amount of data required to be collected
and stored. In various embodiments, management of the fea-
tures may take in to consideration importance metrics for
machine learning features across a plurality of different
machine learning models. For example, although a feature
is not important for one model but important for another
model, the feature may be retained.

[0027] At 210, the trained machine learning model is
deployed. For example, the trained machine learning
model is deployed for production use in servers to perform
inference work associated with a service (e.g., social net-
working service) provided to end users. Additional training
data can be collected during deployment and utilized to
retrain the machine learning model. For example, the pro-
cess of FIG. 2 can be repeated. During the subsequent itera-
tion of the process of FIG. 2, the specification of data to be
collected in 202 may be modified based on importance of
the machine learning features determined in 208 during
model training. For example, machine learning features
determined to not meet a threshold of importance are to be
no longer utilized and data of these dropped features is no
longer identified as to be collected.

[0028] FIG. 3 is a flowchart illustrating an embodiment of
a process for training a machine learning model and mana-
ging its features. The process of FIG. 3 may be at least in
part implemented on one or more of server 102 and/or
machine learning management system 106. In some embo-
diments, at least a portion of the process of FIG. 3 is
included in 208 of FIG. 2.

[0029] At 302, a machine learning model is trained. In
some embodiments, the machine learning model is the
machine learning model trained in 208 of FIG. 2 based on
the selected machine learning features. For example, por-
tions of training data corresponding to the selected machine
learning features are utilized to train the machine learning
model. In some embodiments, the machine learning model
is trained using one or more of servers 102 of FIG. 1.
[0030] At 304, importance metrics for a plurality of
machine learning features of the machine learning model
are determined. Each of the importance metrics may include
a value that indicates an importance of the corresponding
machine learning feature. For example, an importance
metric value that is a measure of contribution of the feature
to an accuracy/performance of the machine learning model
is calculated for each machine learning feature of the model.
In some embodiments, determining the importance metrics
includes determining a relative importance between the
machine learning features of the model. For example, a
ranked list of features based on their importance to a result
of the model is determined.

[0031] An importance metric of a specific feature may be
determined by comparing (e.g., determine a difference
between) a base performance of the model for a test dataset
with a new performance of the model for a modified version
of the test dataset with alternated values for the specified
feature (e.g., flipped value, randomized value, zero value,
removed value, etc.). If the difference in performance is
large and worse for the modified performance test dataset
than the original performance test dataset, the specific fea-
ture is important; whereas if the difference in performance is
small or better for the modified performance test dataset
than the original performance test dataset, the specific fea-
ture s not as important. Because feature importance evalua-
tion can be a very computationally expensive process, the
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test dataset may be selected to be limited in size to reduce
the compute cost for feature importance evaluation and at
the same time, retain the feature importance evaluation
accuracy. For example, based on amount of test dataset
available, only a portion of the all available test dataset
meeting a size/amount criteria is selected for use in feature
importance evaluation (e.g., only utilize the last N day of
data, only load x% of the data, etc.).

[0032] At 306, based at least in part on the importance
metrics, one or more machine learning features are
managed.

[0033] In various embodiments, managing a machine
learning feature includes performing one or more of the fol-
lowing: removing/dropping the feature from the model,
modifying the feature, deleing data corresponding to the fea-
ture, causing data corresponding to the feature to be no
longer collected, selecting a storage tier for data correspond-
ing to the feature, or generating a new feature based on the
managed feature. For example, if an importance metric of a
machine learning feature is below a threshold value, the
machine learning feature is to be removed from the model
(e.g., model retrained to remove feature) and existing col-
lected data corresponding to the machine learning feature is
automatically deleted and future data corresponding to the
machine learning feature is automatically no longer col-
lected (e.g., specified as no longer to be collected in 202 of
FIG. 2). This threshold value may be dynamically deter-
mined based on one or more of the following: importance
metrics of other features (e.g., based on average value), total
number of other features, amount of storage utilized to store
feature data, amount of storage resources available, amount
of processing resources available, or an importance (e.g.,
ranking, category, etc.) of the machine learning model uti-
lizing the feature. In another example, if an importance
metric of a machine learning feature is below a threshold
value, the machine learning feature is modified or trans-
formed in an attempt to produce a version of the feature to
improve a performance of the model (e.g., model retrained
using modified feature). In another example, if an impor-
tance metric of a machine learning feature is above a thresh-
old value, the machine learning feature is used to generate a
new feature (e.g., combined with other machine learning
features to generate the new feature that is used to retrain
the model).

[0034] In some embodiments, a storage tier of stored data
corresponding to a machine learning feature is determined
based on its importance metric. For example, data corre-
sponding to a feature with an importance metric within a
first value range (e.g., high importance) is stored in a high
performance storage (e.g., solid state drive); data corre-
sponding to a feature with an importance metric within a
second value range (e.g., medium importance) is stored in
a medium performance storage (e.g., hard disk drive); and
data corresponding to a feature with an importance metric
within a third value range (e.g., low importance) is stored in
a low performance storage (e.g., cold storage).

[0035] In various embodiments, management of the fea-
tures may take into consideration importance metrics for
other machine learning features of a plurality of different
machine learning models. For example, if a feature is not
important for one model but important for another model
that uses the same feature, the feature and/or its data may
be retained.
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[0036] At 308, a new version of the machine learning
model is generated based on the management of the one or
more machine learning features, if applicable. For example,
if management of the features in 306 has caused a machine
learning feature to be removed, the new version of the
machine learning model is generated/retrained with training
data that does not include the removed feature to generate
the new version. Thus, less important features can be
dropped and the machine learning model can be retrained
without the dropped features, allowing the collected data
of the dropped features to be deleted and future associated
data to be no longer collected and stored. This allows a more
computationally efficient model to be generated (e.g., less
processing and storage required to deploy the model) as
well as reduces the amount of data required to be collected
and stored. In another example, if management of the fea-
tures in 306 has caused a machine learning feature to be
added, transformed, or modified, the new version of the
machine learning model is generated/retrained with training
data that includes the new/transformed/modified feature.
With this new/transformed/modified feature(s), the new ver-
sion of the machine learning model may perform more effi-
ciently and/or be more accurate.

[0037] FIG. 4 is a flowchart illustrating an embodiment of
a process for determining a feature importance metric. The
process of FIG. 4 may be at least in part implemented on one
or more of server 102 and/or machine learning management
system 106. In some embodiments, at least a portion of the
process of FIG. 4 is included in 208 of FIG. 2 and/or 304 of
FIG. 3.

[0038] At 402, a test dataset is provided as an input to a
machine learning model to determine an initial base perfor-
mance of the model. Because feature importance evaluation
can be a very computationally expensive process, the test
dataset may be selected to be limited in size to reduce the
compute cost for feature importance evaluation and at the
same time, retain the feature importance evaluation accu-
racy. For example, based on amount of test dataset available,
only a portion of the all available test dataset meeting a size/
amount criteria is selected for use in feature importance eva-
luation (e.g., only utilize the last N day of data, only load x%
of the data, etc.). In some embodiments, the machine learn-
ing model is the model trained in 208 of FIG. 2 and/or in 302
of FIG. 3. For example, the machine learning model that has
been trained is to be analyzed to determine relative impor-
tance of features of the model. In order to establish an initial
baseline performance, each entry of the test dataset is pro-
vided as an input to the model and a corresponding inference
result of the model is compared with a corresponding known
correct result to determine an accuracy/performance metric
of the model result (e.g., accuracy percentage identifying
closeness of the model result with the corresponding
known correct result). In some embodiments, a statistical
measure (e.g., average value) of the model accuracy across
a plurality of entries of the test dataset is calculated as the
initial base performance of the model.

[0039] At 404, a least a portion of the machine learning
features of the model to be evaluated are selected. For exam-
ple, each feature of the model is to be evaluated and each
feature is selected one by one for evaluation until all features
have been evaluated for the model. In some embodiments,
only a portion of the features of the model are to be evalu-
ated. For example, features identified as corresponding to a
stored data size above a threshold total size are selected for
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evaluation (e.g., only test features that require a large
amount of storage to store). In another example, features
for evaluation are selected randomly (e.g., spot check fea-
tures since evaluating all features may consume too many
computing resources).

[0040] Steps 406-410 are repeated for each selected
feature.

[0041] At 406, values corresponding to the selected fea-
ture in the original test dataset are modified. For example,
values in the original test dataset corresponding to the
selected feature (e.g., column of values corresponding to
the selected feature) are modified to create a modified test
dataset. Modifying the values includes replacing the values
with one or more of the following: randomly generated
values, zero values, flipped values, removed value, or any
other changed/modified values. The degree to which accu-
racy of the model is affected by changes to the features may
indicate the importance and contribution of the feature to the
accuracy of the model. The compute costs for these different
ways of modifying the test dataset are different with various
accuracy trade-offs. In various machine learning use cases, a
certain test dataset modification approach among the many
approaches may be selected based on a property of the
model (e.g., based on model type, model use case, accuracy
requirements, etc.). For example, for medical machine
learning use cases where a high result accuracy is desired,
a test dataset modification approach with high-quality fea-
ture importance evaluation is selected (e.g., randomized
values utilized rather than just removing values from the
test dataset).

[0042] At 408, the modified test dataset is provided as
input to the machine learning model to determine a new
performance of the machine learning model for the modified
test dataset of the selected feature. Each entry of the mod-
ified test dataset is provided as an input to the model and a
corresponding inference result of the model is compared
with a corresponding known correct result to determine an
accuracy/performance metric of the model result (e.g., accu-
racy percentage identifying closeness of the model result
with the corresponding known correct result). In some
embodiments, a statistical measure (e.g., average value) of
the model accuracy across a plurality of entries of the mod-
ified test dataset is calculated as the new performance of the
model for the modified test dataset of the selected feature.
[0043] At 410, a feature importance metric is determined
based on a comparison between the initial base performance
and the new performance of the model for the modified test
dataset of the selected feature. In some embodiments, the
feature importance metric is calculated at least in part by
calculating a difference between the initial base perfor-
mance and the new performance of the model for the mod-
ified test dataset of the selected feature. A larger difference
indicates a larger importance/contribution of the feature to
the result of the model, and a smaller difference indicates a
smaller importance/contribution of the feature to the result
of the model. In one example, the feature importance metric
is the raw difference value. In another example, the feature
importance metric is a percentage change value (e.g., per-
centage change between the initial base performance and the
modified performance of the machine learning model for the
selected feature). In another example, the feature impor-
tance metric is a ranking order place value. The ranking
order place value of each selected feature may be deter-
mined by determining each magnitude of difference
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between the initial base performance and the new perfor-
mance of the model for the modified test dataset of each
selected feature, and identifying a ranking order place of
the selected feature when all of the differences of the
selected features are ranked from largest to smallest
magnitude.

[0044] In some embodiments, if the new performance of
the model for the modified test dataset of the selected feature
is better than the initial base performance, the feature impor-
tance metric is set to a value (e.g., zero value) corresponding
to a low feature importance. For example, if the value repre-
senting the initial base performance minus the value repre-
senting the new performance of the model for the modified
test dataset of the selected feature is a negative number, the
feature importance metric is set as a zero value (e.g., a larger
feature importance metric value indicates a larger
importance).

[0045] FIG. 5 is a flowchart illustrating an embodiment of
a process for automatically managing machine learning fea-
tures. The process of FIG. 5 may be at least in part imple-
mented on one or more of server 102 and/or machine learn-
ing management system 106. In some embodiments, at least
a portion of the process of FIG. 5 is included in 208 of FIG.
2 and/or 306 of FIG. 3.

[0046] At 502, feature importance metrics are determined
for machine learning features of a plurality of different
machine learning models. For example, for each different
machine learning model of the plurality of different machine
learning models sharing the same storage and/or computing
resources, the process of FIG. 4 is performed to determine
feature importance metrics of each machine learning model.
These different feature importance metrics for various dif-
ferent models can be collected and stored in a central repo-
sitory (e.g., in a storage of management system 106 and/or
storage 110 of FIG. 1).

[0047] In some embodiments, feature importance metrics
are determined for only a selected portion of machine learn-
ing features of the plurality of different machine learning
models. For example, features identified as corresponding
to a stored data size above a threshold total size are selected
for evaluation (e.g., only test features that require a large
amount of storage to store). In another example, features
for evaluation are selected randomly (e.g., spot check fea-
tures since evaluating all features may consume too many
computing resources).

[0048] At S04, feature sharing across the plurality of dif-
ferent models is identified. For example, in order to manage
features and corresponding data of the features of machine
learning models supported by a system, it is desirable to
know where features and their data are utilized across all
of the different machine learning models because the mod-
els share the same pool of storage and/or processing
resources. In some embodiments, for each unique feature,
a list of models that utilize the specific feature (e.g., utilize
collected/stored data of the feature) and associated feature
importance metrics of the specific feature for each model
that utilizes it are identified. For example, a repository that
stores information about features of the models is searched
to identify the models that utilize each feature.

[0049] At 506, the machine learning features of the differ-
ent machine learning models are managed together based on
identified feature sharing and the associated importance
metrics. For example, rather than managing features on an
individual level independently for each machine learning
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model, the features are managed together across a plurality
of different machine learning models that share the same
pool of storage and/or computing resources. In various
embodiments, each managing machine learning feature
includes performing one or more of the following: remov-
ing/dropping the feature from one or more models, modify-
ing the feature, deleting data corresponding to the feature,
causing data corresponding to the feature to be no longer
collected, selecting a storage tier for data corresponding to
the feature, or generating a new feature based on the mana-
ged feature. In some embodiments, a feature lineage graph is
generated in determining the super set of important features
for the different machine models. The features which are not
in this super set may be removed, resulting in associated
data of the removed features being no longer logged and
no longer sent for storage to the back end storage tier.
[0050] In an example, if an importance metric of a certain
machine learning feature for a certain model is below a cer-
tain threshold value, the certain machine learning feature is
to be removed from the model (e.g., model retrained to
remove feature). However, data of the certain feature may
not be able to be deleted because the data of the certain
feature may still be used by another model. Existing data
corresponding to the certain machine learning feature is
automatically deleted and future data corresponding to the
certain machine learning feature is automatically no longer
collected only if no other model is to utilize data of the
feature.

[0051] In some embodiments, a storage tier of data corre-
sponding to a machine learning feature is determined based
on its importance metrics across all of the models that utilize
it (e.g., determine an overall importance metric by adding
together feature importance metric(s) of the feature for dif-
ferent model(s), selecting highest feature importance metric
among the different feature importance metric(s) for the fea-
ture, averaging the different feature importance metric(s) for
the feature, etc.). For example, data corresponding to a fea-
ture with an overall importance metric within a first value
range (e.g., high importance) is stored in a high performance
storage (e.g., solid state drive); data corresponding to a fea-
ture with an overall importance metric within a second value
range (e.g., medium importance) is stored in a medium per-
formance storage (e.g., hard disk drive); and data corre-
sponding to a feature with an overall importance metric
within a third value range (e.g., low importance) is stored
in a low performance storage (e.g., cold storage).

[0052] In some embodiments, relative importance
between the features across the different models are deter-
mined based on the identified sharing of features and the
associated importance metrics. For example, for each
unique feature, an overall importance metric is determined
by calculating a statistical measure of the different feature
importance metrics for the same feature utilized by any of
the different models (e.g., add together the different feature
importance metrics, select highest feature importance metric
among the different feature importance metrics, average the
different feature importance metrics, etc.). Then the overall
feature importance metrics can be ranked and sorted to iden-
tify a list of unique features ranked by their relative impor-
tance (e.g., amount of contribution to result of model(s)). In
some embodiments, the overall importance metrics and/or
rankings take into consideration an importance category of
the model(s) that use the corresponding feature and amount
of storage/resources utilized to store data of the correspond-
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ing feature. If additional storage and/or processing resources
are needed, the features on the bottom of the list can be
selected for removal from all models and the corresponding
data to the removed features can be deleted and no longer
collected.

[0053] In some embodiments, if the overall importance
metric for a feature is below a threshold value, the machine
learning feature is to be removed from all of the models
(e.g., models retrained to remove feature) and existing data
corresponding to the machine learning feature is automati-
cally deleted and future data corresponding to the machine
learning feature is automatically no longer collected. This
threshold value may be dynamically determined based on
one or more of the following: overall importance metrics
of other features across the different models, total number
of other features across the different models, amount of sto-
rage utilized to store feature data, amount of storage
resources available, amount of processing resources avail-
able, or an importance (e.g., ranking, category, etc.) of the
different machine learning models utilizing the feature.
[0054] Although the foregoing embodiments have been
described in some detail for purposes of clarity of under-
standing, the invention is not limited to the details provided.
There are many alternative ways of implementing the inven-
tion. The disclosed embodiments are illustrative and not
restrictive.

What is claimed is:

1. A method, comprising:

training a machine learning model,

determining a feature importance metric for each machine

learning feature of a plurality of machine learning fea-
tures of the machine learning model; and

based on the feature importance metrics of the plurality of

machine learning features, managing one or more
machine learning features of the plurality of machine
learning features of the machine learning model;

wherein determining the feature importance metric for a

selected one of the machine learning features includes
comparing a base performance of the machine learning
model for a selected test dataset with a new performance
of the machine learning model for a modified version of
the selected test dataset of the selected machine learning
feature.

2. The method of claim 1, wherein managing the one or
more machine learning features includes generating a new
version of the machine learning model based on the feature
importance metrics.

3. The method of claim 1, wherein managing the one or
more machine learning features includes determining to
remove one of the one or more machine learning features
based on a determination that its associated feature impor-
tance metric does not meet a threshold value.

4. The method of claim 1, wherein managing the one or
more machine learning features includes retraining the
machine learning model to remove at least one of the one or
more machine learning features from the machine learning
model.

5. The method of claim 4, wherein managing the one or
more machine learning features includes automatically delet-
ing stored data of the at least one removed feature.

6. The method of claim 4, wherein managing the one or
more machine learning features includes automatically
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causing data of the at least one removed feature to beno longer
collected.

7. The method of claim 1, wherein managing the one or
more machine learning features includes modifying at least
one of the one or more machine learning features and retrain-
ing the machine learning modelusing the at least one modified
feature of the one or more machine learning features.

8. The method of claim 1, wherein managing the one or
more machine learning features includes generating a new
feature based on at least one of the one or more machine learn-
ing features and retraining the machine learning model using
the new feature.

9. The method of claim 1, wherein the modified version of
the selected test dataset of the selected machine learning fea-
ture is generated at least in part by modifying values corre-
sponding to the selected machine learning feature using a
modification approach selected based on a property of
machine learning model.

10. The method of claim 1, wherein the modified version of
the selected test dataset of the selected machine learning fea-
ture is generated at least in part by randomizing values corre-
sponding to the selected machine learning feature.

11. The method of claim 1, wherein the each feature impor-
tance metric includes a numerical value representing an
amount of contribution of the corresponding machine learn-
ing feature to an inference result of the machine learning
model.

12. The method of claim 1, wherein the each feature impor-
tance metric includes a numerical value representing a rank
order of the corresponding machine learning feature as com-
pared to others of the machine learning features.

13. A system, comprising:

one or more processors configured to:

train a machine learning model;

determine a feature importance metric for each machine
learning feature of a plurality of machine learning fea-
tures of the machine learning model; and

based on the feature importance metrics of the plurality
of machine learning features, manage one or more
machine learning features of the plurality of machine
learning features of the machine learning model,
wherein being configured to determine the feature
importance metric for a selected one of the machine
learning features includes being configured to com-
pare a base performance of the machine learning
model for a selected test dataset with a new perfor-
mance of the machine learning model for a modified
version of the selected test dataset of the selected
machine learning feature; and

amemory coupled to at least one of the one or more proces-

sors and configured to provide the at least one of the one
or more processors with instructions.
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14. The system of claim 13, wherein being configured to
manage the one or more machine learning features includes
being configured to determine to remove one of the one or
more machine learning features based on a determination
that its associated feature importance metric does not meet a
threshold value.

15. The system of claim 13, wherein being configured to
manage the one or more machine learning features includes
being configured to retrain the machine learning model to
remove at least one of the one or more machine learning fea-
tures from the machine learning model.

16. The system of claim 13, wherein being configured to
manage the one or more machine learning features includes
being configured to generate a new feature based on at least
one of the one or more machine learning features and retrain-
ing the machine learning model using the new feature.

17. The system of claim 13, wherein the modified version of
the selected test dataset of the selected machine learning fea-
ture is generated at least in part by modifying values corre-
sponding to the selected machine learning feature using a
modification approach selected based on a property of
machine learning model.

18. The system of claim 13, wherein the modified version of
the selected test dataset of the selected machine learning fea-
ture is generated at least in part by randomizing values corre-
sponding to the selected machine learning feature.

19. The system of claim 13, wherein the each feature impor-
tance metric includes a numerical value representing an
amount of contribution of the corresponding machine learn-
ing feature to an inference result of the machine learning
model.

20. A computer program product, the computer program
product being embodied in a non-transitory computer read-
able storage medium and comprising computer instructions
for:

training a machine learning model,

determining a feature importance metric for each machine

learning feature of a plurality of machine learning fea-
tures of the machine learning model; and

based on the feature importance metrics of the plurality of

machine learning features, managing one or more
machine learning features of the plurality of machine
learning features of the machine learning model;

wherein determining the feature importance metric for a

selected one of the machine learning features includes
comparing a base performance of the machine learning
model for a selected test dataset with a new performance
of the machine learning model for a modified version of
the selected test dataset of the selected machine learning
feature.
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