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AUTOMATED INTEGRATION OF VIDEO EVIDENCE WITH DATA RECORDS

BACKGROUND
Body-mounted or "on-officer" video provides an effective solution for law enforcement
agencies to decrease complaints against officers and reduce use of force. However, the quantity of
files that are produced by on-officer video deployments result in unprecedented data management
issues for these organizations. Prematurely deleting evidence or being unable to find the proper file
can undermine an investigation and prosecution. Having officers manually add the information
necessary to ensure this does not happen wastes valuable officer time and can never be completely

accurate.

SUMMARY

This summary is provided to introduce a selection of concepts in a simplified form that are
further described below in the Detailed Description. This summary is not intended to identify key
features of the claimed subject matter, nor is it intended to be used as an aid in determining the scope
of the claimed subject matter.

In one aspect, a computer system receives event data associated with a plurality of data records
in a database (e.g., a records management system (RMS) or computer-aided dispatch (CAD)
database) and receives metadata corresponding to a digital media content file (e.g., a video, audio, or
image file). In one usage scenario, the digital media content file may be used as evidence in a criminal
investigation. The event data may be provided in the form of a summary or snapshot of the database,
which may include data records covering a limited period of time. The computer system performs a
comparison of at least a portion of the event data with at least a portion of the metadata. The
comparison may include, for example, comparing a user identifier (e.g., a badge ID for a police officer
that recorded the digital media content) in the metadata with a user identifier in the event data and
comparing a time frame (e.g., a start time and end time) in the event data with a time frame in the
metadata. The computer system automatically identifies a matching event for the digital media
content file based on the comparison. The matching event is associated with at least one of the data
records. The computer system automatically tags the digital media content file by modifying the
metadata based on event data associated with the matching event. Modifying the metadata may
include adding an event identifier, an event type, or a location to the metadata. The metadata may be

included in the digital media content file.
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The computer system can analyze the modified metadata in response to a search query. The
search query may include a search parameter, and the modified metadata may include metadata
corresponding to the search parameter. The computer system can provide search results based on the
analysis of the modified metadata.

In another aspect, a server computer detects event data in a destination folder, encrypts the
event data, and uploads the encrypted event data, which is decrypted before performing the
comparison. The digital media content file can be recorded by any suitable digital media device, such
as a video camera. The computer system may further include a dock configured to upload digital

media content received from the digital media device.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing aspects and many of the attendant advantages of this invention will become
more readily appreciated as the same become better understood by reference to the following detailed
description, when taken in conjunction with the accompanying drawings, wherein:

FIGURE 1 is a block diagram depicting an illustrative computer system configured to perform
automated matching and tagging of digital media content;

FIGURE 2 is a table depicting event data in a database snapshot;

FIGURE 3 is a flow chart diagram of an illustrative automated matching and tagging process
that can be performed within the computer system of FIGURE 1; and

FIGURE 4 is a block diagram that illustrates basic aspects of a computing device appropriate

for use in accordance with embodiments of the present disclosure.

DETAILED DESCRIPTION

Embodiments of the present disclosure are generally directed to techniques and tools for
automated integration of digital media content (e.g., video, audio, or still images) with data records
(e.g., records associated with a records management system (RMS) or computer-aided dispatch
(CAD) system). For example, one or more embodiments can be used to allow law enforcement
agencies to automatically link video taken by officers in the field (e.g., with a body-mounted or
vehicle dash-mounted video camera) to data records relating to events (e.g., incidents under
investigation). Described embodiments allow digital media content evidence to be efficiently and
accurately associated with particular events and information associated with those events, such as

event types, locations, users (e.g., police officers that recorded the content), or the like.
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Described embodiments include an illustrative computer system that implements a matching
algorithm that can be used to automatically match digital media content with such records. The
illustrative system can be deployed in a law enforcement context in order to effectively manage
collection and organization of digital media content evidence. In such a context, benefits of the
systems and techniques described herein may include greater accuracy, increased efficiency, and
reduced cost.

As described herein, metadata associated with digital media content can be modified
automatically, which can help to avoid errors (such as misspellings) and incomplete information
associated with manual data entry. The modified metadata can make searching for content easier and
more accurate. The illustrative system frees officers from manual video tagging, reduces involvement
of IT staff, and can work with any records system without involving RMS/CAD system vendors. The
reduction in time that may otherwise be spent by officers, IT staff, vendors, and the like can translate
into significant cost reductions. By automating the addition of metadata to videos or other digital
media content that officers record, RMS and CAD integrations can provide significant gains in
efficiency and accuracy over prior systems.

In the following description, numerous specific details are set forth in order to provide a
thorough understanding of illustrative embodiments of the present disclosure. It will be apparent to
one skilled in the art, however, that many embodiments of the present disclosure may be practiced
without some or all of the specific details. In some instances, well-known process steps have not
been described in detail in order not to unnecessarily obscure various aspects of the present disclosure.
Further, it will be appreciated that embodiments of the present disclosure may employ any
combination of features described herein. The illustrative examples provided herein are not intended
to be exhaustive or to limit the claimed subject matter to the precise forms disclosed.

The technological solutions described herein provide technological benefits relating to, for
example, processing and handling of digital media content (e.g., digital video) and related metadata
within computer systems. It will be understood that although systems and processes are described
herein in terms of "evidence," "law enforcement," and the like in order to describe illustrative usage
scenarios, the disclosed subject matter is not inherently legal in nature or limited to organization of
human activities.

Illustrative System

In this section, an illustrative system that performs automated matching and tagging of digital

media content is described. Although specific details and arrangements are described in this section
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for the purpose of illustration, many alternatives to the illustrative system are possible in accordance
with principles described herein.

FIGURE 1 is a block diagram depicting an illustrative computer system 100 configured to
perform automated matching and tagging of digital media content. The illustrative system 100
includes components of an agency network (e.g., a law enforcement agency's network) and a service
provider computer system 130. In the example shown in FIGURE 1, a summary of records is
exported from a database 110 in the form of a snapshot (e.g., a CSV or XML file). In practice, the
database 110 may be an RMS database, a CAD database, a combined RMS/CAD database, or some
other database comprising records to be integrated with digital media content. In at least one
embodiment, a regularly recurring, automated snapshot of the database is generated (e.g., every 12
hours, 24 hours, etc.) from the database 110. The regularity with which the snapshot is generated can
serve to place a limit on the time lag between the uploading of the digital media content and the
tagging and matching process. It should be understood that data also can be obtained from the
database 110 in other ways, such as by obtaining potentially relevant database entries through direct
queries to the database, or by generating database snapshots on an as-needed basis instead of, or in
combination with, regularly generated snapshots.

In the example shown in FIGURE 1, an integrator application 122 acts as an intermediary
between the database 110 and the service provider computer system 130. Once the snapshot is
generated, it is sent to a destination folder 120, which is monitored by the integrator application 122.
When a snapshot is detected, the integrator application 122 performs an encrypted push operation in
which the integrator application encrypts the snapshot, uploads the encrypted snapshot to a service
provider computer system 130, and deletes the snapshot from the destination folder 122. Encryption
of the event data helps to secure the event data against both outside and inside security threats. In at
least one embodiment, the destination folder 120 contains no data before the snapshot is sent, thereby
allowing the integrator application 122 to proceed on the assumption that whatever data is detected
in the destination folder 120 is a valid snapshot and can be processed accordingly. Typically, for
security reasons, the agency network also includes a firewall 140. Information can be securely
fransmitted to and from the agency network through the firewall 140, e.g., via port 443 in a secure
sockets layer (SSL) transmission.

In at least one embodiment, the integrator application 122 and the destination folder 120 reside
on the same device (e.g., server 124) for ease of communication and to avoid or simplify potential
network permission issues. (If the integrator application 122 is on a different device, it may need to

be provided with both copy and delete permissions in the destination folder 120.) In at least one
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embodiment, the integrator application 122 uses .NET Framework, version 4.0, available from
Microsoft Corporation, and uses AES encryption with a 256-bit key size. Alternatively, other
encryption techniques or key sizes can be used.

In the example shown in FIGURE 1, a digital media device 150 (e.g., a digital video camera,
audio recorder, or the like) transmits digital media content to a dock 160 (e.g., via a direct physical
connection, wired or cable connection, or wireless connection). The dock may be configured to
automatically upload the digital media content and related metadata to the service provider computer
system 130. In one usage scenario, a user (e.g., a law enforcement officer) records digital video
content on a video camera during a work shift and inserts the camera into a suitably configured
dock 160 at the end of the shift. Alternatively, the digital media device 150 may upload the digital
media content and metadata to the service provider computer system 130 without using the dock 160.
For example, the digital media device may be connected to or paired with a smart phone, notebook
computer, tablet computer, or other device that provides upload capabilities with a wired or wireless
Internet connection, mobile network connection, or other secure network connection.

The system 100 may provide the ability to secure the digital media content, metadata, or other
information in several ways. For example, the digital media device 150 or the dock 160 may provide
encryption functionality to secure the transmission of digital media content, metadata, etc., against
both outside and inside security threats, and to protect privacy of the individuals involved. As another
example, the service provider computer system 130 may require successful authentication of the user,
digital media device 150, and/or dock 160 before allowing the upload to proceed. The body-mounted
video camera may have a unique identifier that can be provided for authentication purposes and/or
added to metadata of the video being uploaded. As another example, the service provider computer
system 130 may provide encryption functionality to secure stored digital media content, metadata,
etc., as well as to secure any information that is sent back to the agency network (e.g., in response to
search queries for digital media content that may relate to a particular investigation).

The service provider computer system 130 includes storage 132 and an automated matching
and tagging module 134. The service provider computer system 130 stores the content and metadata
in storage 132, which may be any suitable storage medium. In practice, the content and metadata
may be stored together in the storage 132 or separately. At times, metadata may be retrieved from
persistent storage and stored in memory of the service provider computer system 130 to allow quicker
access during automated tagging and/or matching processes performed by the automated matching
and tagging module 134, as described in further detail below. The service provider computer

system 130 can automatically tag the uploaded digital media content with relevant information (e.g.,
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Incident ID, Category, and Location) with reference to the snapshot and match the uploaded digital
media content with data records represented in the snapshot, as described in further detail below.
Content tagging and matching can be monitored in the service provider computer system 130 by a
monitoring application (not shown), which can perform functions such as monitoring success or
failure of matching operations.

The automated matching and tagging module 134 can make searching for content easier and
more accurate, e.g., by modifying metadata of digital media content based on results of the automated
matching and tagging process. Whereas initial metadata associated with a digital media content file
may have only basic information, the automated matching and tagging module 134 can modify the
metadata to include additional information such as event identifiers, event types, and the like, as
described in further detail below. In this way, the metadata associated with digital media content files
can be enriched, allowing searches to be more productive. In one possible scenario, an authenticated
computing device 170 on an agency network sends search queries for potentially relevant content to
the service provider computer system 130. The search queries may include search parameters such
as an event identifier, event type, location, or the like, which can be compared with metadata
associated with files that have been processed by the automated matching and tagging module 134.
Potentially relevant search results can be provided in responses to search queries. The service
provider computer system 130 may allow authorized users to securely download or stream digital
media content that may be found during a search, e.g., by providing a hyperlink to a corresponding
file.

FIGURE 2 depicts a table 200 that represents a snapshot generated from an RMS or CAD
database of a law enforcement agency. In the example shown in FIGURE 2, the snapshot contains
the following fields, which may be presented in the snapshot in any order:

1. User identifier (e.g., a Badge ID for the officer that recorded a video):

. Start Time (officer arrival time - when the officer took the call);

. End Time (officer departure time - when the officer closed the call);

. Event type (category);

2
3
4. Event identifier (e.g., Event ID);
5
6. Street (address); and
7. City.

These fields are only examples, and may be supplemented with other fields (e.g., equipment
IDs for police vehicles, camera equipment, or the like). The fields that are used in a particular

implementation may vary depending on factors such as the design and content of the database from

-6-
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which the snapshot is generated, requirements of other programs that may use the data, or other
factors. For example, location can be recorded in terms of a street address (e.g., the Street and City
fields shown in FIGURE 2) and/or in some other way (e.g., GPS coordinates), and the way in which
location is recorded may be based on requirements of a mapping program (e.g., Bing Maps, available
from Microsoft Corporation).

In the example shown in FIGURE 2, some of the records represented in the snapshot do not
have all of the fields populated. In particular, records associated with Event ID 14-164644 have no
values associated with the Event Type, Street, and City fields. This may occur when a data record
has been created but lacks complete information for the event. Such records may still be used in an
automated matching and tagging process, as described in further detail below, even if the ability to
tag corresponding digital media content will be somewhat limited by the missing information.

Referring again to FIGURE 1, the computer system 100 may include functionality for
improving data integrity. For example, in at least one embodiment, Badge IDs for officers in the
snapshot are required to match Badge IDs in corresponding officers' profiles in the service provider
computer system 130. In some circumstances (such as where Badge IDs were inaccurately entered
or have been updated), the service provider computer system 130 may resolve differences in Badge
ID values by, for example, changing one or more Badge IDs in the snapshot or in the officers' profiles.

The computer system 100 may include functionality for accurate mapping of data fields, such
as Event Types and categories. In at least one embodiment, the service provider computer system 130
compares a list of possible Event Types that could be present in the snapshot with a list of categories
in the service provider computer system 130. If the lists are not identical, the service provider
computer system 130 may need mapping instructions. For example, each CAD or RMS Event Type
in a snapshot can be mapped to an appropriate category by the service provider, with all possible
Event Types being correlated with one or more categories. In one possible mapping technique,
multiple Event Types can be mapped to a single category in the service provider computer
system 130, if needed.

Values in the snapshot and/or the service provider computer system 130 may be subject to
restrictions in terms of permissible data types, value ranges, and/or the like. For example, in at least
one embodiment, there is a two-character minimum for the Badge ID field.

An agency can set requirements on category/event type mapping, standardization of user
identifiers (e.g., badge 1Ds or other unique IDs for police officers or other emergency responders), or
the like. The computer system 100 may include functionality for conformance with such

requirements, such as functionality described above with respect to data integrity, permissible data
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types and/or value ranges, accurate mapping, etc. Snapshots can be validated to ensure that they
conform to requirements. Validation of snapshots may involve, at least at an initial stage, multiple
iterations to ensure that correct data is being pulled from correct fields. Test runs can be performed
by a service provider and the results can be verified and shared with the agency. Adjustments can be
made by the service provider and/or the agency to ensure accuracy.

Ilustrative Matching and Tagging Algorithm

In this section, an illustrative digital media content matching and tagging algorithm is
described that can be used to match digital media content (e.g., video, audio, or still image evidence
in a criminal investigation) with data records and tag the content with additional metadata based on
the results of the matching process. In a law enforcement context, such metadata may include an
incident identifier, an incident location, and an incident category. Although specific details are
described in this section for the purpose of illustration, digital media content can be matched with
database entries and tagged in other ways, in accordance with principles described herein.

FIGURE 3 is a flow chart diagram of an illustrative matching and tagging process 300 that
can be performed in a computer system, such as the service provider computer system 130 shown in
FIGURE 1. At step 310, the system receives event data associated with data records in a database.
The event data can be provided in the form of database snapshots (e.g., CAD or RMS snapshots)
generated on a regular basis (e.g., daily or twice per day), as described above. The event data is
associated with data records that correspond with one or more events, such as incidents that a law
enforcement agency responded to. The event data may include data fields such as "Incident ID" or
"Event ID"; "Officer ID" or "Badge ID"; "Start Time" and "End Time"; "Location" (e.g., a street
address or GPS coordinates), and "Category" or "Event Type" (e.g., an incident type such as
"Larceny,” "Domestic Disturbance," etc.).

The exact formats, data size, and other characteristics of the event data can differ based on
organizational factors such as agency requirements and/or technological factors such as the
processing power and data storage limitations of available computing resources, data transmission
rates and protocols, and the like. In at least one embodiment, a service provider converts received
event data into an internal common format so the matching can be done in a generic way for a variety
of customers (such as multiple law enforcement agencies), which allows data processing to proceed
in a more efficient and timely manner.

Referring again to FIGURE 3, at step 320 the system receives metadata corresponding to a
digital media content file, and at step 330, the system compares the event data with the metadata. If

the metadata and/or event data are encrypted, the system decrypts the encrypted data before
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performing the comparison. In at least one embodiment, initial metadata for unmatched digital media
content is obtained, and each entry S of the event data is processed to search for matches.

At step 340, the system automatically identifies a matching event for the digital media content
file based on the comparison. Matches can be detected in different ways, depending on the content
of the initial metadata, the content of the event data, and other factors. Referring again to FIGURE
1, at least some of the initial metadata may be generated automatically, e.g., by the digital media
device 150 that was used to record the content. As an example, an uploaded video may contain, in
its initial metadata, an Officer ID, a Start Time, and an End Time. Given this initial metadata, a match
can be identified if there is an uploaded video V such that S(Officer ID) = V(Officer ID), S(Start
Time) < V(Start Time), and V(End Time) < S(End Time).

Alternatively, matches can be identified based on different kinds of comparisons, or
comparisons of different attributes or combinations of attributes. For example, a match may be
identified based on the values of V(Officer ID) and V(Start Time), without regard to V(End Time),
based on the assumption that a match should be identified for any video made by an officer that begins
within a specified time window, regardless of when the video ends. This can account for situations
where the officer inadvertently continues recording longer than necessary, which may place V(End
Time) beyond the value of S(End Time). As another example, if GPS or other location data is
included in the initial metadata, matches may be identified based on comparisons of Start Time, End
Time, and location information. For a greater degree of certainty of the match, the comparisons of
Start Time, End Time, and location information can be combined with a comparison of a user
identifier (e.g., Officer ID).

In at least one embodiment, the earliest and latest records represented in the event data can
define a time window to use for the matching process. Uploads of digital media content files can
sometimes be delayed for long periods of time, e.g., due to an officer's schedule, unexpected
emergencies, etc. If an officer waits 48 hours to upload files, the matching process for that day's
CAD/RMS data may run before this transfer. To avoid a situation where no match will occur,
snapshots can contain data in a "look-back" window that exceeds the regular time interval
(e.g., 12 hours, 24 hours, etc.) between snapshots. For example, if an agency is generating snapshots
on a daily (24-hour) schedule, the snapshots can include the previous 3 days (72 hours) worth of data
to try to capture videos in the matching process that were uploaded within 72 hours of being captured
in the field. The look-back window can help to ensure that files will be tagged correctly if they are
uploaded within the predefined time period after an event. The look-back window can be set as a 2-

or 3-times multiple of the regular time interval, or any other desired length of time.
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Digital media content that was created within the time window can be requested by the
automated tagging and matching module 134 of the service provider computer system 130. In
response to the request, the service provider computer system 130 may retrieve metadata from
persistent storage and store it in memory of the service provider computer system 130 to allow quicker
access during automated tagging and/or matching processes performed by the automated matching
and tagging module 134. The automated matching and tagging module 134 processes metadata and
does not need to process the digital media content itself to perform automated tagging and matching.
This aspect provides significant benefits from a technical perspective (e.g., in terms of reduced
processing time) and also allows the digital media content to remain securely stored during such
processing,

Referring again to FIGURE 3, at step 350 the system automatically tags the digital media
content file by modifying the metadata (e.g., by adding to or updating the metadata) based on event
data associated with matching event. For example, the automated tagging and matching module 134
can automatically add metadata fields or update values of metadata fields for the digital media
content, depending on the information that is available for the matching event. For example, metadata
fields such as such as "Incident Identifier," "Category," and "Location" can be added to the metadata.
Each field can provide benefits on its own or in combination with other fields. For example, the
"Incident Identifier" may be useful for allowing digital media content to be found in response to
database queries for evidence relating to a particular incident. As another example, "Location" may
be useful for allowing database queries by location. As another example, "Category”" may be
associated with a time period for which evidence of that category should be retained, which can be
helpful for complying with agency rules or other laws or regulations regarding retention of data or
evidence.

In the illustrative snapshot 200 shown in FIGURE 2, some of the records represented in the
snapshot do not have all of the fields populated with values. In particular, records associated with
Event ID 14-164644 have no values associated with the Event Type, Street, and City fields. As
mentioned above, such records may still be used in an automated matching and tagging process, even
if the ability to tag corresponding digital media content may be somewhat limited by the missing
information. For example, a video uploaded by the officer associated with Badge ID N92 may be
matched to a corresponding entry in the snapshot 200 based on the Badge ID, Start Time, and End
Time. The matching video still can be tagged with the corresponding Event ID based on the

information in the snapshot 200, even though the Event Type, Street, and City are missing.
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Subsequent snapshots may include updated information for Event ID 14-164644, and the metadata
for the matching video may be updated accordingly.

Matching digital media content with database entries can also allow the system to detect and
correct data entry errors, thereby enhancing data integrity. For example, if an officer has the ability
to manually set the "Incident ID" in the field, the illustrative matching algorithm can detect any
discrepancies between the manually-entered "Incident ID" and the "Incident ID" from the CAD/RMS
database, and correct it.

In at least one embodiment, the system can detect inconsistent or duplicative data in snapshots.
For example, referring again to FIGURE 1, the automated matching and tagging module 134 may
detect that there are multiple database entries each having the same Badge ID, Start Time, and End
Time. This may occur, for example, where multiple Event IDs are inadvertently assigned to the same
underlying event. This detection capability may be useful to prevent duplicate matches if a rule
requires an individual digital media file to be matched with no more than one database entry, or to
avoid tagging content with incorrect metadata.

Although it may be desirable in most cases to associate an individual digital media file with
no more than one database entry, there can be exceptions to this rule. For example, it may be possible
for a recorded video to be relevant to multiple incidents that happened to take place at the same time
and location. To accommodate these and other situations, the system can be configured to provide
manual matching and/or manual tagging functionality that may be used to supplement results of an
automated matching and tagging process.

Illustrative Computing Devices and Operating Environments

Unless otherwise specified in the context of specific examples, described techniques and tools
may be implemented by any suitable computing device or set of devices.

In any of the described examples, a data store contains data as described herein and may be
hosted, for example, by a database management system (DBMS) to allow a high level of data
throughput between the data store and other components of a described system. The DBMS may also
allow the data store to be reliably backed up and to maintain a high level of availability. For example,
a data store may be accessed by other system components via a network, such as a private network
in the vicinity of the system, a secured transmission channel over the public Internet, a combination
of private and public networks, and the like. Instead of or in addition to a DBMS, a data store may
include structured data stored as files in a traditional file system. Data stores may reside on computing

devices that are part of or separate from components of systems described herein. Separate data stores
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may be combined into a single data store, or a single data store may be split into two or more separate
data stores.

Some of the functionality described herein may be implemented in the context of a client-
server relationship. In this context, server devices may include suitable computing devices
configured to provide information and/or services described herein. Server devices may include any
suitable computing devices, such as dedicated server devices. Server functionality provided by server
devices may, in some cases, be provided by software (e.g., virtualized computing instances or
application objects) executing on a computing device that is not a dedicated server device. The term
"client" can be used to refer to a computing device that obtains information and/or accesses services
provided by a server over a communication link. However, the designation of a particular device as
a client device does not necessarily require the presence of a server. At various times, a single device
may act as a server, a client, or both a server and a client, depending on context and configuration.
Actual physical locations of clients and servers are not necessarily important, but the locations can
be described as "local" for a client and "remote" for a server to illustrate a common usage scenario in
which a client is receiving information provided by a server at a remote location.

FIGURE 4 is a block diagram that illustrates aspects of an illustrative computing device 400
appropriate for use in accordance with embodiments of the present disclosure. The description below
is applicable to servers, personal computers, mobile phones, smart phones, tablet computers,
embedded computing devices, and other currently available or yet-to-be-developed devices that may
be used in accordance with embodiments of the present disclosure.

In its most basic configuration, the computing device 400 includes at least one processor 402
and a system memory 404 connected by a communication bus 406. Depending on the exact
configuration and type of device, the system memory 404 may be volatile or nonvolatile memory,
such as read only memory ("ROM"), random access memory ("RAM"), EEPROM, flash memory, or
other memory technology. Those of ordinary skill in the art and others will recognize that system
memory 404 typically stores data and/or program modules that are immediately accessible to and/or
currently being operated on by the processor 402. In this regard, the processor 402 may serve as a
computational center of the computing device 400 by supporting the execution of instructions.

As further illustrated in FIGURE 4, the computing device 400 may include a network
interface 410 comprising one or more components for communicating with other devices over a
network. Embodiments of the present disclosure may access basic services that utilize the network
interface 410 to perform communications using common network protocols. The network

interface 410 may also include a wireless network interface configured to communicate via one or
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more wireless communication protocols, such as WiFi, 2G, 3G, 4G, LTE, WiMAX, Bluetooth, and/or
the like.

In the illustrative embodiment depicted in FIGURE 4, the computing device 400 also includes
a storage medium 408. However, services may be accessed using a computing device that does not
include means for persisting data to a local storage medium. Therefore, the storage medium 408
depicted in FIGURE 4 is optional. In any event, the storage medium 408 may be volatile or
nonvolatile, removable or nonremovable, implemented using any technology capable of storing
information such as, but not limited to, a hard drive, solid state drive, CD-ROM, DVD, or other disk
storage, magnetic tape, magnetic disk storage, and/or the like.

As used herein, the term "computer-readable medium" includes volatile and nonvolatile and
removable and nonremovable media implemented in any method or technology capable of storing
information, such as computer-readable instructions, data structures, program modules, or other data.
In this regard, the system memory 404 and storage medium 408 depicted in FIGURE 4 are examples
of computer-readable media.

For ease of illustration and because it is not important for an understanding of the claimed
subject matter, FIGURE 4 does not show some of the typical components of many computing devices.
In this regard, the computing device 400 may include input devices, such as a keyboard, keypad,
mouse, trackball, microphone, video camera, touchpad, touchscreen, electronic pen, stylus, and/or
the like. Such input devices may be coupled to the computing device 400 by wired or wireless
connections including RF, infrared, serial, parallel, Bluetooth, USB, or other suitable connection
protocols using wireless or physical connections.

In any of the described examples, data can be captured by input devices and transmitted or
stored for future processing. The processing may include encoding data streams, which can be
subsequently decoded for presentation by output devices. Media data can be captured by multimedia
input devices and stored by saving media data streams as files on a computer-readable storage
medium (e.g., in memory or persistent storage on a client device, server, administrator device, or
some other device). Input devices can be separate from and communicatively coupled to computing
device 400 (e.g., a client device), or can be integral components of the computing device 400. In
some embodiments, multiple input devices may be combined into a single, multifunction input device
(e.g., a video camera with an integrated microphone). The computing device 400 may also include
output devices such as a display, speakers, printer, etc. The output devices may include video output
devices such as a display or touchscreen. The output devices also may include audio output devices

such as external speakers or earphones. The output devices can be separate from and
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communicatively coupled to the computing device 400, or can be integral components of the
computing device 400. Input functionality and output functionality may be integrated into the same
input/output device (e.g., a touchscreen). Any suitable input device, output device, or combined
input/output device either currently known or developed in the future may be used with described
systems.

In general, functionality of computing devices described herein may be implemented in
computing logic embodied in hardware or software instructions, which can be written in a
programming language, such as C, C++, COBOL, JAVA™, PHP, Perl, Python, Ruby, HTML, CSS,
JavaScript, VBScript, ASPX, Microsoft NET™ languages such as C#, and/or the like. Computing
logic may be compiled into executable programs or written in interpreted programming languages.
Generally, functionality described herein can be implemented as logic modules that can be duplicated
to provide greater processing capability, merged with other modules, or divided into sub-modules.
The computing logic can be stored in any type of computer-readable medium (e.g., a non-transitory
medium such as a memory or storage medium) or computer storage device and be stored on and
executed by one or more general-purpose or special-purpose processors, thus creating a
special-purpose computing device configured to provide functionality described herein.

Extensions and Alternatives

Many alternatives to the systems and devices described herein are possible. Individual
modules or subsystems can be separated into additional modules or subsystems or combined into
fewer modules or subsystems. Modules or subsystems can be omitted or supplemented with other
modules or subsystems. Functions that are indicated as being performed by a particular device,
module, or subsystem may instead be performed by one or more other devices, modules, or
subsystems. For example, although automated matching and tagging functionality is described with
reference to FIGURE 1 as being performed in a service provider computer system 130, it also possible
for matching and tagging functionality to be performed by a suitably configured device on an agency
network, or some other device.

Although some examples in the present disclosure include descriptions of devices comprising
specific hardware components in specific arrangements, techniques and tools described herein can be
modified to accommodate different hardware components, combinations, or arrangements. Further,
although some examples in the present disclosure include descriptions of specific usage scenarios,
techniques and tools described herein can be modified to accommodate different usage scenarios.
Functionality that is described as being implemented in software can instead be implemented in

hardware, or vice versa.
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Many alternatives to the techniques described herein are possible. For example, processing
stages in the various techniques can be separated into additional stages or combined into fewer stages.
As another example, processing stages in the various techniques can be omitted or supplemented with
other techniques or processing stages. As another example, processing stages that are described as
occurring in a particular order can instead occur in a different order. As another example, processing
stages that are described as being performed in a series of steps may instead be handled in a parallel
fashion, with multiple modules or software processes concurrently handling one or more of the
illustrated processing stages. As another example, processing stages that are indicated as being
performed by a particular device or module may instead be performed by one or more other devices
or modules.

The principles, representative embodiments, and modes of operation of the present disclosure
have been described in the foregoing description. However, aspects of the present disclosure which
are intended to be protected are not to be construed as limited to the particular embodiments disclosed.
Further, the embodiments described herein are to be regarded as illustrative rather than restrictive. It
will be appreciated that variations and changes may be made by others, and equivalents employed,
without departing from the spirit of the present disclosure. Accordingly, it is expressly intended that
all such variations, changes, and equivalents fall within the spirit and scope of the claimed subject

matter.
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CLAIMS
The embodiments of the invention in which an exclusive property or privilege is claimed are

defined as follows:

1. A computer-implemented method comprising;

receiving event data associated with a plurality of data records in a database;

receiving metadata corresponding to a digital media content file;

performing a comparison of at least a portion of the event data with at least a portion of the
metadata;

based on the comparison, automatically identifying a matching event for the digital media
content file, wherein the matching event is associated with at least one of the data records; and

automatically modifying the metadata based on event data associated with the matching event.

2. The method of Claim 1, wherein the comparison comprises:
comparing a user identifier in the metadata with a user identifier in the event data; and

comparing a time frame in the event data with a time frame in the metadata.

3. The method of Claim 1, wherein the comparison comprises at least one of the

following:
comparing a user identifier in the metadata with a user identifier in the event data;
comparing a time frame in the event data with a time frame in the metadata; and

comparing a location in the event data with a location in the metadata.

4, The method of Claim 1, wherein automatically modifying the metadata comprises

adding to the metadata at least one of the following: an event identifier, an event type, and a location.

5. The method of Claim 1, wherein the database comprises a records management system

database or a computer-aided dispatch database.

6. The method of Claim 1, wherein the digital media content file comprises a video file.
7. The method of Claim 1, wherein the digital media content file comprises an audio file.
8. The method of Claim 1, wherein the digital media content file comprises an image

file.
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9. The method of Claim 1, wherein the metadata is included in the digital media content
file.

10. The method of Claim 1, wherein the event data is included in a database snapshot.

11. The method of Claim 10, wherein the database snapshot is generated periodically ata

regular time interval.

12. The method of Claim 11, wherein the database snapshot includes data in a look-back

window that exceeds the regular time interval.

13. The method of Claim 1, further comprising analyzing the modified metadata in

response to a search query.

14. The method of Claim 13, wherein the search query comprises a search parameter, and

wherein the modified metadata includes metadata corresponding to the search parameter.

15. The method of Claim 14, further comprising providing a search result based on the

analysis of the modified metadata.

16. A computer-implemented method comprising:

detecting event data in a destination folder, wherein the event data is associated with a
plurality of data records in a database;

in response to the detecting, uploading the event data to a service provider computer system;

by the service provider computer system, receiving metadata corresponding to a digital media
content file;

by the service provider computer system, performing a comparison of at least a portion of the
event data with at least a portion of the metadata;

by the service provider computer system, automatically identifying a matching event for the
digital media content file based on the comparison, wherein the matching event is associated with at
least one of the data records; and

by the service provider computer system, automatically modifying the metadata based on

event data associated with the matching event.

17. The method of Claim 16, wherein the event data is included in a database snapshot.
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18. The method of Claim 17, wherein the database snapshot is generated periodically at a

regular time interval.

19.  The method of Claim 16, further comprising encrypting the event data prior to

uploading the event data.

20. The method of Claim 19, further comprising, by the service provider computer system,

decrypting the event data prior to performing the comparison.

21, A system comprising a service provider computing device having one or more
processors and computer-readable storage media having stored thereon computer-executable
instructions configured to cause the service provider computing device to:

receive event data associated with a plurality of data records in a database;

receive metadata corresponding to a digital media content file;

perform a comparison of at least a portion of the event data with at least a portion of the
metadata;

based on the comparison, automatically identify a matching event for the digital media content
file, wherein the matching event is associated with at least one of the data records; and

automatically modify the metadata based on event data associated with the matching event.

22. The computer system of Claim 21 further comprising a dock configured to upload the

digital media content file to the service provider computing device.

23. The computer system of Claim 21 further comprising a server computer configured
to:

detect the event data in a destination folder;

encrypt the event data; and

upload the encrypted event data to the service provider computing device.
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