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METHODS AND APPARATUS FOR SAVING POWER

Technical Field
The present disclosure relates in general to data processing systems. More particularly,

the present disclosure relates to saving power 1n a data processing system.

Background Art

For purposes of this disclosure, the noun "display" refers to the hardware component
that a data processing system uses to present visual information to a person (the "user").
When a conventional data processing system 1s turned on ("powered on"), the display 1s
powered on regardless of whether the user 1s actively interacting with the data processing
system. The power, or energy, used by the display when powered on may be wasted 1n
scenar10s where the user does not require that the display be powered on. For instance, the
user may leave the area where the data processing system 1s located and the display may
remain powered on unless the user specifically instructs the data processing system to power
off the display. For purposes of this disclosure, the term "power off denotes turning off the
poOwer.

Saving power has become more desirable with the advent of mobile data processing
systems, such as smartphones, laptops, and other devices that may rely on battery power. A
user may conserve power by disabling specific features, such as a module that searches for
wireless connections; components that enable various communication channels, such as the
protocol known by the trademark BLUETOOTH (RTM) and so-called third generation (3G),
fourth generation (4G), or other high-speed internet connections; vibrating alerts; multiple
email accounts; options to perform automatic email or web browser updates; etc. A user may
turn the entire device off when not 1n use, or 1f available, switch into a mode where signal
transmitting functions are suspended ("airplane mode" or "offline mode"). A user may
terminate applications that are potentially running in the background or avoid applications
that require high amounts of power, such as games or music applications. A user may also
save power being used only by the display by reducing the brightness of the display, setting a
time out feature to a low value to cause the device to power off the display quickly after the
user has stopped providing user input, avoiding screensavers, or manually powering off the
display.

Power-saving solutions may also be implemented by developers. For instance, a

developer may create a software application that powers off the display when certain
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activities occur, such as answering a phone call on a smartphone. A developer may also
create technology that reduces the amount of power used by a display. For example, some
liquid crystal displays (LCDs) use the display processing technology marketed under the
trademark PIXCALE to reduce power consumption. A company called Unipixel has also
suggested some display technology that allegedly uses less power than conventional displays.
However, 1f a user 1s intermittently interacting with a device, power may still be lost when the

display remains powered on despite the lack of need for a powered on display.

Brief Description of the Drawings

Features and advantages of the present invention will become apparent from the
appended claims, the following detailed description of one or more example embodiments,
and the corresponding figures, in which:

Figure 1 1s a block diagram of a data processing system with a power-saving eye
detection service according to at least one example embodiment;

Figure 2 presents a flowchart of a process for powering off a display when a user 1s
not looking at the display or actively using the device according to at least one example
embodiment; and

Figures 3A and 3B are schematic diagrams depicting the use of a camera to detect

whether a user 1s looking at a display according to at least one example embodiment.

Description of the Embodiments

Powering off a display 1s beneficial for saving energy and may extend the battery life
of a device. When a user 1s interacting with a device, such as a mobile smartphone, the
display may be, by default, powered on. When the user ceases to interact with the device in
such a way that requires the display to be powered on, unless the user or a software
application specifically instructs that the display power off, the display may remain on for a
predetermined amount of time of inactivity. Allowing the display to remain powered on when
not required reduces power efficiency and may reduce the battery life of a device.

According to the present disclosure, 1n at least one embodiment, a power-saving eye
detection service uses a camera to detect whether a user 1s looking at the display during times
of 1nactivity to determine whether the display should remain powered on. If the user 1s not
looking at the display, the eye detection service instructs the display to power off, thereby
saving power and potentially extending the battery life of the device. Figure 1 1s a block

diagram of data processing system 8 with an eye detection service 62, according to one
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example embodiment. In the 1llustrated embodiment, the data processing system 1s a device
10 with at least one central processing unit (CPU) or processor 50, as well as data storage 60
and a display 30 responsive to the processor. The display may include a touch sensor 32 that
covers some or all of the display surface. The touch sensor may serve as an input interface.

5  Asindicated below, the device may also include other input devices. In the 1llustrated
embodiment, the eye detection service 1s implemented as software that 1s stored in the data
storage and executed by the processor to provide the functionality described below. An OS
635, a context framework 63, a computer vision library 64, and one or more applications 61
are also stored 1n the data storage, and when those components execute on the processor, they

10  may invoke the eye detection service. The context framework may include an eye sensor 66.
The processor may also be connected to a camera 20 and to one or more peripherals 40 (e.g.,
a keyboard or a mouse).

In the embodiment of Figure 1, the context framework may describe a framework that
enables the development of context-aware applications. For instance, a device with a context
framework may be able to use Intel® Context Aware Computing technology to determine a
user's individual needs and personalize a user's experience with applications and services.

Additional details on Intel® 's Context Aware Computing technology can be found at

hitn://techresearch mtel conv/ResearchArealletails. aspx 7 id=37.

Figure 1 also refers to a computer vision library housed within the data storage. This

may refer to an Open Computer Vision (OpenCV) library containing programming functions
aimed at real ttme computer vision. Computer vision (CV) describes the methods for
acquiring, processing, analyzing, and understanding images in order to produce numerical or
symbolic information. For instance, a computer may be able to capture images of a person 1n
real time and be able to determine whether there 1s a human eye within the images and also
25  whether that eye 1s moving. More information on the OpenCV library can be found at
http://opencv.willowgarage.com/wiki/. As described 1n greater detail below with respect to
Figure 2, the eye detection service may use information obtained from the CV library to
determine whether the user 1s looking at the display. For purposes of this disclosure, the
information that 1s reported by the CV library may be referred to as "vision results." In one
30 embodiment, the eye detection service may be implemented as an OS service. In another
embodiment, the eye detection service may be a background application. The eye detection
service may interact with the context framework. For instance, when a user 1s not actively
touching a user interface of the device, as described below, the eye detection service may

connect to the context framework 1n order to detect whether the user 1s looking at the display.
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The context framework may load an eye sensor. The eye sensor may power on a camera and
use vision results from the CV library to determine whether the user 1s looking at the display,
and the eye sensor may generate eye sensory data indicating whether the user 1s looking at the
display, based on the vision results from the CV library. The eye detection service may then
receive the eye sensory data from the eye sensor. The eye sensory data may be in a simple
format, such as <11><LookingAtScreen>false</LookingAtScreen>" . In response to the eye
sensory data, the eye detection service may power off the display 1f 1t 1s determined that the
user 1s not looking at the display. If 1t 1s determined that the user 1s looking at the display, the
eye detection service may leave the display powered on. If the user actively touches a user
interface of the device while the eye detection service 1s determining whether the user 1s
looking at the display, the eye detection service may receive touch sensory data indicating
active touching and suspend itself.

Various different programming languages or combinations of programming languages
and such may be used to implement the eye detection service, the context framework, and the
CV library 1n various different environments. For instance, a combination of C and C++ may
be used, as well as Java (RTM) or JavaScript (RTM). Implementation details may also vary

for implementations designed for different platforms or devices, such as devices which use

the Android (RTM) OS, devices which use the iPhone (RTM) OS, devices which use the
Windows (RTM) CE OS, etc.

Figure 2 presents a flowchart of a process for powering off a display when a user 1s
not looking at the display or actively using the device according to at least one example
embodiment. The 1llustrated process may involve a device like that of Figure 1, and the
process may begin with the display powered on. As shown at block 100, the eye detection
service determines whether the user 1s actively using or interacting with the device, either
through actively touching a user interface of the device or another use indicating active
interaction or use. The device may be configured to interpret various types of activities as
indications that the user 1s actively interacting with a device. For instance, 1f the device 1s a
smartphone, the display may have a touch sensor incorporated into the display. The touch
sensor may be able to distinguish between active touching, such as entering data into an input
interface (e.g., an on-screen keyboard), and 1inactive touching, such as the user's cheek
touching the screen when using the smartphone to talk on the phone. If the device detects
only 1nactive touching, the device may determine that the user 1s not actively using or
interacting with the device. In addition, the device may be used 1n other ways to indicate

active interaction. In one or more embodiments, the types of activities that the device may
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interpret as active interaction may include, without limitation, typing on a peripheral
keyboard, moving a mouse, providing audio input via a microphone, providing input via a
game controller, and displaying a presentation or video on a second display or projector.

If the eye detection service receives touch sensory data or other data indicating active
interaction, the eye detection service may suspend itself, as shown at block 102, in that the
eye detection service does not continuously monitor eyes but simply waits for inactivity. If
there 1s no active interaction, the context framework loads an eye sensor that powers on the
camera, as shown at blocks 106 and 108. Consequently, as indicated by dashed box 107, the
eye detection service 1s no longer suspended but connects to the context framework to
retrieve eye sensory data from the eye sensor and provides power management operations for
the display, as indicated below. As depicted 1in block 110, after the camera 1s powered on, the
eye detection service determines whether the user 1s looking at the display. For instance, as
indicated above, the eye detection service may use eye sensory data from the eye sensor to
determine whether the user 1s looking at the display. In one embodiment, when the eye sensor
detects a face 1n front of the camera (based on vision results from the CV library), the eye
sensor filters at least one of the eyes as points. Then the eye sensor returns corresponding eye
sensory data to the caller, the eye detection service.

In one embodiment, the eye detection service 1s configured to determine that the user
1s looking at the display 1n response to receiving eye sensory data indicating detection of a
face pointed towards the display. Alternatively, the eye detection service may be configured
to determine that the user 1s looking at the display 1n response to receiving eye sensory data
indicating detection of at least one eye 1n view of the camera. Alternatively, the eye detection
service may determine that the user 1s looking at the display in response to eye sensory data
indicating detection of a pair of eyes on a face in view of the camera. In another embodiment,
the eye detection service may interpret eye sensory data resulting from certain combinations
of vision results as indicating that the user 1s looking at the display. For instance, in some
situations (e.g., when the display has been powered oft and then the user returns to the
computer), face detection alone without indication of which direction the face 1s pointing may
result in a determination that the user 1s looking at the display. The eye detection service may
also be configured to determine that the user 1s looking at the display in response to eye
sensory data indicating that an eye has been detected, even 1f a face has not been detected (to
provide for the possibility that face recognition may have failed, due to the angle of the user's

face, for instance).
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In response to a determination that the user 1s looking at the display, the eye detection
service may keep the display powered on, as indicated by the "Yes" arrow of block 110. In
response to a determination that the user 1s not looking at the display, the eye detection
service may automatically power off the display, as shown at block 112. As shown at block
114, the eye detection service may then also start a sleep timer. While the sleep timer 1s
running, the eye detection service may continue to operate 1n order to determine whether the
user has returned his or her gaze to the display, as shown in block 120. If the user resumes
looking at the display before a predetermined 1nactivity threshold 1s reached, the eye
detection service may automatically power the display back on, as depicted 1in block 122. In
one embodiment, the eye detection service causes the display to power off within one second
after detecting that the user 1s not looking at the display, and the eye detection service causes
the display to power on within one second after detecting that the user has resumed looking at
the display. In other embodiments, the eye detection service may implement other response
times for powering off the display, including, without limitation, power-off time periods less
than or equal to 2000 milliseconds or greater than or equal to 300 milliseconds. In one
embodiment, the user may configure the power-off time period to a value greater than or
equal to the minimum time. Similarly, 1n some embodiments, the eye detection service may
implement power-on time periods less than or equal to 800 milliseconds or greater than or
equal to 100 milliseconds. In one embodiment, the user may configure the power-on time
period to a value greater than or equal to the minimum time. Also, different embodiments
may use different combinations of power-off time periods and power-on time periods,
including, without limitation, any combination of the power-oft and power-on time periods
described above. If the eye detection service powers on the display again, the eye detection
service may also clear the sleep timer, as shown 1n block 124. The eye detection service may
then continue to operate in order to determine whether the user continues to look at the
display, as indicated by the arrow returning to block 110 from block 124.

However, referring again to block 120, 1f the user 1s not looking at the display after
the sleep timer has been started, the eye detection service may determine whether the sleep
timer equals or exceeds a predetermined 1nactivity threshold, as show at block 130.

Consequently, 1f the user does not look at the display for a period of time that 1s
areater than or equal to the predetermined 1nactivity threshold, as measured by the sleep timer,
the eye detection service may then power off the camera to further reduce power
consumption of the device, as shown 1n block 132. The eye detection service may then

suspend 1tself, as shown 1n block 134.



Subsequently, as shown at block 136, the OS may receive a wake -up event, for
instance 1n response to user interaction with a mouse or a keyboard. In response to the wake -
up event, the OS may power on the display, as depicted in block 138. Wake -up events may
be the same as or similar to those that wake a device from "sleep mode," and 1n one

5 embodiment, the types of activities that would constitute a wake-up event may be set by the
user. The process may then return to block 100, with the device determining whether the user
1s actively interacting with the device or looking at the display, and responding accordingly,
as described above. Thus, the eye detection service 1s active (not suspended) for the
operations shown within dashed box 107.

10 In another embodiment, an application may override the eye detection service if the
application requires that the display remain 1n a specific state of being powered on or off. For
instance, a video player may permanently suspend the eye detection service during the course
of a video being played to avoid the display being powered off at an inopportune time.
Similarly, a service that 1s downloading a file may automatically power on the display in

response to completion of the download. In addition, these and other kinds of power on and

power off operations may be controlled by settings that may be modified by an application, a
user, an administrator, etc.
Figures 3A and 3B depict the use of a camera to detect whether a user 1s looking at a

display according to at least one example embodiment. In the illustrated embodiment, the eye
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20  detection service 62 1n the device 10 of Figure 1 may utilize the camera 20 to determine
whether the user 80 1s looking at the display 30. As shown 1n Figure 3A, dotted line 200
indicates that the eye detection service 1s able to determine that the user 1s looking at the
display, based on vision results such as those described above. For example, the eye detection
service may determine that the user 1s looking at the display based on vision results from the

25  CV library indicating that the user's face has been detected within view of the camera and
pointed towards the display. The eye detection service may also determine that the user 1s
looking at the display based on vision results indicating that the CV library has detected at
least one eye 90 within view of the camera. In response to determining that the user 1s
looking at the display, the eye detection service may power on the display, as indicated above.

30 In contrast, as shown 1n Figure 3B, dotted line 300 indicates that the eye detection
service 1s unable to detect a user looking at the display. For instance, as indicated above, the
eye detection service may determine that no user 1s looking at the display after receiving eye
sensory data indicating that the CV library has been unable to detect the presence of a human

face or a human eye 1n a human face in view of the camera. In response to determining that
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no user 1s looking at the display, the eye detection service may power off the display, as
indicated above,

In light of the principles and example embodiments described and illustrated herein, 1t
will be recognized that the 1llustrated embodiments can be modified in arrangement and
detail without departing from such principles. Also, the foregoing discussion has focused on
particular embodiments, but other configurations are contemplated. Also, even though
expressions such as "in one embodiment," "in another embodiment," or the like are used
herein, these phrases are meant to generally reference embodiment possibilities, and are not
intended to limit the invention to particular embodiment configurations. As used herein, these
terms may reference the same or different embodiments that are combinable 1nto other
embodiments.

As used herein, the terms "processing system" and "data processing system" are
intended to broadly encompass a single machine, or a system of communicatively coupled
machines or devices operating together. Example processing systems include, without
limitation, distributed computing systems, supercomputers, high-performance computing
systems, computing clusters, mainframe computers, mini-computers, client-server systems,
personal computers (PCs), workstations, servers, portable computers, laptop computers, tablet
computers, personal digital assistants (PDAs), telephones, handheld devices, entertainment
devices such as audio and/or video devices, and other devices for processing or transmitting
information.

Also, components that are described as being coupled to each other, 1n
communication with each other, as being responsive to each other, or the like, need not be 1n
continuous communication with each other or directly coupled to each other, unless expressly
specified otherwise. In addition, some components of the data processing system may be
implemented as adapter cards with interfaces (e.g., a connector) for communicating with a
bus. Alternatively, devices may be implemented as embedded controllers, using components
such as programmable or non-programmable logic devices or arrays, application-specific
integrated circuits (ASICs), embedded computers, smart cards, and the like.

It should also be understood that the hardware and software components depicted
herein represent functional elements that are reasonably self-contained so that each can be
designed, constructed, or updated substantially independently of the others. In alternative
embodiments, many of the components may be implemented as hardware, software, or
combinations of hardware and software for providing the functionality described and

1llustrated herein. For example, alternative embodiments include machine accessible media
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encoding 1nstructions or control logic for performing the operations of the invention. Such
embodiments may also be referred to as program products. Such machine accessible media
may include, without limitation, tangible storage media such as magnetic disks, optical disks,
RAM, ROM, flash memory, etc. Alternatively, some or all of the control logic for
implementing the described operations may be implemented in hardware logic (e.g., as part
of an integrated circuit chip, a programmable gate array (PGA), an ASIC, etc.). Instructions
may also be used 1n a distributed environment, and may be stored locally and/or remotely for
access by single or multi-processor machines.

Also, although one or more example processes have been described with regard to
particular operations performed 1n a particular sequence, numerous modifications could be
applied to those processes to dertve numerous alternative embodiments of the present
invention. For example, alternative embodiments may include processes that use fewer than
all of the disclosed operations, process that use additional operations, and processes 1n which
the individual operations disclosed herein are combined, subdivided, rearranged, or otherwise
altered. In view of the wide variety of useful permutations that may be readily derived from
the example embodiments described herein, this detailed description 1s intended to be
1llustrative only, and should not be taken as limiting the scope of the invention. What 1s
claimed as the invention, therefore, are all implementations that come within the scope of the

following claims and all equivalents to such implementations.
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Claims

1. A method comprising:

receiving an indication of touch sensor input of a data processing system;

determintng whether the touch sensor input corresponds {0 an inactive touch:;

determining cessation of user interaction with the data processing system based on a
determination that the touch sensor tnput corresponds to an tnactive touch;

poOwering up a camera of the data processing system in response to the determined
cessation of user interaction with the data processing system; and

controlling a display of the data processing system based on one or more images
captured by the camera wherein the controlling the dispiay of the data processing system
COMPrises:

determining that a user is not looking at the display based on the one or more
umages captured by the camera,; and

powering off the display.

2. The method of claim 1, the method further comprising:
after powering off the display, determining that a user 1s not looking at the display for at
least a predetermined period of time; and

powering off the camera.

3. The method of claim 1, the method further comprising:

after powering off the display, detecting user interaction with the data processing
system; and

1n response to detecting user interaction with the data processing system, powering on

the display.
+ The method of claim 1, wherein the determining that the user 1s not looking at the

display comprses determining whether there 15 at least one eve 1n view of the camera based at

least in part on the one or more 1mages captured by the camera.

10



5. The method of claim 1, wherein the determining that the user 1s not looking at the
display comprises determining whether there 1s a pair of eyes in view of the camera based at

least in part on the one or more images captured by the camera.

0. The method of claim 1, wherein the determining that the user 1s not looking at the
display comprises determining whether a tace is i view of the camera based at least in part on

the one or more tmages captured by the camera.

7. The method of claim 1, wherein the determining that the user 18 not looking at the
display comprises determining whether a face in view of the camera 1s pointed toward the

display, based at least in part on the one or more images captured by the camera.

8. The method of claim 1, wherein the determining cessation of user interaction with the
data processing system comprises determining cessation of touch sensor input of the data

processing system.

9. The method of claim 1, wherein the determining cessation of user interaction with the

data processing system comprises determining cessation of input at a data processing system

peripheral.

10. One or more machine accessible media encoding 1nstructions, which, when executed
by a data processing system, cause the data processing system to perform any one of the

methods of claims 1-9.

11. A data processing system comprising:

a camera;

a display;

one Or more processors;

at least one machine readable media encoding instructions, which, when executed by
the data processing system, cause the data processing system to perform a method, the method
comprising:

receiving an indication of touch sensor input of a data processing system;

determining whether the touch sensor input corresponds to an mactive touch;

11
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determining cessation of user interaction with the data processing system based
on a determination that the touch sensor input corresponds {0 an mactive touch;
powering up the camera of the data processing system in response o the
determined cessation of user iteraction with the data processing system; and
controlling the display of the data processing system based on one or more
images captured by the camera wherein the conirolling the display of the data
prOCessing system Comprises:
determining that a user 18 not looking at the display based on the one or
more tmages captured by the camera; and

powering off the display.

2. The data processing system of ¢laim 11, the method further comprising:
after powering off the display, determining that a user 1s not looking at the display for at
least a predetermined period of time; and

powering off the camera.

3. The data processing system of claim 11, the method further comprising:

after powering off the display, detecting user interaction with the data processing
system; and

1n response to detecting user interaction with the data processing system, powering on

the display.

14. The data processing system of claim 11, wherein the determining that the user 1s not
looking at the display comprises determining whether there 1s at least one eye in view of the

camera based at least in part on the one or more tmages captured by the camera.

15.  The data processing system of claim 11, wherein the determining that the user 1s not
locking at the display comprises determining whether there ts a pair of eyes 1n view of the

camera based at least in part on the one or more images captured by the camera.
16. The data processing system of claim 11, wherein the determining that the user is not

looking at the display comprises determinming whether a face 1s in view of the camera based al

least in part on the one or more images captured by the camera.

12



17. The data processing system of ¢claim 11, wherein the determining that the user is not
looking at the display comprises determining whether a tface in view of the camera ts pointed

toward the display, based at least in part on the one or more 1mages captured by the camera.

18, The data processing system of claim 11, wherein the determining cessation of user
interaction with the data processing system comprises determining cessation of touch sensor

input of the data processing system.

19, The data processing system of claim 11, wherein the determining cessation of user
interaction with the data processing system comprises determining cessation of input at a data

processing system peripheral.

20, The data processing system of claim 11, wherein the determining cessation of user
interaction with the data processing system comprises determining cessation of audio input to

the data processing system.

™

21 The data processing system ¢f ¢clauim 11, wherein the determining cessation of user
interaction with the data processing system comprises determining cessation of the delivery of

content to be displayed by or at a device external to the data processing system.

22. A data processing system comprising means to perform the method of any one of

claims 1-9.

13
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