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MANAGEMENT OF APPLICATION PROPERTIES

BACKGROUND

[0001] Computing systems can run applications which have a variety of

configurations for each application. The configuration of an application can affect
server processes, operating system settings, and the application during user

interaction among other similar application configuration results.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] Certain examples are described in the following detailed description

and in reference to the drawings, in which:

[0003] FIG. 1 is an example of a system for management of application
properties;
[0004] FIG. 2 is a flow diagram of an example method for management of

application properties;

[0005] FIG. 3 is a block diagram of an example non-transitory, computer-
readable medium comprising code that when executed by a processor manages
application properties;

[0006] FIG. 4 is an example schematic diagram of multiple servers managing
the applications for multiple clients;

[0007] FIG. 5 is an example schematic diagram of multiple servers for
managing application properties and providing an observer updater to clients; and
[0008] FIG. 6 is an example schematic diagram of a property management
service framework for managing application properties to a synched cache for an

application.

DETAILED DESCRIPTION OF SPECIFIC EXAMPLES

[0009] Application properties may be stored in property files or configuration

files that are stored locally for the application. Application properties may also be
stored in a separate configuration file for each instance of an application or in other
piecemeal configuration storage methods. Configuration services, such as Spring
Cloud-Config, may run as a separate application and provide properties from a

version control systems for software development such as a git repository. While
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some of these services include the use of centralized application property stores,
previous methods may not provide observable application properties or
environmental property aggregation.

[0010] As described herein, the use of centralized application property stores
may reduce the number of components. This reduction in components can ease the
task of changing a configuration in one place and having the effects felt globally.
With the present techniques using a centralized property manager, changing
configurations globally for a system may involve fewer chances for error. The use of
observable application properties and environmental property aggregation in the
presently disclosed techniques allow the updating of an application configuration
without restarting. This capability can be achieved because the availability of these
properties from a central property manager allows application changes without
proceeding to pass through a system through a dependency injection framework.
[0011] The presently disclosed techniques also help avoid errors common to
management of a development environment. In an example, the presently disclosed
techniques avoid the use of multiple configuration files and versions of configuration
files. Use of multiple configuration files or versions of configuration files can cause
problems, for example, if a developer creates a development version of an
application configuration that is not ready for production use. The resulting
development version configuration file could be incorrectly implemented by devices
or systems or applications using an incorrect configuration.

[0012] The present techniques may be used to manage application properties
that are backed up by a distributed configuration service with redundant services
rather than through the traditional database or filesystem approaches. In an
example, the configuration service can also be a synchronization service or a
naming service for distributed systems. In an example a distributed configuration
service may include Apache ZooKeeper™ from Apache. The use of a distributed
configuration service for managing application properties can include defining for
each application the environment for property management. The use of a distributed
configuration service can also include the ability to update applications either through
pushing updates to the applications, or by providing an updater to the applications.
The updater may monitor the configuration from the configuration service for

updates. In an example, the updater may be a Java™ application that observes and
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reacts to property changes detected in the configuration service as the property
changes are made and detected.

[0013] FIG. 1 is an example of a system 100 for management of application
properties. The system 100 can include a memory resource that stores a property
dependency notification that can be provided to the application. The property
dependency notification can alert the application that requests for an application
property by the application should be directed to the system 100.

[0014] The system 100 may be, for example, a server, a laptop computer,
desktop computer, ultrabook, tablet computer, mobile device, among others. As
discussed above, the system 100 may include a processing resource 102 such as a
central processing unit (CPU) that is configured to execute stored instructions, as
well as a memory resource 104 that stores instructions that are executable by the
processing resource 102. The processing resource 102 may be coupled to the
memory resource 104 by a bus. The processing resource 102 can be a single core
processor, a multi-core processor, a computing cluster, or any number of other
configurations. Furthermore, the system 100 may include more than one processing
resource 102. The processing resource 102 can also connect through a storage
array interface to external storage arrays by the bus. The storage array can be an
external system or array of systems that are hosting its own guest virtual machines
or interacting with the virtual machines of the system 100.

[0015] The system 100 may also include a storage device. The storage
device can be a non-volatile storage device such as a hard drive, an optical drive, a
thumbdrive, an array of drives, or any combinations thereof. The memory resource
104 can include random access memory (RAM), flash memory, or any other suitable
memory systems. For example, the memory resource 104 may include random
access memory (DRAM). The memory resource 104 may include an environmental
namespace 106. The environment namespace 106 may include properties that
apply to an execution context for an application.

[0016] The environmental namespace 106 can include an application
namespace 108 that stores and allows the organization of the properties applicable
to the execution context of an application. In an example, the application
namespace 108 may include application configuration information including

operating system settings, networking settings, or other similar configurations. The
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processing resource 102 can provide the application namespace 108 in response to
a request for the application namespace 108 from an application. The request can
be received from a separate device or from any networked or communicatively
coupled instance hosting an application whether the application is running on the
local system 100 or on remote device. The application namespace 108 may include
at least one of an observable application property 110 and a nonobservable
application property 112 for the application. As used herein, an observable
application property 110 may be a property that can be observed or accessed by any
application or program with access to the application namespace 108. A
nonobservable application property 112 may be a property that cannot be observed
or accessed by any application or program with access to the application namespace
108.

[0017] The application properties stored in the application namespace 108
may all be environmental in nature. In an example, the application properties may
each be specific to a given environment namespace. As indicated above, each
application property can be observable or nonobservable. The presence of the
application properties, and the application requesting the specific application
properties in the application namespace allow an application property manager to
notify a client about a change in property state. The framework shown here allows
for the accessibility and storage of application properties for a number of clients.
Each property stored within the application namespace 108 may be simultaneously
accessed through a number of configurations, for a number of client devices, and
updated through a number of systems. The application property storage framework
shown here facilitates an observer pattern in the framework for application property
management.

[0018] In an example, a property management service may push notify clients
about changes in property state of an observable application property 110 or a non-
observable application property 112. The retrieval of specific properties may
increase the convenience to client devices that may not manage their own
application properties. In this example, these application that rely on property
management systems can implement listeners that react to those state changes
without the use of regular polling for changes, application generated property files, or

other similar solutions.
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[0019] The block diagram of FIG. 1 is not intended to indicate that the
computing device is to include all of the components shown in FIG. 1. Further, the
system 100 may include any number of additional components not shown in FIG. 1,
depending on the details of the specific implementation.

[0020] FIG. 2 is a flow diagram of an example method 200 for management of
application properties. The method 200 begins at block 202.

[0021] At block 202, a memory resource stores an application property. The
application property can include at least one of an observable application property
and an environmental property for the application. The environmental properties for
the application can apply to a cluster of a plurality of devices each running an
instance of the application. If the memory resource stores a property dependency
notification to be provided to the application, the application can use the property
dependency notification to identify and save a location of the memory resource
providing the application property. In an example, the property dependency
notification directs the application to request the application property from the
memory resource each time an application property is needed. In an example, upon
the startup of an application, an application property can be requested from the
memory resource that indicates a configuration of the application. In an example,
the property dependency notification can include an internet protocol address that
directs the application to the memory resource where the application property can be
accessed.

[0022] At block 204, a processing resource provides the application property if
a request for the application property is received from an application. In an example,
the memory resource can store an observer updater. The processing resource can
provide the observer updater to the application. In an example, the observer updater
can be provided by the processing resource when a request for the application
property is received from the application. When the observer updater arrives at the
application, the observer updater may allow the application to implement an observer
to react to changes to the application property stored in the memory resource. The
observer can be a watching function that can be continuously checking the status of
the memory resource for updates to the application property. In an example, the

infrastructure for the memory resource and processor is a disiributed configuration
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service, synchronization service, and naming registry that can store the application
property in a node to be read by a number of different instances of an application.
[0023] FIG. 3 is a block diagram of an example non-transitory, computer-
readable medium 300 comprising code that when executed by a processor manages
application properties. The computer-readable medium 300 can be accessed by a
processor over a system bus. In some examples, the code may direct the processor
to perform the steps of the current method as described with respect to FIG. 2. Like
numbered items are as described in FIG. 1.

[0024] The computer-readable medium 300 can include instructions 302 to
store in a computer-readable medium 300 an application property. In an example,
the application property can include at least one of an observable application
property and an environmental property for the application. The computer-readable
medium 300 can also include instructions to provide 304 an application property to
an application if a request for the application property is made to the computer-
readable medium.

[0025] In an example, the computer readable medium stores an observer
updater, where the processor provides the observer updater to the application if a
request for the application property is received from the application. In this example,
once the observer updater is sent to the application, the observer updater can assist
the application in implementing an observer. The observer may react to detected
changes to the application property stored in the computer-readable medium.

[0026] In an example, the computer-readable medium and processor may
store the infrastructure for a distributed configuration service, synchronization
service, and naming registry. The infrastructure may be used to store the application
property in a node that can later be read by a number of different instances of the
application. In an example the reading of a node containing an application property
is initiated by an observer. The observer updater can include instructions that an
application can implement to check an application property node for updates to the
application property.

[0027] The block diagram of FIG. 3 is not intended to indicate that the
computer-readable medium 300 is to include the components or modules shown in

FIG. 3. Further, any number of additional components may be included within the
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computer-readable medium 300, depending on the details of the management of
application properties disclosed herein.

[0028] FIG. 4 is schematic diagram 400 of multiple servers managing the
applications for multiple clients. Like numbered items are as described here and as
in FIG. 1. The technigues herein disclosed may be implemented on the Server 402
side. In an example however, the techniques can involve implementation across
multiple Servers 402 and Clients 404. Each client 404 may be a device or virtual
machine executing an application 406. The application 406 can include software,
operating systems, networking logic, or other similar implementations. In an
example, the application 406 can be written in Java™ and can be used to manage
properties in many components. In an example, the application 406 can include
components or settings that are managed for various digital locations including
Representational State Transfer (REST) Application Program Interfaces (APIs),
storm clusters in topologies, and for other places. The management of the
application’s 406 properties can be executed from an application property manager
408 in a Sever 402.

[0029] In an example, when an application property is managed by the
application property manager 408, each application 406 can engage with at least two
environment properties. In an example these two properties can store information
on the development environment and on the address on a cluster where the
environmental properties are stored and defined. In an example where Apache
ZooKeeperTM implements these properties, the properties can be referred to as the
PS_ENVIRONMENT property and the PS_ZOOKEEPER_QUORUM respectively.
When the development environment property and address of the application
properties for an application 406 are defined, the application 406 can use a property
service class to access application properties 406. The application property
manager 408 can also implement an observer pattern in the application 406 so the
consuming applications 406 can add observers which will react to property changes
at the application property manager 408.

[0030] Server A (402) can store the application property manager 408 that
Client 1 — 3 (404) each refer to upon the application 406 requesting an application
property. Upon an initial request by any of the clients 404, Server A (402) can

provide, from the application property manager 408, a dependency notification 410.
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The dependency notification can be provided to each of the Clients 1-3 (404). The
dependency notification can be received by the application 406 and provide the
application 406 notice that if the application 406 requests an application property, the
application 406 can request the property from Server A (402), and more specifically,
from the application property manager 408 of Server A (402).

[0031] An application 406 that is consuming a dependency notification adds a
dependency on the property service module of the application 406. When an
application property changes in Server A (402), these changes can be detected by
the application 406 which can update the properties of the application 406 while
being implemented on a client 404. In an example, each of the applications in Client
1 (404), Client 2, (404), and Client 3 {(404), can each consult the application property
manager 408 of Server A (402).

[0032] If the communicative connection to Server A (402) loses functionality,
the Clients 1-3 (404) can request application property management from Server B
(402). The application property manager 408 of Server B (402) may include
synchronized properties from either Server A (402) prior to it disconnecting, or from a
client 404 that has most recently updated its application properties prior to the
disconnect. Upon a client’s 404 request for an application property from Server B
(402), the application property manager 408 can provide a dependency notification
410 to the Clients 1-3 (404). The dependency notification 410 from Server B (402)
can update the dependency information in each client 404 that requests and
receives it.

[0033] In an example, the dependency notification 410 also includes an
address identifier, such as a uniform resource locator for the server providing the
dependency notification. In an example, rather than a server identification, a cluster
identification for a group of servers or a cloud can be provided to indicate a location
a client 404 using an application 406 can request an application property.

[0034] FIG. 5 is schematic diagram 500 of multiple Servers 502 for managing
application properties and providing an observer updater to clients 404. Like
numbered items are as described in FIG. 1 and FIG. 4.

[0035] The Sever 502 can include an application property manager 504
storing an observer updater 506 that can be sent to a client 404. Upon a request,

the Sever 502 can provide, through the application property manager 504, an
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observer updater 506 to the requesting client 404. As depicted in FIG. 5, Client 1
(404) and Client 2 (404) can both access application properties from the Server 502.
Indeed, the centralized management of application properties for each application
406 allows the near instant updating of the configuration of the application properties
at each application 406 with changes only made at the application property manager
504. In an example, the observer updater 506 can be sent to an application 406 to
allow access of the application 406 to an observer. The observer can monitor the
application property manager 408 for changes to application properties that could
impact the application 406. Through the use of an observer, the application can
access properties from the application property manager 504 as soon as those
properties undergo a change. In an example, the observer can access an Apache
ZooKeeper™ infrastructure to retrieve the updated application property.

[0036] In an example, if an application reacts to changes in logging level, an
observer can monitor a “rootLogger.level” application property in the application
property manager 504 for any changes. Rather than hardcoding in a logging level in
the application, a user such as support staff implementing the example relying on a
logging level can adjust logging in a distributed production environment.

[0037] In an example, the application property manager 504 can leverage
existing infrastructure of the deployment environment to manage the applications
406. For example, if Apache ZooKeeper™ infrastructure exists in the deployment
environment, a server can use functions and structures provided by Apache
ZooKeeper™ to manage the application properties. In an example where the
infrastructure for application management exists already, the use of this
development infrastructure can help reduce the computational expense of running of
an extra application on the Sever 502 to store the application properties. For
example, the techniques disclosed here may help avoid deployments that rely on
extra applications being run on the server, e.g. Spring-Cloud deployments.

[0038] FIG. 6 is an example schematic diagram of a property management
service framework for managing application properties to a synched cache for an
application. The framework 600 of FIG. 6 can be used to implement the method
described in FIG. 2 and the techniques shown in FIG. 4 and 5.

[0039] The framework 600 serves an application 406 which has properties

stored remotely as application properties 602. The application properties can
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include application configuration information including operating system settings,
networking settings, or other similar configurations. An application property manager
408 may ensure that the application includes the up to date application property 602
and also that the remotely stored application properties 602 are updated to reflect
changes made to those application properties 602. Changes to the application
properties can be manually input by a user operating an application 406 or other
suitable means for property adjustment.

[0040] The application 406 can include an archived file location 604 which
include or point to a synced cache 608. The archived file location 604 can store
application properties that are incoming or have been changed and will send updates
to the application property manager 408. In an example, the synced cache 606
synchronizes with the application property manager to receive properties from the
application property manager 408 that are most up to date. In an example, the
application 406 updates an application property 602 and this update is stored in the
synched cache 606. When the synched cache 606 synchronizes with the application
property manager, the synched cache will provide those updates so that they may be
applied to the remotely stored application properties 602.

[0041] As described above, a synched cache 606 of an application can also
receive application properties 602 provided by an application property manager 408.
In an example, an application property 602 has been modified in a single remote
location but this modification is only made to the application property in the single
remote location. In this example, the application property 602 may be provided to an
integration and delivery application 608 which may continuously provide the most
recent application property 602 to the application property manager 408. The
providing of this application property 602 either initially or upon an update can result
in the integration and delivery application 608 providing a load 610 to the application
property manager 408. This load 610 can vary and may be managed by the
integration and delivery application such that the most recent application property
602 instance may be selected and provide to the application property manager 408.
[0042] Direction of various application properties 602 can be handled by the
application property 408 and directed by the properties service admin user interface
(Ul) 612. The properties service admin Ul 612 may expose itself to a user for

manipulation of an application property 602 generally, or also the application
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property for a local version of an application 406. In an example, the application
property manager 408 may also provide application properties 602 to the properties
service admin Ul 612 so that the properties service admin Ul 612 can modify or read
the appropriate and updated application properties 602. In an example, the data of
an application property 602 or a modification to an application property 602 may
travels from the properties service admin Ul to the application property manager 408
or the other direction. Using this framework, an application property manager 408
can manage application properties 408 and keep updated application properties
provided to an application 406 through a synched cache 606 in accordance with
input provided at the properties service admin Ul 612.

[0043] While the present techniques may be susceptible to various
modifications and alternative forms, the examples discussed above have been
shown by way of example. It is to be understood that the techniques are not
intended to be limited to the particular examples disclosed herein. Indeed, the
present techniques include all alternatives, modifications, and equivalents falling

within the scope of the appended claims.
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CLAIMS
What is claimed is:
1. A system for management of application properties, the system

comprising:

a memory resource to store an application property, wherein the application
property comprises at least one of an observable application property
and an environmental property for the application; and

a processing resource to provide the application property if a request for the

application property is received from an application.

2. The system of claim 1, wherein the environmental property for the
application applies to a cluster of a plurality of devices each running an instance of

the application.

3. The system of claim 1, wherein:

the memory resource to store a property dependency notification to be
provided to the application; and

the property dependency notification to allow the application to request the

application property.

4, The system of claim 3, wherein the property dependency notification
comprises an internet protocol address to allow the application to address the

memory resource.

5. The system of claim 1, wherein:

the memory resource to store an observer updater;

the processing resource to provide the observer updater to the application if a
request for the application property is received from the application;
and

once the observer updater is sent to the application, the observer updater to
allow the application to implement an observer to react to changes to

the application property stored in the memory resource.
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6. The system of claim 1, wherein the infrastructure of the memory
resource and processing resource comprises a distributed configuration service,
synchronization service, and naming registry to store the application property in a

node to be read by different instances of the application.

7. A method for management of application properties comprising:

storing an application property in a memory resource;

providing by a processing resource the application property if a request for the
application property is received from an application, the application
property comprises at least one of an observable application property

and an environmental property for the application.

8. The method of claim 7, wherein the environmental property for the
application applies to a cluster of a plurality of devices each running an instance of

the application.

9. The method of claim 7, wherein:

the memory resource stores a property dependency notification to be
provided to the application; and

the property dependency notification allows the application to request the

application property.

10.  The method of claim 9, wherein the property dependency notification
comprises an internet protocol address to allow the application to address the

memory resource.

11.  The method of claim 7, wherein:

the memory resource stores an observer updater,

the processing resource provides the observer updater to the application if a
request for the application property is received from the application;

and
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once the observer updater is sent to the application, the observer updater to
allow the application to implement an observer to react to changes to
the application property stored in the memory resource.

12.  The method of claim 7, wherein an infrastructure of the memory
resource and processor resource comprises a distributed configuration service,
synchronization service, and naming registry that stores the application property in a

node to be read by a number of different instances of the application.

13. A tangible, non-transitory, computer-readable medium comprising
instructions that, when executed by a processor, direct the processor to manage
application properties, the instructions to direct the processor to:

store an application property which comprises at least one of an observable

application property and an environmental property for the application;
and

provide the application property if a request for the application property is

received from an application.

14.  The computer-readable medium of claim 13, wherein:

the computer-readable medium stores instructions for an observer updater;

the instructions for the processor to provide the observer updater to the
application if a request for the application property is received from the
application; and

once the observer updater is sent to the application, the observer updater to
allow the application to implement an observer to react to changes to

the application property stored in the computer-readable medium.

15.  The computer-readable medium of claim 13, wherein an infrastructure
of the computer-readable medium and processor comprises a distributed
configuration service, synchronization service, and naming registry to store the

application property in a node to be read by different instances of the application.
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