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(54) Title: OBJECT CLASS IDENTIFICATION, VERIFICATION OR OBJECT IMAGE SYNTHESIS

(57) Abstract: A method of identifying an object class using a model based upon appearance parameters derived by comparing
images of objects of different classes, the model including a representation of a probability density function describing a range
over which appearance parameters may vary for a given class of object, the model further including a defined relationship between
the appearance parameters and the probability density function, wherein the method comprises generating appearance parameters
representative of an unknown object, estimating an appropriate probability density function for the unknown object using the defined
relationship between the appearance parameters and the probability density function, then iteratively modifying at least some of the
appearance parameters within limits determined using the probability density function to identify the object class.
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Object Class Identification. Verification or Object Image Synthesis

The present invention relates to the identification or verification of an object 

class, and relates also to the synthesis of images of objects. The invention 

relates particularly though not exclusively to the identification or verification 

of faces, and relates also to the synthesis of images of faces.

Many known methods of face identification utilise a universal face space 

model indicative of facial features of a non-homogeneous population. 

Commonly, the universal face space model is represented as a set of 

appearance parameters that are best able to represent variations between faces 

in a restricted dimensional space (see For example US 5,164,992; M.A. Turk 

and A.P. Pentland). A face to be identified is converted into a set of 

appearance parameters and then compared with sets of appearance parameters 

indicative of known faces.

Recently published face identification methods include the active appearance 

method and active shape method (G. J. Edwards, C. J. Taylor, and T. F. 

Cootes. Face recognition using Active Appearance Models. In 5th European 

Conference on Computer Vision, pages 581-595, 1998; T. F. Cootes, C. J. 

Taylor, D. H. Cooper, and J. Graham. Active Shape Models - their training 

and application. Computer Vision and Image Understanding, 61(1):38-59, 

Jan. 1995). The active appearance method comprises a universal face space 

model with which an unknown face is compared, and further includes pre- 

leamed knowledge indicating how to adjust appearance parameters in 

universal face space in order to match a face synthesised using the model to an 

unknown face. Using the pre-leamed knowledge is advantageous because it 

allows the required number adjustment iterations to be minimised.

If the facial appearance of each individual was unchanging, and every image 

of each individual was identical, then each individual could be represented by 

a single point in universal face space. However, the facial appearance of an 
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individual may vary in response to a number of factors, for example changes 

of expression, pose or
illumination. The variability of appearance parameters representative of the 

appearance of an individual under changes of expression, pose, illumination or 
other factors can be expressed as a probability density function. The 
probability density function defines a volume in universal face space which is 

considered to correspond to a given individual. So for example, a series of 

images of an individual, with a variety of expressions should all fall within the 

volume described by the probability density function in universal face space.

In known face identification methods a single probability density function is 

generated which is applied to all individuals. This is done by centring the 

probability density function on a mean parameter vector for a given individual.

It is an object of the first aspect of the invention to provide an improved object 
class identification or verification method.

According to a first aspect of the invention there is provided a method of 

identifying an object class using a model based upon appearance parameters 
derived by comparing images of objects of different classes, the model 
including a representation of a probability density function describing a range 

over which appearance parameters may vary for a given class of object, the 

model further including a defined relationship between the appearance 
parameters and the probability density function, wherein the method 
comprises generating appearance parameters representative of an unknown 

object, estimating an appropriate probability density function for the unknown 

object using the defined relationship between the appearance parameters and 

the probability density function, then iteratively modifying at least some of the 
appearance parameters within limits determined using the probability density 

function to identify the object class.

The method according to the first aspect of the invention provides enhanced
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identification of the class of an unknown object.

Preferably, a threshold level of the probability density function is determined, 
and the appearance parameters are constrained to have a probability density 

greater than the threshold.

Suitably, the objects are faces, and a given class of object is a face having a 

particular identity. The objects may alternatively be hands, livestock, cars, etc. 

In each case, the class of object is a specific example of that object, for 
example a particular person’s hand, a particular horse, or a particular model of 

car.

The first aspect of the invention is advantageous because it uses the fact that 
different individual’s faces will vary in different ways, to limit the range over 

which appearance parameters may vary when identifying a face.

Suitably, the relationship between the appearance parameters and the 

probability density function is a relationship between average appearance 
parameters determined for each class of object, and probability density 

functions associated with each class of object.

The probability density function may be any suitable function, for example a 

Gaussian function.

Suitably, the probability density function is approximated as a Gaussian with a 

given covariance matrix.

Suitably, the model is the Active Appearance Model. The model may 

alternatively be the Active Shape Model.

The first aspect of the invention may also be used for example to improve 
tracking of individuals by taking into account the predicted variability in the
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appearance of a given individual. By providing stronger constraints on the 

expected variation in appearance of an individual, matching the model to an 

image or a sequence can be made more robust.

According to a second aspect of the invention there is provided a method of 

verifying the identity of an object class using a model based upon appearance 

parameters derived by comparing images of objects of different classes, the 
model including a representation of a probability density function describing 
the variation of appearance parameters for a given class of object, the model 
further including a defined relationship between the probability density 

function and the appearance parameters, wherein for an object class for which 

verification will subsequently be required, the method comprises using a series 
of images of that object class to generate a representation of a specific 

probability density function describing the variation of appearance parameters 
for that object class and, during subsequent verification of the object class, 
comparing an image of an object of an unknown class with the object of 
known class by generating appearance parameters representative of the object 
of unknown class and iteratively modifying at least some of the appearance 
parameters within limits determined using the specific probability density 

function.

The term ‘verification’ is intended to mean that the class of an unknown 
object is checked to see whether it corresponds with a particular object class.

Preferably, a threshold level of the probability density function is determined, 
and the appearance parameters are constrained to have a probability density 

greater than the threshold.

Suitably, the objects are faces, and a given class of object is a face having a 
particular identity. The objects may alternatively be hands, livestock, cars, etc. 
In each case, the class of object is a specific example of that object, for 
example a particular person’s hand, a particular horse, or a particular model of

SUBSTITUTE SHEET (RULE 26)



WO 01/35326 PCT/GB00/04295

5

car.

The second aspect of the invention is advantageous because it uses the fact 
that different individual’s faces will vary in different ways, to limit the range 
over which appearance parameters may vary when verifying the identity of a 

face.

The method according to the second aspect of the invention may provide 
improved verification of the class of an unknown object. For example the face 

of a given individual may have appearance parameters that all fall within a 

relatively compact probability density function. The model according to the 
second aspect of the invention will only verify that an image is an image of 

that individual’s face if its appearance parameters fall within that compact 
probability density function. A prior art verification method using a single 

global probability density function, which will have a greater volume, may 

erroneously verify the identity of an image of an individual, if the appearance 
parameters fall within the global probability density function (the verification 

will be erroneous if the appearance parameters would have fallen outside of 
the relatively compact probability density function that would have been 

provided by the second aspect of the invention).

Suitably, the relationship between the appearance parameters and the 
probability density function is a relationship between average appearance 

parameters determined for each class of object, and probability density 

functions associated with each class of object.

The probability density function may be any suitable function, for example a 

Gaussian function.

Suitably, the probability density function is approximated as a Gaussian with a 
given covariance matrix.
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Suitably, the model is the Active Appearance Model. The model may 

alternatively be the Active Shape Model.

According to a third aspect of the invention there is provided a method of 

generating a synthesised image of an object class using a model based upon 
appearance parameters derived by comparing images of objects of different 
classes, the model including a representation of a probability density function 

describing the variation of appearance parameters for a given class of object, 
the model further including a defined relationship between the probability 
density function and the appearance parameters, wherein for an object class to 
be synthesised, the method comprises using a series of images of that object 
class to generate a representation of a specific probability density function 

describing the variation of appearance parameters for that object class, wherein 
the synthesised image of the object class is generated using appearance 
parameters confined within limits determined using the specific probability 

density function.

The third aspect of the invention is advantageous because it provides object 
class specific limits within which appearance parameters of the synthesised 

image should lie.

Preferably, a threshold level of the probability density function is determined, 
and the appearance parameters are constrained to have a probability density 

greater than the threshold.

Suitably, the objects are faces, and a given class of object is a face having a 

particular identity. The objects may alternatively be hands, livestock, cars, etc. 
In each case, the class of object is a specific example of that object, for 
example a particular person’s hand, a particular horse, or a particular model of 

car.

The third aspect of the invention is advantageous because it uses the fact that 
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different individual’s faces will vary in different ways, to limit the range over 

which appearance parameters may vary when synthesising an image of a face.

Suitably, the relationship between the appearance parameters and the 
probability density function is a relationship between average appearance 

parameters determined for each class of object, and probability density 

functions associated with each class of object.

The probability density function may be any suitable function, for example a 

Gaussian function.

Suitably, the probability density function is approximated as a Gaussian with a 

given covariance matrix.

Suitably, the model is the Active Appearance Model. The model may 
alternatively be the Active Shape Model.

In general, a large number of appearance parameters are required to represent 
faces with sufficient detail to allow good face recognition. An alternative way 

of saying this is that a universal face space model must have a large number of 

dimensions in order to represent faces with sufficient detail to allow good face 

recognition.

Typically, around 100 appearance parameters are required to represent faces in 
universal face space model with sufficient detail to allow accurate 

identification of faces. However, the number of appearance parameters that 
vary significantly for a given individual face is much less than 100 (typically it 
is 30), and the remaining appearance parameters (typically 70) are 

substantially redundant. Existing face identification models attempt to 

identify a face by varying all of the appearance parameters that make up the 
universal face space model. Similarly, all available appearance parameters are 
varied when attempting to identify the class of an object other than a face.
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It is an object of the fourth aspect of the invention to provide an improved 

object class verification method.

According to a fourth aspect of the invention there is provided a method of 

verifying the identity of a class of an object using a model based upon 
appearance parameters derived by comparing images of objects of different 
classes, the method comprising comparing an object of an unknown class with 
an object of a known class which has been incorporated into the model, 
wherein the appearance parameters are transformed into a set of transformed 
parameters defined in a new co-ordinate space, the new co-ordinate space 

being chosen such that a plurality of the transformed parameters do not vary in 

that co-ordinate space, the transformed parameters being compared with a set 
of parameters representing the object of known class in that co-ordinate space.

The inventors have realised that a lesser number of degrees of freedom are 
required when verifying whether an image is of an object of a given class (for 
example, verifying the identity of an individual using an image of that 
individual’s face), than are required to recognise an object class in an image 

containing an object of an unknown class (for example, attempting to 
recognise the identity of a face contained in an image). Furthermore, by 

rotating the co-ordinate space, the number of parameters that must be varied in 
order to verify the identity of a class of an object may be reduced significantly.

Suitably, the objects are faces, and a given class of object is a face having a 
particular identity. The objects may alternatively be hands, livestock, cars, etc. 
In each case, the class of object is a specific example of the object, for 
example a particular person’s hand, a particular horse, or a particular model of 

car.

Suitably, the model is the Active Appearance Model. The model may 

alternatively be the Active Shape Model.
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When the method according to the fourth aspect of the invention is used, the 

number of parameters required for verification is typically reduced from 

approximately 100 to approximately 30. The fourth aspect of the invention 

thus makes it possible to perform image matching using a model ‘tuned’ to a 

specific individual (i.e. using a new co-ordinate space which minimises the 

number of transformed parameters required for verification of that individual). 

This provides faster and more reliable verification.

According to a fifth aspect of the invention there is provided a method of 

transmitting a series of images of an object of a given class using a model 

based upon appearance parameters derived by comparing images of objects of 

different classes, wherein appearance parameters are transformed into a set of 

transformed parameters defined in a new co-ordinate space, the new co­

ordinate space being chosen such that a plurality of the transformed 

parameters do not vary in that co-ordinate space, transformed parameters 

which do not vary are transmitted to a receiver together with a description of 

the transformation, and transformed parameters which do vary are 

subsequently transmitted to the receiver for each image of the series of images, 

an inverse transformation being used to transform the received transformed 

parameters back to appearance parameters at the receiver.

Preferably, the appearance parameters are used to generate a synthesised 

image at the receiver.

According to a sixth aspect of the invention there is provided a method of 

storing a series of images of an object of a given class using a model based 

upon appearance parameters derived by comparing images of objects of 

different classes, wherein appearance parameters are transformed into a set of 

transformed parameters defined in a new co-ordinate space, the new co­

ordinate space being chosen such that a plurality of the transformed 

parameters do not vary in that co-ordinate space, transformed parameters 
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which do not vary are stored at a storage medium together with a description 
of the transformation, and transformed parameters which do vary are also 

stored at the storage medium for each image of the series of images.

Suitably, the transformation is a linear transformation.

Alternatively, the transformation is a non-linear transformation.

Preferably, the objects are faces, and a given class of object is a face having a 

particular identity.

Preferably, the model is the Active Appearance Model.

The Active Appearance Model is a known face identification method (G. J. 
Edwards, C. J. Taylor, and T. F. Cootes. Face recognition using Active 

Appearance Models. In 5th European Conference on Computer Vision, pages 
581-595, 1998). During training of the Active Appearance Model, differences 

between a synthetic image and a target image are monitored, and a regression 
matrix relating displacement of the synthetic image (generated by appearance 

parameters) to the measured differences between the synthetic image and 
target image is determined. During object identification using the Active 

Appearance Model, the regression matrix is used to drive the model to an 

object class identification which gives a minimal error.

It is an object of the seventh aspect of the invention to provide an improved 

object class identification method.

According to a seventh aspect of the invention there is provided a method of 
identifying an object class using a model based on appearance parameters 

derived by comparing images of objects of different classes, the model 
including a pre-leamed estimated relationship describing the effect of 
perturbations of the appearance parameters upon an image difference, the 
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image difference comprising a set of elements describing the difference 

between an image of an object generated according to the model and an image 

of the object itself, wherein a specific relationship is pre-leamed for a specific 

class of object, and a different specific relationship is pre-leamed for a 
different class of object.

Suitably, the relationship is defined as a regression matrix.

Suitably, the objects are faces, and a given class of object is a face having a 
particular identity. The objects may alternatively be hands, livestock, cars, etc. 
In each case, the class of object is a specific example of the object, for 

example a particular person’s hand, a particular horse, or a particular model of 

car.

The seventh aspect of the invention is advantageous because it provides a 

regression matrix which is specific to an object class. In the case of face 

recognition, the regression matrix is specific to a face having a particular 
identity, and this provides a more robust and accurate search.

Each aspect of the invention, as described above is useful in isolation. 
However, the aspects of the invention can be combined together to provide 

faster and more robust object class identification and/or verification.

The first aspect of the invention can be used to provide an object class specific 

probability density function, which may then be used by the method according 

to the fourth aspect of the invention or the method according to the seventh 

aspect of the invention.

A specific embodiment of the first and second aspects of the invention will 
now be described by way of example only.

The invention may be applied to a model based upon a universal face space
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model indicative of facial features of a non-homogeneous population.

The variability of appearance parameters for a face of a given identity, under 
changes in expression, pose, illumination etc, can be expressed in universal 
face space model as a probability density function (PDF). It is assumed that, 
for a PDF centred on the average appearance values of a given face that any 

expression, pose or illumination of that face should be described by 

appearance parameters that lie within the PDF.

In prior art face recognition methods, a single PDF is used to describe the 

variation of all faces irrespective of identity. However, in practise, different 
faces will vary in different ways. The first aspect of the invention takes 
account of this by defining a relationship between the appearance parameters 

representative of different individual’s faces and their PDF’s. This allows a 
PDF specific to a particular face to be predicted for an unknown face on the 

basis of a single image of that face.

The model includes PDF’s computed for certain faces for which there are 
many examples, including variations in pose, illumination, expression, etc. 

These 'well-known' faces are at various locations in the universal face space 
(as defined by appearance parameters). The model learns a relationship 
between PDF’s associated with particular faces, and the location of those faces 

in the universal face space. The location in the universal face space of a 

particular face may be defined for example as the average value of the 

appearance parameters representative of that face.

During face identification using the model a PDF for an unknown face is 
estimated, on the basis of the position of one or more appearance parameters 

representing the unknown face. This gives a face-specific PDF which 
describes how a particular face is likely to vary, which allows more efficient 
identification of the face. The face-specific PDF may be determined even 

when only a single image of the unknown face has been seen.
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An embodiment of the first aspect of the invention may be expressed 

mathematically as follows:

Let c be a vector of appearance model parameters.

Let p(c\x) be a PDF for the parameters, c, itself parameterised by a vector of 

parameters, x.

For example, the PDF could be a Gaussian with covariance matrix S = S(x).

Models may include, but are not restricted to:

a) A model with one scaling parameter, χγ, S(zj) = X]S0.

b) Representing the eigenvalues of the covariance matrix by x,

i.e. S(x) = P' diag(x)P (where P is an orthogonal matrix).

Assume the model is provided with m, example face images from each of n 

individuals (z=l...n). Let y·, be the mean of these m, vectors for individual i. 

For each individual, i, the parameters x{ of the PDF’s about the mean, y-t are 

found.

The model learns the relationship between the mean position in the space, y{, 

and the parameters of the PDF, .y:

x=fiy)

The relationship can be learnt with any suitable method, for example 

multivariate linear regression, neural networks, etc. Given sufficient data, 

complex non-linear relationships can be learnt.

Thus, given a single image of an individual, the model is able to learn the face 

parameters, y, and can then estimate the associated PDF as p(c\fly)).

The PDF can be used for classification/identification in a standard maximum 

likelihood classifier framework in which an object represented by parameters, 

c, is classified as the class j which gives the largest value of p/c) where p, () is 

the PDF for the j’th class.
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The invention may be used for example to improve recognition of individuals 
by taking into account the predicted variability in the appearance of a given 

individual.

The invention may also be used for example to improve tracking of 
individuals by taking into account the predicted variability in the appearance 

of a given individual. By providing stronger constraints on the expected 
variation in appearance of an individual, matching the model to an image or a 

sequence can be made more robust.

Similarly, the invention may also be applied to the synthesis of a known face, 
and allows the predicted variability in the appearance of a given individual to 
be taken into account. A synthesised face may be used for example as part of 

a computer game, or as part of a general user-computer interface. The 

synthesised face could be the face of the user.

The invention also relates to using an appropriate PDF for verification 

purposes. The PDF can be used for verification by accepting an object with 

parameters c as a valid example of the class if p(c)> t0; where t0 is a 
predetermined threshold. Where verification is required, the PDF of a specific 
object class is first determined using a series of images of that object class. 
Once this has been done, verification may be carried out on subsequent 
occasions by obtaining a single image of the object and applying the model 
within the constraints of the PDF specific to that object class.

The invention also relates to using an appropriate PDF for synthesis purposes. 
An image of an object is synthesised by converting appearance parameters 

representative of that object in universal face space into a two-dimensional 
intensity representation of the object. The appearance parameters are confined 

within limits determined by the specific probability density function of the 
relevant object class.

SUBSTITUTE SHEET (RULE 26)



WO 01/35326 PCT/GB00/04295

15

An embodiment of the fourth aspect of the invention relates to face 

verification. In general, the appearance of a face can be represented by a 
vector of n appearance model parameters, c. However, the appearance of an 

individual face can only vary in a limited number of ways, and so can be 

modelled as c = cQ + Bb, where b is a k dimensional vector, k<n, B is a n x k 

matrix, and c0 is the mean appearance for the individual.

When searching for a known individual (i.e. attempting to verify the identity 

of an individual), it is only required to find the k parameters of b which best 
match the model to the image, rather than the n parameters of the full c. For 

faces, n -100 and k »30, and the fourth aspect of the invention therefore 

leads to faster and more reliable face matching.

Although the invention is described in terms of a linear transformation, any 

suitable transformation of the form c =flb) may be used.

The invention is useful when a series of images of a face, for example a 
moving face image, is to be transmitted via a telephone line. The face of a 

caller is filmed by a camera, and is converted into a set of appearance 

parameters. The set of appearance parameters is transformed to a set of 

transformed parameters in a new co-ordinate space prior to transmission. A 
first part of the transmission comprises those transformed parameters which do 

not vary in the new co-ordinate space, together with a description of the 
transformation. A second part of the transmission comprises those 

transformed parameters which do vary in the new co-ordinate space; these 
parameters are transmitted for each image of the series.

The transformed parameters are transmitted to the receiver, where they are 
transformed back to appearance parameters which are used to synthesise the 
image.
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The number of transformed parameters needed to transmit a given image to the 
receiver is significantly less than the number of appearance model parameters 
that would be needed to transmit the same image. This allows a lower 

bandwidth connection between transmitter and receiver to be used, or 
alternatively allows the image to be updated more frequently. When the 
update rate of a face image is increased, the face image will look more 
realistic, and differences between successive face images will be less, making 

tracking of the face by a camera more robust.

The invention may also be applied to tracking known faces. The reduction in 

the number of parameters required to represent the face allows faster and more 
robust tracking, which is of value in such applications as video-phones (in 
which a face tracked at one end is encoded into a small number of parameters, 
b, which are transmitted to the receiver, where they are used to reconstruct a 

synthetic face which mimics the original). The transformation required to 
convert the b parameters to c parameters must also be transmitted to the 

receiver.

The invention is of benefit when used to synthesize a known face. The 
reduction in the number of parameters b required to represent the face allows 
faster synthesis, which reduces the required computational load. A 

synthesised face may be used for example as part of a computer game, or as 

part of a general user-computer interface. The synthesised face could be the 

face of the user.

All of the above methods the invention may be applied to the Active 
Appearance Model (G. Edwards, C. Taylor, and T. Cootes. Interpreting face 

images using active appearance models. In 3rd International Conference on 

Automatic Face and Gesture Recognition 1998, pages 300-305, Nara, Japan, 
Apr. 1998. IEEE Computer Society Press) and described further by Cootes et 

al (T. Cootes, G. J. Edwards, and C. J. Taylor. Active appearance models. In 
5th European Conference on Computer Vision, pages 484-498. Springer, June
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1998).

The Active Appearance Model uses the difference between a reconstructed 

image generated by a model and an underlying target image, to drive model 
parameters towards better values. In a prior learning stage, known 

displacements, c, are applied to known model instances and the resulting 

difference between model and image, v, is measured. Multivariate linear 

regression is applied to a large set of such training displacements and an 
approximate linear relationship is established:

Sc = Rdv

When searching an image, the current difference between model and image, v, 
is used to predict an adjustment, - c, to the model parameters which improves 

model fit. For simplicity of notation, the vector c is assumed to include 

displacements in scale, rotation, and translation.

The Active Appearance Model was constructed using sets of face images. To 
do this, Facial appearance models were generated following the approach 

described by Edwards et al (G. Edwards, A. Lanitis, C Taylor and T. Cootes, 
Statistical model of face images - improving specificity. Image and Vision 

Computing, 16:203-211, 1998). The models were generated by combining a 
model of face shape variation with a model of the appearance variations of a 
shape-normalised face. The models were trained on 400 face images, each 

labelled with 122 landmark points representing the positions of key features. 
The shape model was generated by representing set of landmarks as a vector, x 

and applying a principal component analysis (PCA) to the data. Any example 
can then be approximated using:

(1)
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where x is the mean shape, Ps is a set of orthogonal modes of variation and 

bs is a set of shape parameters. Each example image was warped so that its 

control points matched the mean shape (using a triangulation algorithm), and 

the grey level information g was sampled from this shape-normalised face 

patch. By applying PCA to this data a similar model was obtained:

S = g + Pgbg

(2)

The shape and appearance of any example can thus be summarised by the 

vectors bs and bg. Since there are correlations between the shape and grey­

level variations, a further PCA was applied to the concatenated vectors, to 

obtain a combined model of the form:

x = x + Qsc

(3)

z = g + Qgc

(4)

where c is a vector of appearance parameters controlling both the shape and 

grey-levels of the model, and Qs and Qg map the value of c to changes in the 

shape and shape-normalised grey-level data. A face can be synthesised for a 

given c by generating the shape-free grey-level image from the vector g and 

warping it using the control points described by x (this process is described in 

detail in G.J. Edwards, C.J. Taylor and T. Cootes, Learning to Identify and 

Track Faces in Image Sequences. In British Machine Vision Conference 1997, 

Colchester, UK, 1997).

The 400 examples lead to 23 shape parameters, bs, and 114 grey-level 

parameters, bg. However, only 80 combined appearance model parameters, c, 

are required to explain 98% of the observed variation.
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Once the appearance model has been generated, it may be used to identify 

faces and to generate representations of faces.

A two-stage strategy is adopted for matching an appearance model to face 

images. The first step is to find an approximate match using a simple and 
rapid approach. No initial knowledge is assumed of where the face may lie in 

the image, or of its scale and orientation. A simple eigenface model (M. Turk 

and A. Pentland. Eigenfaces for recognition. Journal of Cognitive 

Neuroscience, 3(1):71-86, 1991) may be used for this stage of the location. A 
correlation score, S, between the eigenface representation of the image data, M 

and the image itself, I can be calculated at various scales, positions and 

orientations:

S = |/-M2|

(5)

Although in principle the image could be searched exhaustively, it is much 

more efficient to use a stochastic scheme similar to that of Matas et al (K. J. J. 
Matas and J. Kittier. Fast face localisation and verification. In British Machine 

Vision Conference 1997, Colchester, UK, 1997). Both the model and image 
are sub-sampled to calculate the correlation score using only a small fraction 

of the model sample points.

Once a reasonable starting approximation of the position of a face has been 

determined, the appearance model is then used to identify the face. The 
parameters of the appearance model are adjusted, such that a synthetic face is 

generated which matches the image as closely as possible. The basic idea is 
outlined below, followed by details of the algorithm.
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Interpretation is treated as an optimisation problem in which the difference 
between a real face image and one synthesised by the appearance model is 

minimised. A difference vector δ I can be defined:

(6)

where Ij is the vector of grey-level values in the image, and Im is the vector of 

grey-level values for the current model parameters.

To locate a best match between model and image, the magnitude of the 

difference vector, Δ = |<572], is minimised by varying the model parameters, c.

Since the model has around 80 parameters, this appears at first to be a very 

difficult optimisation problem involving search in a very high-dimensional 
space. However, it is noted that each attempt to match the model to a new face 
image, is actually a similar optimisation problem. Therefore, the model learns 
something about how to solve this class of problems in advance. By providing 

a-priori knowledge of how to adjust the model parameters during image 

search, it arrives at an efficient run-time algorithm. In particular, it might be 

expected that the spatial pattern in δ I, to encode information about how the 
model parameters should be changed in order to achieve a better fit. For 

example, if the largest differences between the model and the image occurred 

at the sides of the face, that would imply that a parameter that adjusted the 

width of the model face should be adjusted.

In adopting this approach there are two parts to the problem: learning the 

relationship between δ I and the error in the model parameters, & and using 

this knowledge in an iterative algorithm for minimising Δ.
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The simplest model that could be chosen for the relationship between δ I and 

the error in the model parameters (and thus the correction which needs to be 
made) is linear:

dc-Rdl

(7)

This is a good enough approximation to provide good results. To find R, a 

multiple multivariate linear regression is performed on a large sample of 

known model displacements, de, and the corresponding difference images, 

δ I. These large sets of random displacements are generated, by perturbing 

the ‘true’ model parameters for the images in the training set by a known 

amount. As well as perturbations in the model parameters, small 
displacements in 2D position, scale, and orientation are also modelled. These 
extra 4 parameters are included in the regression; for simplicity of notation, 

they can, however, be regarded simply as extra elements of the vector <5c. In 

order to obtain a well-behaved relationship it is important to choose carefully 
the frame of reference in which the image difference is calculated. The most 
suitable frame of reference is the shape-normalised face patch described 

above. A difference is calculated thus: for the current location of the model, 
calculate the image grey-level sample vector, gi5 by warping the image data at 
the current location into the shape-normalised face patch. This is compared 

with the model grey-level sample vector, gm, calculated using equation 4:

Sg = gi~gm

(8)

Thus, equation 7 can be modified:

de = Rdg

(9)
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The best range of values of & to use during training is determined 

experimentally. Ideally it is desired to model a relationship that holds over as 

large a range of errors, dg, as possible. However, the real relationship is 

found to be linear only over a limited range of values. In experiments, the 

model used 80 parameters. The optimum perturbation level was found to be 
around 0.5 standard deviations (over the training set) for each model 
parameter. Each parameter was perturbed from the mean by a value between 0 

and 1 standard deviation. The scale, angle and position were perturbed by 
values ranging from 0 to +/- 10% (positional displacements are relative to the 

face width). After performing linear regression, an R2 statistic is calculated for 

each parameter perturbation, <5ct to measure how well the displacement is 

'predicted' by the error vector Sg. The average R2 value for the 80 parameters 

was 0.82, with a maximum of 0.98 (the 1st parameter) and a minimum of 0.48.

Given a method for predicting the correction which needs to be made in the 

model parameters, an iterative method may be constructed for solving the 

optimisation problem. For a given model projection into the image, c, the 

grey-level sample error vector, Sg, is calculated, and the model estimate is 

updated thus:

c' = c-RSg

(10)

If the initial approximation is far from the correct solution the predicted model 
parameters at the first iteration will generally not be very accurate but should 
reduce the energy in the difference image. This can be ensured by scaling R 

so that the prediction reduces the magnitude of the difference vector, |<5g·21, for 

all the examples in the training set. Given the improved value of the model 
parameters, the prediction made in the next iteration should be better. The 
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procedure is iterated to convergence. Typically the algorithm converges in 

around 5-10 iterations from fairly poor starting approximations.

The invention may be applied to the Active Appearance Model. In the general 

form, given appearance parameters, c, a synthetic image is generated, and a 

difference vector, I, between the synthetic image and the target image is 

computed. The appearance parameters are then updated using the equation: 

c c-RSI

where A is a regression matrix relating the model displacement to the image 

errors, learnt during the model training phase.

Applying the invention, when the model is looking for a particular individual 

with known mean appearance c0 and variation described by B, then the 

parameters b can be manipulated as follows:

b —> b — RBEi

c = c0+Bb

where RB is a regression matrix learnt from the training set in a way analogous 

to that used for computing R, but learning the relationship between small 

changes in b and the induced image error.

When verifying that an image is of a particular object, it is assumed that the 

mean appearance, c0, and the way in which the object may legitimately vary, 

B, (c= c0+Bb) are known. The image is searched using an active appearance 

model manipulating the reduced set of parameters, b. The best fit will 

synthesise an image of the target object as close as possible to the target 

image. To verify that the object belongs to the required class, the difference 
between the best fitting synthesised image and the actual image, di, is 

measured. If |JZ| <t„ where t, is a suitable threshold, the object is declared to 

be correctly verified.

SUBSTITUTE SHEET (RULE 26)



WO 01/35326 PCT/GB00/04295

24

The algorithm used in the prior art Active Appearance Model uses the same 
regression matrix, R, for all individuals. The seventh aspect of the invention 
uses a different R for each individual (i.e. for each subject’s face). 
Specifically, if R is represented within a model with t parameters, x, i.e. R = 

R(x), then the relationship between the parameters x and the mean appearance 

model parameters can be learnt for an individual, y, i.e.

x=g(y)·

Thus, when searching for an individual with mean appearance model 
parameters, y, the model uses an update equation of the form:

c -» c - R(g(y))5I

For example, consider one simple model having a single parameter, x, i.e.

R(x) = xR0.

It may be that there is a relationship between distance from the origin and the 

best value of x, i.e. x = a + b\y\.

The regression matrix can be calculated at any point in the space, y, by using 

the model to synthesise an image for the parameters y, then generating large 

numbers of displacements, dy, and corresponding image errors SI. Linear 

regression can be used to learn the best R such that dy = RSI for the giveny.
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Claims

1. A method of identifying an object class using a model based upon 

appearance parameters derived by comparing images of objects of different 
classes, the model including a representation of a probability density function 

describing a range over which appearance parameters may vary for a given 
class of object, the model further including a defined relationship between the 

appearance parameters and the probability density function, wherein the 
method comprises generating appearance parameters representative of an 

unknown object, estimating an appropriate probability density function for the 
unknown object using the defined relationship between the appearance 

parameters and the probability density function, then iteratively modifying at 

least some of the appearance parameters within limits determined using the 
probability density function to identify the object class.

2. A method of verifying the identity of an object class using a model 
based upon appearance parameters derived by comparing images of objects of 

different classes, the model including a representation of a probability density 
function describing the variation of appearance parameters for a given class of 
object, the model further including a defined relationship between the 

probability density function and the appearance parameters, wherein for an 

object class for which verification will subsequently be required, the method 
comprises using a series of images of that object class to generate a 

representation of a specific probability density function describing the 

variation of appearance parameters for that object class and, during subsequent 
verification of the object class, comparing an image of an object of an 

unknown class with the object of known class by generating appearance 
parameters representative of the object of unknown class and iteratively 
modifying at least some of the appearance parameters within limits determined 

using the specific probability density function.
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3. A method of generating a synthesised image of an object class using a 
model based upon appearance parameters derived by comparing images of 

objects of different classes, the model including a representation of a 

probability density function describing the variation of appearance parameters 

for a given class of object, the model further including a defined relationship 
between the probability density function and the appearance parameters, 
wherein for an object class to be synthesised, the method comprises using a 

series of images of that object class to generate a representation of a specific 

probability density function describing the variation of appearance parameters 
for that object class and, during subsequent synthesis of the object class, the 

appearance parameters used are confined within limits determined using the 

specific probability density function.

4. A method according to any of claims 1 to 3, wherein a threshold level 
of the probability density function is determined, and the appearance 

parameters are constrained to have a probability density greater than the 

threshold.

5. A method according to any preceding claim, wherein the objects are 
faces, and a given class of object is a face having a particular identity.

6. A method according to any preceding claim, wherein the relationship 

between the appearance parameters and the probability density function is a 
relationship between average appearance parameters determined for each class 
of object, and probability density functions associated with each class of 

object.

7. A method according to any preceding claim, wherein the probability 

density function is a Gaussian function.

8. A method according to any preceding claim, wherein the probability 
density function is approximated as a Gaussian with a given covariance
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matrix.

9. A method according to any preceding claim, wherein the model is the 

Active Appearance Model.

10. A method of verifying the identity of a class of an object using a model 

based upon appearance parameters derived by comparing images of objects of 

different classes, the method comprising comparing an object of an unknown 

class with an object of a known class which has been incorporated into the 

model, wherein the appearance parameters are transformed into a set of 

transformed parameters defined in a new co-ordinate space, the new co­

ordinate space being chosen such that a plurality of the transformed 

parameters do not vary in that co-ordinate space, the transformed parameters 

being compared with a set of parameters representing the object of known 

class in that co-ordinate space.

11. A method of transmitting a series of images of an object of a given 

class using a model based upon appearance parameters derived by comparing 

images of objects of different classes, wherein appearance parameters are 

transformed into a set of transformed parameters defined in a new co-ordinate 

space, the new co-ordinate space being chosen such that a plurality of the 

transformed parameters do not vary in that co-ordinate space, transformed 

parameters which do not vary are transmitted to a receiver together with a 

description of the transformation, and transformed parameters which do vary 

are subsequently transmitted to the receiver for each image of the series of 

images, an inverse transformation being used to transform the received 

transformed parameters back to appearance parameters at the receiver.

12. A method according to claim 11, wherein the appearance parameters 

are used to generate a synthesised image at the receiver.

13. A method of storing a series of images of an object of a given class 
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using a model based upon appearance parameters derived by comparing 

images of objects of different classes, wherein appearance parameters are 

transformed into a set of transformed parameters defined in a new co-ordinate 

space, the new co-ordinate space being chosen such that a plurality of the 

transformed parameters do not vary in that co-ordinate space, transformed 

parameters which do not vary are stored at a storage medium together with a 

description of the transformation, and transformed parameters which do vary 

are also stored at the storage medium for each image of the series of images.

14. A method according to claim 13, wherein the transformed parameters 

are retrieved from the storage medium and an inverse transformation is used to 

transform the received transformed parameters back to appearance parameters.

15. A method according to any of claims 10 to 14, wherein the 

transformation is a linear transformation.

16. A method according to any of claims 10 to 14, wherein the 

transformation is a non-linear transformation.

17. A method according to any of claims 10 to 16, wherein the objects are 

faces, and a given class of object is a face having a particular identity.

18. A method according to any of claims 10 to 17, wherein the model is 

the Active Appearance Model.

19. A method of identifying an object class using a model based on 

appearance parameters derived by comparing a series of images of examples 

of objects of different classes, the model including a pre-leamed estimated 

relationship describing the effect of perturbations of the appearance parameters 

upon an image difference, the image difference comprising a set of elements 

describing the difference between an image of an object generated according 
to the model and an image of the object itself, wherein a specific relationship 
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is pre-leamed for a specific class of objects, and a different specific 

relationship is pre-leamed for a different class of objects.

20. A method according to claim 19, wherein the relationship is defined by 

a regression matrix.

21. A method according to claim 19 or 20, wherein the objects are faces, 

and a given class of object is a face having a particular identity.

21. A method of object class identification or verification substantially as 

hereinbefore described.
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