
(19) United States 
US 2015.007 1547A1 

(12) Patent Application Publication (10) Pub. No.: US 2015/0071547 A1 
Keating et al. (43) Pub. Date: Mar. 12, 2015 

(54) AUTOMATED SELECTION OF KEEPER 
IMAGES FROMA BURST PHOTO 
CAPTURED SET 

(71) 

(72) 

Applicant: Apple Inc., Cupertino, CA (US) 

Inventors: Brett Keating, San Jose, CA (US); 
Vincent Wong, Santa Clara, CA (US); 
Todd Sachs, Palo Alto, CA (US); Claus 
Molgaard, Los Altos, CA (US); Michael 
Rousson, Palo Alto, CA (US); Elliott 
Harris, San Francisco, CA (US); Justin 
Titi, Morgan Hill, CA (US); Karl Hsu, 
Cupertino, CA (US); Jeff Brasket, San 
Francisco, CA (US); Marco Zuliani, 
Los Gatos, CA (US) 

(73) 

(21) 

(22) 

Assignee: Apple Inc., Cupertino, CA (US) 

Appl. No.: 14/021,857 

Filed: Sep. 9, 2013 

Publication Classification 

Int. C. 
G06K 9/62 
G06K 9/46 

(51) 
(2006.01) 
(2006.01) 

38 

ors INO REGIO, is 
-- 

iii. 

is: 
SAS 

sies 

Avi; : 33 

(52) U.S. Cl. 
CPC ................ G06K9/6267 (2013.01); G06K9/46 

(2013.01); G06K9/6201 (2013.01); G06K 
2009/4666 (2013.01) 

USPC ........................................... 382/195; 382/224 

(57) ABSTRACT 

Systems and methods for improving automatic selection of 
keeper images from a commonly captured set of images are 
described. A combination of image type identification and 
image quality metrics may be used to identify one or more 
images in the set as keeper images. Image type identification 
may be used to categorize the captured images into, for 
example, three or more categories. The categories may 
include portrait, action, or “other.” Depending on the category 
identified, the images may be analyzed differently to identify 
keeper images. Forportrait images, an operation may be used 
to identify the best set of faces. For action images, the set may 
be divided into sections such that keeper images selected 
from each section tell the story of the action. For the “other 
category, the images may be analyzed Such that those having 
higher quality metrics for an identified region of interest are 
selected. 
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AUTOMATED SELECTION OF KEEPER 
IMAGES FROMA BURST PHOTO 

CAPTURED SET 

BACKGROUND 

0001. This disclosure relates generally to the field of digi 
tal photography. More particularly, but not by way of limita 
tion, this disclosure relates to techniques for selecting an 
image from a series of images taken during a burst photo 
capture mode. As used herein, the burst photo capture mode 
refers generally to a camera setting which allows the user to 
capture multiple photographs in a short period of time. The 
multiple photographs are generally taken automatically after 
the user makes the selection and presses one button, and they 
are generally captured at a particular rate of speed. The rate of 
speed may be, for example, 10 photographs per second. 
0002 Typically, a user utilizes this mode for a specific 
reason. One such reason may be to capture an action shot, 
Such as a child diving into a pool or blowing out birthday 
candles. In Such instances, the user may desire to capture the 
event with multiple photographs that document the chronol 
ogy of the event, i.e. before, during or after a specific event. 
However, because of the fast rate at which the events are 
occurring, manually capturing the exact desired moments, 
with individual button presses, may be very difficult. Using 
the burst capture mode allows the user to capture a number of 
photographs in a short period of time and thus increase the 
chances that photographs of the exact desired moments are 
among the ones taken. In such action photo burst captures, 
often after the pictures are taken, the user may decide to keep 
several photos, e.g. to show before, during, and after an event. 
0003. Another reason for which the user may decide to 

utilize the burst capture mode is to take portrait pictures of 
multiple people. This may happen when the user is taking a 
group photograph, and desires to have all of the people in the 
picture Smiling, not blinking, and looking at the camera with 
an unobstructed line-of-sight view. 
0004. It is also possible that there is no particular action or 
people in the scene, but the user would like to be able to pick 
from several photographs in order to find the best photo in 
Some aesthetic sense. Capturing photos of fountains and 
waterfalls are some examples of circumstances like this. 
0005. Although, the burst capture mode can be very useful 
for action scenes, Scenes for multiple people, or for providing 
the option of choosing the best from multiple photo captures, 
it is generally not used frequently because it tends to fill up 
memory storage space quickly. Moreover, the many pictures 
taken during a burst have to be reviewed by the user to select 
one or more keeper pictures and that can be a time consuming 
and tedious task. 

SUMMARY 

0006. In one embodiment a method to receive and retain a 
sequence of images in an image set is provided. The method 
includes detecting if each of the images in the sequence of 
images contains faces or if the scene contains action. Using 
the detection, the images in the set may then be classified. In 
one embodiment, if one or more images are detected as con 
taining primarily faces, the images may be classified as por 
traits. In some embodiments, if the scene is detected as con 
taining action, the images may be classified as action images. 
At least one quality metric value is then determined for each 
of the obtained images. The quality metric value may include, 
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for example, sharpness values for the images. In other 
embodiments, the quality metric value may include blurriness 
metrics. After quality metric values are determined and the 
images are classified, one or more images are selected as 
keeper images from the image set. The keeper images are 
selected, in one embodiment, based on the classification and 
at least one quality metric value. After the selection has been 
made, the one or more keeper images may be presented to a 
USC. 

0007. In another embodiment, a method to pre-select 
keeper images from a burst capture set of images includes 
determining if detected faces in the image sets are Smiling or 
blinking. In one embodiment, a sharpness value for each face 
may also be calculated. In another embodiment, in order to 
determine if the scene contains action, a feature vector may be 
constructed from the images and used in a classifier. In some 
embodiments, if the images are classified as action, the 
sequence of images may be divided into two or more sections 
and one keeper image may be selected from each section. 
0008. In still another embodiment, if the image set is not 
detected as containing primarily faces or if action is not 
detected in the scene, the images may be classified as “other.” 
In some implementations, selecting one or more keeper 
images from the sequence of received images comprises iden 
tifying a region of interest in the images and selecting one or 
more keeper images from the sequence of images based on 
the at least one quality metric value for the region of interest. 
Identifying a region of interest may include registering each 
two images in the sequence of images with respect to each 
other, comparing the registered images with each other, and 
identifying a region in the registered images where the dif 
ferences between the registered images are larger than a 
specified threshold. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009 FIG. 1 shows, in flowchart form, an image burst 
capture operation in accordance with one embodiment. 
0010 FIG. 2 shows, in flowchart form, an image process 
ing operation in accordance with one embodiment. 
0011 FIG. 3 shows, in flowchart form, a burst set classi 
fication operation in accordance with another embodiment. 
0012 FIG. 4 shows, in flowchart form, a keeper image 
selection operation for a portraitburst in accordance with one 
embodiment. 
0013 FIG. 5 shows, in flow-chart form, a keeper image 
selection operation for an action burst in accordance with one 
embodiment. 
0014 FIG. 6 shows, in flow-chart form, a keeper image 
selection operation in accordance with one embodiment. 
0015 FIG. 7 shows, in block diagram form, a multi-func 
tion electronic device in accordance with one embodiment. 

DETAILED DESCRIPTION 

0016. This disclosure pertains to systems, methods, and 
computer readable media to automatically pre-select one or 
more images as keeper images from multiple images taken 
with a burst photo capture mode. In one embodiment, a novel 
approach may be used to determine the reason the photogra 
pher used the burst capture mode. This may be done, for 
example, by analyzing the images to determine if the images 
contain primarily faces or if they track Some action in the 
scene. Based on the determined reason, the burst may then be 
categorized as action, portrait or other. 
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0017. After categorizing the burst, the approach may ana 
lyze the captured image set. Depending on the category 
selected, the approach may use different criteria to pre-select 
one or more images from the image set as keeper image(s). 
For a portrait burst, the approach may select one image with 
the most Smiling, non-blinking faces. For an action burst, the 
operation may divide the image set into sections that each 
cover different stages of the action and select one keeper 
image from each of the sections. For a burst that is classified 
as other, the approach may identify a region of interest in the 
image set and select a keeper image that has higher quality 
metrics for the identified region of interest. 
0018. In one embodiment, the techniques used to pre 
select the best one or more images may take advantage of 
Some of the calculations made during normal processing of 
the images such that no significant post-processing time is 
required. This means that computations made to pre-select 
keeper image(s) may not be noticeable to the users, thus 
allowing the user to access the pre-selected images virtually 
instantaneously after the images are captured. In one embodi 
ment, the calculations made during the processing of the 
images and the computations made to pre-select keeper 
images do not interfere with the burst capture framerate. Thus 
not only does the user not experience any significant notice 
able delay between image capture and the presentation of 
pre-selected keeper images, there is also no interference with 
the normal burst capture frame rate. 
0019. In the following description, for purposes of expla 
nation, numerous specific details are set forth in order to 
provide a thorough understanding of the inventive concept. 
As part of this description, some of this disclosure's drawings 
represent structures and devices in block diagram form in 
order to avoid obscuring the invention. In the interest of 
clarity, not all features of an actual implementation are 
described. Moreover, the language used in this disclosure has 
been principally selected for readability and instructional 
purposes, and may not have been selected to delineate or 
circumscribe the inventive subject matter, resort to the claims 
being necessary to determine Such inventive subject matter. 
Reference in this disclosure to “one embodiment” or to “an 
embodiment’ means that a particular feature, structure, or 
characteristic described in connection with the embodiment 
is included in at least one embodiment of the invention, and 
multiple references to “one embodiment’ or “an embodi 
ment should not be understood as necessarily all referring to 
the same embodiment. 
0020. It will be appreciated that in the development of any 
actual implementation (as in any development project), 
numerous decisions must be made to achieve the developers 
specific goals (e.g., compliance with system and business 
related constraints), and that these goals may vary from one 
implementation to another. It will also be appreciated that 
Such development efforts might be complex and time-con 
Suming, but would nevertheless be a routine undertaking for 
those of ordinary skill in the design and implementation of 
image processing systems having the benefit of this disclo 
SU 

0021 One novel approach to pre-selecting keeper images 
from an image set taken during a burst capture mode is to first 
capture and process the images. Referring to FIG. 1, in one 
embodiment according to this approach operation 100 begins 
when a burst capture operation is activated (block 105). This 
may done, in one embodiment, by setting the camera mode on 
burst capture and pressing an image capture button. Upon 
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activating the burst capture mode, the camera may start taking 
multiple photographs (block 110) and receiving image data 
for each photograph taken (block 115). 
0022. As used herein, the term “camera refers to any 
electronic device that includes or incorporates digital image 
capture functionality. This includes, by way of example, 
stand-alone cameras (e.g., digital SLR cameras and point 
and-click cameras) as well as other electronic devices having 
embedded camera capabilities. Examples of this latter type 
include, but are not limited to, mobile phones, tablet and 
notebook computer systems, and digital media player 
devices. 

0023 The photographs are generally taken in a short 
period of time at a particular rate of speed. The number of 
pictures taken in a burst can vary in different embodiments. In 
one embodiment, the user may hold down the image capture 
button until finished taking pictures. The number of pictures 
taken, in Such an embodiment, may vary depending on the 
image capture rate. The capture rate may be for example, 6, 8 
or 10 pictures per second. In one embodiment, the user may 
be able to select the rate of capture. There also may be a 
maximum number of pictures that can be taken during each 
burst capture. For example, the maximum number may be 
999. Other numbers are also possible. In one embodiment, the 
user may have the ability to select the number of pictures 
taken from a range of options available. For example, the user 
may be able to choose between 100, 200 or 500 photographs. 
In one embodiment, special image buffer memory may be 
used to retain the captured images. In another embodiment, 
general purpose memory may be used. 
0024. As image data is received for each photograph, the 
data may be processed as it is received (block 120). This 
occurs, in one embodiment, in real time such that the user 
does not notice any significant delay between capturing the 
images and viewing them. In general, only a limited amount 
of time may be available for processing the images. For 
example, in an embodiment in which 10 images are captured 
during the burst capture at a rate of 10 images per second, 
there may be 100 milliseconds available to receive and pro 
cess each image and to conduct an analysis to pre-select 
keeper images. Most of the processing time is generally 
needed for encoding, storing the image, and maintaining in 
one embodiment, an interactive user interface which shows 
burst capture progress. Thus, the time available for perform 
ing an analysis to pre-select keeper images may be very 
limited. In one embodiment, the real-time data collection and 
processing does not take more than 35-55% of the total 
amount of time available. For a burst being captured at a rate 
of 10 images per second, that translates to 35-55 milliseconds 
for data collection, processing and analysis. The embodi 
ments described in this specification are generally able to 
meet these time constraints. 

0025 Referring to FIG. 2, processing each image received 
in operation 120 (block 120 of FIG. 1) may begin by dividing 
the image into Smaller regions (e.g., blocks, tiles or bands) 
(block 200) to make processing of the multiple calculations 
performed on the image faster and more efficient. In one 
embodiment, the blocks are 32x32. In another embodiment, 
the blocks are 16x16. Other variations are also possible. 
Alternatively, the entirety of the image is selected as one 
region. In one embodiment, to make processing more effi 
cient the image may also be scaled down as is well known in 
the art. 
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0026. After the image has been divided into smaller 
blocks, the blocks may be processed to determine image 
quality metrics in accordance with image content and/or 
motion sensor data (e.g., gyro and accelerometer sensors). 
These techniques may be used separately, or combined 
together, depending on the particular use case and/or system 
resources. In one particular embodiment, output from a cam 
era's AF and/or AE Systems may be used to generate a quality 
metric during normal lighting conditions while the camera's 
motion sensor(s) may be used during low light conditions. 
Quality metrics may be associated with each image directly 
(e.g., stored with the image as metadata) or indirectly (e.g., 
through a separate index or database file). 
0027. In one embodiment, the first step in processing the 
image and determining quality metrics may involve creating 
a color histogram of the image in the UV color space (block 
205). In one embodiment, the color histogram may be a two 
dimensional histogram with the U-value as one dimension 
and the V-value as the other. The image may be divided into 
multiple regions, having Ui and Vi as the dimensions for the 
ith region. For example, in one embodiment, U may contain 
any U-value between 0 and 7. If a color is found which falls 
within Ui and Vi, a “bin' corresponding to (Ui,Vi) may be 
incremented. The sizes of the bins may be uniform, or they 
may be adjusted so that regions where color combinations are 
more common are represented by more bins. This may make 
the distribution of counts in the bins more informative. This 
means, for example, that because colors near the center are 
more common, more bins may be placed near the center by 
making the regions Small (e.g., having fewer colors in each 
dimension). Away from the center, the regions may be made 
larger by having more colors in each dimension. This process 
may be referred to as block center-weighted bins. After the 
color histogram has been created, a quality measure indica 
tive of the image's sharpness may be calculated (block 210). 
Sharpness measures may be obtained or determined from, for 
example, a camera's auto-focus (AF) and/or auto-exposure 
(AE) systems. In one embodiment, sharpness measures may 
be determined by calculating the sum of adjacent pixel dif 
ferences. Other methods of determining sharpness are also 
possible. For the purposes of this disclosure, the sharper an 
image is judged to be, the higher its corresponding rank (e.g., 
quality metric value). 
0028. After determining one or more sharpness measures, 
a wavelet transform may be calculated for each block (block 
215) to compress the image, thus making further calculations 
more efficient. In one embodiment, the wavelength transform 
may be a Haar transform. Calculating a Haar wavelength 
transform is well known in the art and thus not discussed here. 
After calculating wavelet transforms, the amount of blur 
present in the image may be derived (block 220). In one 
embodiment, the amount of blur is derived from the wavelet 
transforms calculated. Other approaches are also possible. 
One approach to determining the amount of blur present in an 
image is discussed in U.S. patent application Ser. No. 13/911, 
873, entitled “Reference Frame Selection for Still Image Sta 
bilization, incorporated herein by reference in its entirety. 
0029. In one embodiment, after the amount of blur present 
in the image has been calculated, a determination is made as 
to whether the image is too blurry to use (block 225). This is 
done, in one embodiment, by comparing the amount of blur 
present in the image with a predetermined threshold. If the 
amount of blur present in the image is above a predetermined 
threshold, or in some embodiments, if another calculated 
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quality measure is below a different threshold value the image 
may be determined to be too blurry. Threshold values may be 
static or predetermined (obtained, for example, from program 
memory during camera start-up) or dynamic (determined, for 
example, based on image statistics). In one embodiment, if 
one or more of the quality measures of the image is signifi 
cantly smaller than the maximum quality metric value of the 
image set, the image may be regarded as too blurry to use. In 
another implementation, if the quality metric of an image is 
Smaller than the maximum quality metric value of the image 
set multiplied by a ratio, the image may be regarded as too 
blurry to use (e.g., a ratio of between 0.6 and 0.9). 
0030 Notwithstanding the approach by which blurriness 

is determined, if the image is determined to be too blurry 
(YES prong of block 225), the image may be discarded or 
otherwise removed from further consideration and a check 
may be made to determine if at least one more received image 
remains to be processed (block 260). If the image is not too 
blurry to use (NO prong of block 225), two one dimensional 
signatures may be calculated (block 230) for the image. The 
signatures may be functions of the vertical and horizontal 
projections of the image. In one embodiment, the signatures 
are vertical and horizontal sums of pixel values. 
0031. The next step in processing the image, in some 
implementations, may be determining whether or not the 
image contains faces. Face recognition techniques are well 
known in the art and thus not discussed in this specification. 
Using a face recognition algorithm, the operation may detect 
if there are faces in the image (block 235). If no faces are 
detected in the image (NO prong of block 235), the image 
may be retained (block 255), whereafter a check can be made 
to determine if all of the images from the set have been 
received (block 260) and, ifyes, continue to block305 of FIG. 
3 to classify the image set. If at least one more image remains 
to be received (the YES prong of block 260), however, the 
operation may obtain the next image and continue to block 
200 to process the next image. 
0032. If one or more faces are detected (YES prong of 
block 235) by the face recognition algorithm, the operation 
may move to block 240 to determine the size and location of 
each face. The location of each face may refer to the blocks of 
pixels that make up the face on the image and the size may 
refer to the size of the block. For each of the detected faces, 
the operation may also determine if the face is Smiling and if 
the eyes are open orblinking (block 245). Once face detection 
and analysis has been performed, a sharpness value may be 
calculated for each of the faces detected in the image (block 
250). As discussed above, there are a variety of known pro 
cedures for calculating image sharpness values. Using one of 
these known procedures, the operation may calculate a sepa 
rate sharpness value over each block of pixels detected as 
representing a face. After the face sharpness values are cal 
culated, the operation moves to block 255 to retain the image 
along with its processing data and continue to block 260 to 
determine if there are more images in the image set to process. 
If there are more images, the operation moves back to block 
200 to repeat the process for the next image. If, however, there 
are no other images in the image set, the operation moves to 
block 305 of FIG.3 to classify the image set. 
0033. In some embodiments, after all the images have 
been received and processed, before continuing to classify the 
image set, a ratio between the sharpness metric value of the 
sharpest image (i.e. identified in accordance with block 210) 
and each of the other captured images may be determined. 
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Those images for which this ratio is less than Some specified 
value, could be eliminated from further consideration as irrel 
evant. That is, only those images having a ratio value greater 
than a specified threshold would be considered for pre-select 
ing keeper images. One of ordinary skill in the art will rec 
ognize the selected threshold may be task or goal dependent 
and could vary from implementation to implementation. This 
is done to eliminate images that are of low quality and are not 
likely to be selected as keepers. Eliminating unwanted images 
can increase efficiency and speed up processing time. In other 
embodiments, images may be compared to each other to 
determine if there are images that are too similar too each 
other. If two Such images are found, one may be eliminated 
from the set. This can also result in increased efficiency. 
0034. Operation 300, to classify the image set captured in 
the burst, begins by determining if the images contain prima 
rily faces (block 305). This can be done, in one embodiment, 
by analyzing the data collected during the processing opera 
tion 120. If faces were detected during operation 120, the 
operation also calculated the size of each face in the images, 
as discussed above with respect to FIG. 3. In one embodi 
ment, the sizes of the faces in an image may be added together 
for each image to calculate a total face size for that image. The 
total face size may then be compared to the total size of the 
image. If the total face size is above a certain threshold rela 
tive to the total size of the image, then the operation may 
determine that particular image contains primarily faces. If 
the total face size is below the threshold, the operation may 
decide that the image does not primarily contain faces. In one 
embodiment, the threshold value is 75% such that if the total 
face size is below %75 of the total image size, the image is 
considered as not containing primarily faces. It should be 
noted that other threshold values are also possible. Other 
approaches for determining if the images in the set contain 
primarily faces can also be used. 
0035. In one embodiment, if the majority of the images in 
the image set contain primarily faces, then operation 300 may 
categorize the image set as a portrait set (block 310). In other 
embodiments if 50% or more of the images in the set contain 
primarily faces, the set is categorized as a portrait. Other 
configurations are also possible. When the burst is classified 
as a portrait, the operation moves to block 405 in FIG. 4 
(operation 400) to pre-select a keeper image in a portrait 
image set. 
0036. If the image set is determined to not contain prima 

rily faces (NO prong of block 305), then a region of interest 
may be identified in the image. This may be done in, one 
embodiment, by first registering each pair of images with 
respect to each other (block 315). There are a variety of 
well-known methods for registering images with respect to 
each other. U.S. patent application Ser. No. 13/911,793, 
entitled “Image Registration Methods for Still Image Stabi 
lization, incorporated herein by reference, describes a few 
Such methods. 

0037. In one embodiment, the registration may be per 
formed by aligning the two signatures computed during pro 
cessing of the images (see FIG. 2, block 230). After the two 
images have been registered, the registered images may be 
compared with each other to determine an area of the images 
where there is a large difference between them (block 320). 
The difference between the registered images may be referred 
to as registration error. In the embodiment, where registration 
is done by aligning the vertical and horizontal signatures, the 
comparison may occur by examining the differences between 
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the registered vertical signatures and the registered horizontal 
signatures. If there is a large difference between these num 
bers, it is likely that a moving Subject (i.e., local motion) was 
present in that region of the images. That is because generally 
background of an image dominates the number of pixels in 
the image. As a result, registration is likely to align the back 
ground of one image with respect to the other, such that there 
generally is no significant difference between the back 
grounds in the registered images. When there is local motion 
due to, for example, motion of a foreground object, however, 
the difference between the images may be larger. Thus, reg 
istering the images with respect to one another and comparing 
the registered images with each other may identify local 
motion between the images. The area containing local motion 
may be identified as the region of interest (block 325). For 
example, in the embodiment using vertical and horizontal 
signatures, if the vertical signatures show that the two images 
have a large difference between their x columns (X1 and x2) 
and the horizontal signatures have a large difference between 
their y rows (y1 and y2), the region of interest may be iden 
tified as (x1, y1) and (X2, y2). 
0038. In one embodiment, the region of interest may be 
selected as a region in the images for which the registration 
error (i.e., the difference between the two registered images) 
is larger than a specified threshold. It will be understood, 
other procedures for identifying the region of interest are also 
possible. If no local motion can be identified (i.e., the differ 
ence between the registered images is Small), then the entire 
image may be identified as the region of interest. 
0039. Once the registration error is determined and a 
region of interest identified, a feature vector may be con 
structed from multiple data values computed so far during the 
processing of the images (block 330). Each value may be 
considered as a feature which when combined together form 
a vector of values referred to as the feature vector. In one 
embodiment, one of the values used to form the feature vector 
may be the computed color histograms. The color histograms 
show how similar or different the images are to each other. 
Thus, if the color histograms show that the images are too 
different, it is likely that the scene contained some action. One 
of the other values that may be used in forming the feature 
vector is how large the registration errors are either in abso 
lute value or in respect to each other. Other values that may be 
used are the L1 error of the Y channel between the images at 
the start and end of the burst and the average of the Euclidean 
norm of the registration translation between pairs of images 
(which may be a reasonable proxy for camera motion). Other 
types values may also be used to construct the feature vector. 
0040. Once a feature vector is constructed, the information 
from the feature vector may be input into a classifier, (block 
340) such as a Support Vector Machine (SVM), an artificial 
neural network (ANN) or a Bayesian classifier to determine if 
the scene captured in the image set contains action. In one 
embodiment, prior to automated use, the classifier is trained 
with a set of training feature vectors already classified by 
hand. The classifier may return a binary decision indicating if 
the images contain action or not (block 345). If the decision 
indicates that the images contained action, the burst may be 
classified as an action burst (block350) and the operation may 
continue to block 505 of operation 500 (FIG. 5) to pre-select 
keeper images in an action image set. If the classifier decision 
indicates that the images did not contain (enough) action, then 
the set may be classified as other (block 355) and the opera 
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tion may continue to block 605 of operation 600 in FIG. 6 to 
determine the best image(s) in a set categorized as other. 
0041 Referring to FIG. 4, in one embodiment, operation 
400 for pre-selecting keeper images in an image classified as 
a portrait set begins by calculating a sharpness score for each 
face in each image in the set (block 405). As discussed above, 
sharpness values for each face are generally calculated during 
processing operation 120 for each image. By normalizing 
those sharpness values, sharpness scores may be calculated 
for each face. Sharpness values are normalized over all the 
images in the set, by tracking each face as one subject across 
the image set. This may be done by first calculating an aver 
age sharpness value for each face across all the images in the 
set. The average sharpness value, in one embodiment, may be 
the sum of image gradients calculated over the eyes for the 
particular face across all the images in the set. Other ways of 
obtaining the average sharpness value are also possible. For 
example, the sharpness values for the face in each of the 
images in the set may be averaged to obtain the average 
sharpness value. Once the average sharpness value for each 
face is calculated, the sharpness value for the face in each 
image may be divided by the average sharpness value for that 
face to obtain a sharpness score for the respective face. 
0042. Once a sharpness score has been calculated for each 
face, a total score may be calculated for the face (block 410). 
The total score may be calculated by analyzing various cat 
egories of data collected during the processing of the images. 
Each category of data may be assigned a particular range of 
Scores. For example, scores may be assigned for Smiling faces 
and for non-blinking faces. In one embodiment, each cat 
egory of data has a range of numbers available as options for 
scores for that category. A higher score may signify a better 
quality image. For example, data indicating that a face is 
Smiling may result in a score of 10, while a non-Smiling face 
may result in a score of Zero. A non-blinking face may also 
receive a score of 10, while a blinking face may receive a 
score of Zero. The sharpness score calculated is another cat 
egory that may be taken into account for the total score. Other 
categories of data that may contribute to the total score 
include the location of the faces, e.g., whether or not the face 
is close to the edges of the image and the location of the area 
of the image occupied by the face. For example, being close 
to the edges of the image may receive a lower score, while 
being closer to the middle may receive a higher score. In one 
embodiment, rules of photographic composition, Such as the 
rule of threes may be used to establish a preference for where 
faces should be located. The rule of threes is well known in the 
art. Scores for each of these categories may be assigned and 
then normalized before being added together to calculate the 
total score for a face. Once total scores for all of the faces in 
an image have been calculated, the total face scores may be 
added together to obtain a score for the image (block 415). 
0043. A multiplicative factor may then be applied to each 
image score (block 420). The multiplicative factor may be 
selected Such that it makes the image score higher for images 
with faces. This results in a built-in preference for images 
with faces. Thus, if there are images in a set that do not contain 
any faces, they are less likely to be selected as keeper images. 
This is advantageous for an image set categorized as a por 
trait, as images without faces should not be selected as keep 
ers for such a set. Once, the multiplicative factor has been 
applied to all the image scores, the image with the highest 
score may be selected as the keeper image for the burst (block 
425) and may be presented to the user as such (block 430). 
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0044) When faces are not detected in the image set, the set 
may be classified as an action or other type of set. For a set 
categorized as an action set, multiple images may be selected 
as keeper images. This is generally desirable in an action set, 
as the user may like to have the images tell the story of the 
action. To do this, the image set captured in the burst may be 
divided into various sections, and a keeper image may be 
selected from each section. Each section of the burst may 
contain images related to a specific sequence of actions in the 
scene. For example, if the burst captured was of a child diving 
into a pool from a diving board, the first section may include 
pictures of the child standing on the board, the second section 
may include pictures of the child in the air, and the third 
section may include pictures of the child in the water. In one 
embodiment, there is a maximum number of sections an 
image set may be divided into. For example, in an image set 
containing ten images, the maximum number may be three. 
The maximum number may be a preset in the image capture 
device or it may be an optional setting that the user can select. 
0045 Referring to FIG. 5, in one embodiment, operation 
500 to pre-select keeper images in an action set begins by 
calculating the distance between each pair of images in the 
image set (block 505). In one embodiment, the distance mea 
sured may be the Bhattacharyya distance of the two dimen 
sional color histograms calculated during the processing 
operation 120. The calculated distance can then be used in a 
clustering model to divide the image set into different sec 
tions. Various clustering models are available for use in this 
approach. These include connectivity models such as hierar 
chical clustering (e.g., single-link, complete-link), centroid 
models (e.g., K-means algorithms), exhaustive search, and 
scene change detection algorithms. These clustering models 
and algorithms are well known in the art and thus not 
described in detail here. 

0046. In one embodiment, a scene change detection opera 
tion may first be used to cluster the image set into different 
sections (block 510). If the results from this operation are 
acceptable (YES prong of block 515), they are used. How 
ever, if the results are not acceptable, an exhaustive search 
operation may be used (block 520). An exhaustive search 
operation generally examines all the ways in which the set can 
be divided into a predetermined number of sections. The 
operation then attempts to optimize the ratio of average dis 
tance between images within a section to average distance 
between images from different sections. Based on the results 
of optimizing this ratio, the image set may be divided into 
different sections. 

0047 Once the set has been divided into different sections, 
an image from each section may be pre-selected as a keeper 
(block 525). This is done, in one embodiment, by comparing 
image quality metrics for all of the images in one section and 
selecting the image with the highest and/or best quality met 
rics. For example, sharpness and blurriness measures calcu 
lated during the processing operation 120 may be examined to 
select the sharpest and/or least blurry image. In practice, 
multiple images may have the same, or nearly the same, 
quality metric value. In Such cases, the first image in each 
section having the highest quality metric value may be 
selected. In another embodiment, the last such image in the 
section may be selected. In still another embodiment, of those 
images having the highest quality metric value, that image 
closest to the middle of the image section may be selected. In 
yet another embodiment, if there are ‘N’ images having the 
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highest quality metric value (e.g., are within a specified range 
of values from one another), a random one of the Nimages 
may be selected. 
0048. In one embodiment, a keeper image from each sec 
tion may be selected in accordance with the approach of 
operation 600 in FIG. 6. Once keeper images for each of the 
divided sections have been selected, they may be presented to 
the user for review and selection (block 530). In this manner, 
multiple images are pre-selected as keeper images to show 
various stages of an action scene in an action image set. 
0049 Referring back to FIG. 3, if the burst is not catego 
rized as a portrait or an action, it may be classified as other. 
Other is a broad category that covers instances in which it 
cannot be determined why the user used the burst capture 
mode. It may not be possible to examine images captured in 
such a burst for the best faces or for action, but it is still 
possible to select one or more high quality images in the set as 
keeper images. One such approach involves identifying a best 
image through comparison of the region of interest of the 
images with each other. As discussed above, the region of 
interest is identified during the classification operation 300 
(block 325). 
0050. To properly compare the region of interests in the 
images with each other, the region may first be expanded to 
cover all the blocks of the image that overlap with the region 
of interest (block 620). The blocks may correspond with the 
processing blocks of operation 120 for which quality metrics 
values were previously calculated, so that those metrics may 
be examined for the region of interest in each image in the 
image set (block 625). The quality metrics may include, in 
one embodiment, sharpness measures and blurriness metrics. 
After examining the quality metrics of the region of interests 
for all of the images in the set, the operation may assign a 
score to each image based on the various quality metrics 
examined (block 630). The scores may be assigned based on 
a range of numbers for each quality metric and added together 
to get a total score for each image. A keeper image may then 
be selected based on the total image score (block 635). This 
results, in one embodiment, in selecting the image having the 
best quality metrics for the region of interest as the keeper 
image. The keeper image may then be presented to the user 
for review and selection (block 640). 
0051 Referring to FIG. 7, a simplified functional block 
diagram of illustrative electronic device 700 is shown accord 
ing to one embodiment. Electronic device 700 could be, for 
example, a mobile telephone, personal media device, portable 
camera, or a tablet, notebook or desktop computer system. As 
shown, electronic device 700 may include processor 705, 
display 710, user interface 715, graphics hardware 720, 
device sensors 725 (e.g., proximity sensor/ambient light sen 
Sor, accelerometer and/or gyroscope), microphone 730, audio 
codec(s) 735, speaker(s) 740, communications circuitry 745, 
image capture circuit or unit 750, video codec(s) 755, 
memory 760, storage 765, and communications bus 770. 
0052 Processor 705 may execute instructions necessary 
to carry out or control the operation of many functions per 
formed by device 700 (e.g., such as the capture and/or pro 
cessing of images in accordance with FIGS. 1-6). Processor 
705 may, for instance, drive display 710 and receive user 
input from user interface 715. User interface 715 can take a 
variety of forms, such as a button, keypad, dial, a click wheel, 
keyboard, display screen and/or a touchscreen. User interface 
715 could, for example, be the conduit through which a user 
may select when to capture an image. Processor 705 may be 
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a system-on-chip Such as those found in mobile devices and 
include one or more dedicated graphics processing units 
(GPUs). Processor 705 may be based on reduced instruction 
set computer (RISC) or complex instruction-set computer 
(CISC) architectures or any other suitable architecture and 
may include one or more processing cores. Graphics hard 
ware 720 may be special purpose computational hardware for 
processing graphics and/or assisting processor 705 perform 
computational tasks. In one embodiment, graphics hardware 
720 may include one or more programmable graphics pro 
cessing units (GPUs). 
0053 Image capture circuitry 750 may capture still and 
Video images that may be processed to generate images and 
may, in accordance with this disclosure, include specialized 
hardware to perform some or many of the actions described 
herein. Output from image capture circuitry 750 may be 
processed (or further processed), at least in part by video 
codec(s) 755 and/or processor 705 and/or graphics hardware 
720, and/or a dedicated image processing unit (not shown). 
Images so captured may be stored in memory 760 and/or 
storage 765. Memory 760 may include one or more different 
types of media used by processor 705, graphics hardware 720, 
and image capture circuitry 750 to perform device functions. 
For example, memory 760 may include memory cache, read 
only memory (ROM), and/or random access memory (RAM). 
Storage 765 may store media (e.g., audio, image and video 
files), computer program instructions or software, preference 
information, device profile information, and any other Suit 
able data. Storage 765 may include one more non-transitory 
storage mediums including, for example, magnetic disks 
(fixed, floppy, and removable) and tape, optical media Such as 
CD-ROMs and digital video disks (DVDs), and semiconduc 
tor memory devices such as Electrically Programmable 
Read-Only Memory (EPROM), and Electrically Erasable 
Programmable Read-Only Memory (EEPROM). Memory 
760 and storage 765 may be used to retain computer program 
instructions or code organized into one or more modules and 
written in any desired computer programming language. 
When executed by, for example, processor 705 such com 
puter program code may implement one or more of the meth 
ods described herein. 

0054. It is to be understood that the above description is 
intended to be illustrative, and not restrictive. The material 
has been presented to enable any person skilled in the art to 
make and use the inventive concepts as claimed and is pro 
vided in the context of particular embodiments, variations of 
which will be readily apparent to those skilled in the art (e.g., 
some of the disclosed embodiments may be used in combi 
nation with each other). For example, while FIGS. 1-6 have 
been described in the context of processing raw or unproc 
essed images, this is not necessary. Operations in accordance 
with this disclosure may be applied to processed versions of 
the captured images (e.g. edge-maps) or Sub-sampled Ver 
sions of the captured images (e.g. thumbnail images). In 
addition, some of the described operations may have their 
individual steps performed in an order different from, or in 
conjunction with other steps, presented herein. An example of 
this first difference would be performing actions in accor 
dance with block 120 after one or more of the images are 
retained (e.g., block 255). An example of the latter difference 
would be the determination of quality metrics, e.g., in accor 
dance with operation 120, as each image is captured (as 
implied in FIG. 2), after all images are captured, or after more 
than one, but less than all images have been captured. More 
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generally, if there is hardware support some operations 
described in conjunction with FIGS. 1-6 may be performed in 
parallel. 
0055. In light of the above examples, the scope of the 
invention therefore should be determined with reference to 
the appended claims, along with the full scope of equivalents 
to which Such claims are entitled. In the appended claims, the 
terms “including and “in which are used as the plain-En 
glish equivalents of the respective terms "comprising and 
“wherein. 

1. A non-transitory program storage device, readable by a 
programmable control device and comprising instructions 
stored thereon to cause one or more programmable control 
devices to: 

obtain a temporal sequence of images of a scene; 
detect, by an image processor, if each of the images con 

tains primarily faces by calculating a total face size for 
each image and comparing the total face size of the 
image to a total size of the image: 

process, by the image processor, each of the obtained 
images to obtain for each image at least one quality 
metric value; 

Select one or more images from the sequence of images as 
keeper images, wherein the selection is made at least in 
part based on whether each image contains primarily 
faces and on the at least one quality metric value for the 
image; and 

retain the one or more keeper images in a memory. 
2. The non-transitory program storage device of claim 1, 

wherein the instructions to cause the one or more program 
mable control devices to process comprise instructions to 
cause the one or more programmable control devices to deter 
mine, for each of the obtained images, a value based on at 
least a portion of the image, wherein the value is indicative of 
the image's sharpness. 

3. The non-transitory program storage device of claim 2, 
wherein the value indicative of an image's sharpness is based 
on output from at least one of an auto-focus system and an 
auto-exposure system. 

4. The non-transitory program storage device of claim 1, 
wherein the instructions to cause the one or more program 
mable control devices to process comprise instructions to 
cause the one or more programmable control devices to deter 
mine, for each of the obtained images, a blur value. 

5. The non-transitory program storage device of claim 1, 
wherein the instructions further cause the one or more pro 
grammable control devices to: 

detect, by the processor, if the scene in each image contains 
action when the image is detected as not containing 
primarily faces; and 

to classify each image based on the detection of primarily 
faces or action. 

6. The non-transitory program storage device of claim 1, 
wherein the instructions to cause the one or more program 
mable control devices to detect further comprise instructions 
to cause the one or more programmable control devices to 
determine if each of the detected faces is smiling, when at 
least one face is detected. 

7. The non-transitory program storage device of claim 5. 
wherein the instructions to cause the one or more program 
mable control devices to classify comprise instructions to 
cause the one or more programmable control devices to clas 
Sify the images as portraits when one or more images in the 
image sequence contain primarily faces. 
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8. The non-transitory program storage device of claim 7. 
wherein when the images are classified as action, the instruc 
tions to cause the one or more programmable control devices 
to select one or more images comprise instructions to cause 
the one or more programmable control devices to: 

divide the sequence of images into two or more sections; 
and 

select a keeper image from each of the two or more sections 
based on the at least one quality metric value. 

9. The non-transitory program storage device of claim 5. 
wherein the instructions to cause the one or more program 
mable control devices to select one or more images comprise 
instructions to cause the one or more programmable control 
devices to: 

identify a region of interest in the one or more images; 
obtain at least one quality metric for the region of interest; 

and 
select one or more images from the sequence of images 

based at least on one or more quality metric values for 
the region of interest. 

10. A digital image capture device, comprising: 
a memory; 
a display communicatively coupled to the memory; and 
one or more processors communicatively coupled to the 
memory and display and configured to execute instruc 
tions stored in the memory comprising: 
obtaining a temporal sequence of images of a scene; 
detecting, by animage processor, if each of the images in 

the sequence of images contains primarily faces by 
calculating a total face size for each image and com 
paring the total face size of the image to a total size of 
the image: 

detecting, by the image processor, if each image con 
tains action when the image is detected as not con 
taining primarily faces: 

classifying each of the images based on the detection; 
processing, by the image processor, each of the obtained 

images to obtain for each image at least one quality 
metric value; 

Selecting one or more images from the sequence of 
images as keeper images, wherein the selection is 
made at least in part based on the classification and on 
the at least one quality metric value; and 

retaining the one or more keeper images in the memory. 
11. The system of claim 10, wherein detecting if each of the 

images in the sequence of images contains action comprises 
constructing a feature vector from each of the images and 
applying the feature vectors to a classifier. 

12. The system of claim 10, wherein classifying comprises 
classifying the images as other if the images are not detected 
to contain primarily faces and if the scene is not detected to 
contain action. 

13. The system of claim 12, wherein when the images are 
classified as other, selecting one or more images from the 
sequence of images as keeper images comprises: 

identifying a region of interest in the images; 
expanding the region of interest to include one or more 

blocks that overlap the region of interest; 
determining a quality metric value for the expanded region 

of interest; and 
selecting one or more images from the sequence of images 

based on the at least one quality metric value for the 
expanded region of interest. 
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14. The system of claim 13, wherein identifying a region of 
interest comprises: 

registering each two images in the sequence of images with 
respect to each other; 

comparing the registered images with each other, and 
identifying a region in the registered images where the 

differences between the registered images is larger than 
a specified threshold. 

15. A method comprising: 
obtaining a temporal sequence of images of a scene; 
detecting, by an image processor, if each of the images in 

the sequence of images contains primarily faces by cal 
culating a total face size for each image and comparing 
the total face size of the image to a total size of the image: 

detecting, by the image processor, if the scene in each 
image contains action when the image is detected as not 
containing primarily faces; 

classifying the images based on the detection; 
processing, by the image processor, each of the obtained 

images to obtain for each image at least one quality 
metric value; 

Selecting one or more images from the sequence of images 
as keeper images, wherein the selection is made at least 
in part based on the classification and on the at least one 
quality metric value; and 

retaining the one or more keeper images in a memory. 
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16. The method of claim 15, wherein classifying the 
images based on the detection comprises classifying the 
images as portraits when one or more images in the sequence 
of images contains primarily faces. 

17. The method of claim 15, wherein detecting if each 
image in the sequence of images contains primarily faces 
comprises determining if each of the detected faces is blink 
1ng. 

18. The method of claim 16, further comprising determin 
ing a face sharpness value for each detected face. 

19. The method of claim 15, wherein selecting one or more 
images from the sequence of images as keeper images com 
prises: 

identifying a region of interest in the images; 
expanding the region of interest to include one or more 

blocks that overlap the region of interest; 
determining, by the image processor, at least one quality 

metric value for the expanded region of interest; and 
selecting one or more images from the sequence of images 

based at least in part on the at least one quality metric 
value for the expanded region of interest. 

20. The method of claim 15, wherein processing each of the 
obtained images comprises determining, for each of the 
obtained images, a value based on at least a portion of the 
image, wherein the value is indicative of the image's sharp 
CSS. 


