wo 2017/162845 A1 | I IH 00T OO0 00 A O

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2017/162845 Al

28 September 2017 (28.09.2017) WIPO I PCT
(51) International Patent Classification: (72) Inventors: VERMEIR, Thijs; Ieperstraat 151, B-8840 St-
HO4N 19/147 (2014.01) HO4N 19/127 (2014.01) aden (BE). SLOWACK, Jiirgen; Borluutstraat 10, B-9140
HO4N 19/103 (2014.01)  HO4N 19/11 (2014.01) Temse (BE).

HO4N 19/109 (2014.01) - HO4N 19/19 (2014.01) (74) Agent: IPLODGE BVBA; Technologielaan 9, B-3001

(21) International Application Number: Heverlee (BE).
PCT/EP2017/057031 (81) Designated States (unless otherwise indicated, for every
(22) International Filing Date: kind of national protection available): AE, AG, AL, AM,
23 March 2017 (23.03.2017) AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
25) Filing L . Enolish BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM,
(25) Filing Language: nglis DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT.
(26) Publication Language: English HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KH, KN,
L. KP, KR, KW, KZ, LA, LC, LK, LR, LS, LU, LY, MA,
(30) Priority Data: MD, ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG,
1605130.2 25 March 2016 (25.03.2016) GB NI NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS,
(71) Applicant: BARCO NV [BE/BE]; President Kennedypark RU, RW, SA, SC, SD, SE, SG, SK, SL, SM, ST, SV, §Y,

35, B-8500 Kortrijk (BE).

TH, TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN,
ZA, M, ZW.

[Continued on next page]

(54) Title: COMPLEXITY CONTROL OF VIDEO CODEC

0 < 0Og
equal_sign < True

function UpDATETHRESHOLD(CT, CR)

if(c 20) # (Cp =Cr) then
o« o /=2
equal_sign < False
else
if equal_sign then
o« 20
end if
equal_sign < True
end if
Er « maxif®, E; + o)

end function

Figure 3

(57) Abstract: There is provided means for controlling the computational
complexity related to video encoding. The invention comprises a dynamic
rate distortion cost error threshold and constrains the encoding complexity to
a given complexity target. The solution is selective and provides fast conver-
gence while incurring only a limited loss in rate distortion performance.



WO 2017/162845 A1 AT 00T 0T 0 O

(84) Designated States (unless otherwise indicated, for every Declarations under Rule 4.17:

gﬁ{ Oljééfgﬁ?{’?aéi r%afo&gfﬁf?lﬁ{v?gé%gé?&, (SHZ{: —  of inventorship (Rule 4.17(iv))
TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, Published:
TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT,
LU, LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE,
SI, SK, SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA,
GN, GQ, GW, KM, ML, MR, NE, SN, TD, TG).

—  with international search report (Art. 21(3))



10

15

20

25

30

35

WO 2017/162845 PCT/EP2017/057031

1
COMPLEXITY CONTROL OF VIDEO CODEC

TECHNICAL FIELD
The present invention relates to methods, controllers and systems
for complexity control of video codec using coding units, as well

as software for implementing the methods or systems.

BACKGROUND

In the field of video coding and high efficient wvideo coding, the
encoding application can be one of many processes running on the
host machine. Other processes can run 1in parallel, including
operating system processes, and even other encoders and/or
decoders. When the load on the host machine becomes significant,
the software processes may compete for the same resources and
influence each other’s processing speed. This can be problematic,
particularly for a video encoder that is expected to deliver output
at regular time intervals. Although buffering may solve some of
these issues, adding a buffer introduces additional delay that is
in many cases undesired. Conventional solutions often comprise
carefully fine tuning configuration parameters and/or
overprovisioning resources (e.g., selecting one of the more high-
end cloud instances) resulting in additional effort and increased
financial cost. Furthermore, when over dimensioning the system for
the statistical “worst case” (e.g., the maximum number of video
streams the cloud service should be able to handle), there could
be many occasions where the system resources are not being fully

used.

G. Correa et al. (“Complexity scalability for real-time HEVC
encoders," Journal of Real-Time Image Processing, pp. 1-16, 2014)
propose a complexity scalability method for HEVC in which CTUs are
dynamically constrained by limiting the prediction block (PB) and

setting a maximum tree depth for each CTU.

Zhao et al. (“Flexible mode selection and complexity allocation
in high efficiency wvideo coding" Selected Topics in Signal

Processing, IEEE Journal of, wvol. 7, no. 6, pp. 1135-1144, Dec
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2013) propose a hierarchical complexity allocation scheme for HEVC

based on linear programming.

While these methods provide alternative means for obtaining
complexity control, they report high variation of the encoding time

over multiple GOPs (Group Of Pictures).

SUMMARY OF THE INVENTION
It is an advantage of the present invention that a fully scalable
solution for complexity control is provided, for optimal use of

resources and where the spread in encoding time is converging.

Any of the embodiments of the invention can be implemented in an

encoder.

An aspect of the present invention is a method or system or
encoder to encode video frames having coding units which can
be coded with a plurality of coding modes, by, for each coding
unit of the frame the method steps of:

* Determining a rate distortion cost associated with encoding
the coding unit with a given coding mode, for each of a
chosen or selected number of coding modes being a reduced
number of zones selected from the plurality of coding
modes,

* Estimating an estimated rate distortion cost error as the
difference between the lowest rate distortion cost amongst
the determined rate distortion costs and an estimated
lowest rate distortion cost amongst the complete plurality
of coding modes,

wherein, the chosen number of coding modes is selected such

that the difference between the rate distortion cost error and

a target rate distortion cost error is minimised.

An example of a code is for example video compression.

Another aspect of the present invention relates to a
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method or system or encoder for adaptive use of
image frame processing resources comprising defining
a rate distortion cost error threshold or target
associated with received image frames, determining a
difference between a complexity associated with the
rate distortion cost error threshold or target and a
threshold or target complexity, and updating the
rate distortion cost error threshold or target to
reduce this difference. Preferably, process of
reducing the difference should not involve a

significant increase in the use of resources.

In the above methods or systems or encoders the use of resources
may exceed or not exceed a target value. If more resources are used
than the target value then other processes can be impaired. If less
resources are used, then the quality of displayed video frames can
be reduced. Accordingly, continuous adaption to changing parameters
and wvideo processing factors is preferred which results in the

image frame processing resources varying dynamically in time.

In one embodiment of the present invention there is provided

a system, a method or an encoder for adaptive use of image frame
processing resources for video compression, the image frame
processing resources varying dynamically in time, wherein the video
signal comprises image frames processed at a video rate, wherein
an image frame is expressed in a number of coding units, a coding
unit having a predefined maximum size, the method comprising the
steps: recursively splitting coding wunits into a quad-tree
structure of different coding units having levels and sub-levels,
wherein in a quad-tree structure, each level or sub-level 1is
recursively split into parts, a depth of a specific coding unit
being defined by the number of recursive splits of coding units
that have been used in order to reach the specific coding unit,
whereby the size of the specific coding unit is the maximum size
divided by the number of recursive splits, a coding unit at a
certain depth being encodable with a first number of different

coding modes. The rate distortion cost for a second number of
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coding modes is determined, the second number being less or equal
to the first number of different coding modes for the specific
coding unit, the determining of the second number being such as to
maximise the use of dynamically for the encoder available image
frame processing resources, the difference between the rate
distortion cost for the first and the rate distortion cost for the
second number of coding modes is the rate distortion cost error,
and the difference between the rate distortion cost error and a
targeted rate distortion cost error has a minimum wvalue for a
certain coding mode, said coding mode is selected to encode the

coding unit.

Alternatively a difference between an estimated rate distortion
cost for the first number of coding modes and a determined rate
distortion for the second number of coding modes is an estimated
rate distortion cost error, and the difference Dbetween the
estimated rate distortion cost error and a targeted rate distortion
cost error has a minimum value for a certain coding mode, wherein

said coding mode is selected to encode the coding unit.

The systems, encoders and methods described above provide means
for maximizing the use of an available complexity budget (which
refers, for example to a budget for vide frame processing
resources) when performing video compression, while controlling

the rate distortion cost.

A further useful step of embodiments of the present invention is
to be able to normalize by dividing any of the processing factors

with the number of pixels in the level to be calculated.

For example, the system, method or encoder can comprise use of a
central processing or graphics processing unit to normalize the
collection of pixels of the coding unit at level m and with index
m, by dividing said coding unit with the number of pixels at the

level m.
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By normalizing the procedure, the system, encoder or method becomes

independent of coding level.

An advantage of the present invention is to be able to keep inside
or close to a complexity budget per frame or to approach dynamically
the complexity budget per frame. For example, the system, encoder
or method can comprise, for each frame, the central processing or
graphics processing unit providing a controller for adapting the
threshold or target of the rate distortion cost error, based on
the difference between the reduced complexity and the value of the

complexity target in a or the previous frame stored in a memory.

By having a complexity budget per frame, distortions can be smeared

out over each frame.

An advantage of the present invention is to be able to calculate
in elapsed CPU OR GPU time. For example, the system, encoder or
method can comprise the central processing or graphics processing
unit having the controller calculating the complexity for a frame
in elapsed central processing or graphics ©processing unit

processing time for encoding the whole frame.

Accordingly, a practical measure of complexity can be to use the
elapsed CPU OR GPU processing time. If too many resources are being
used then this can appear as an increased CPU OR GPU processing
time. If too few resources are being used then this can appear as

a decreased CPU OR GPU processing time.

An advantage of the present invention is to assume that the values
of a, are independent of each other. For example, the system,
encoder or method can comprising the central or graphics processing
unit treating the actual number of coding modes for per coding unit

being independent of each other.

In this way the system, encoder or method can be simplified by

assuming that the coefficients a, (which is the actual number of

coding modes evaluated for a coding unit at level m) are independent
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from each other. This simplification makes the calculations easier
but can result in errors. Accordingly, it is preferred if methods
of adaptive correction according to embodiments of the present
invention are used to dynamically adjust the video frame
processing.

An advantage of the present invention is to be able to estimate
Imy (which is a rate distortion cost for all modes N). For example,
the system, encoder or method can comprise the central processing
or graphics processing unit estimating the rate distortion cost
comprising all coding modes by assuming said cost is proportional
to a linear model of the rate distortion cost comprising less than
all coding modes. By estimating using a model the calculation of

rate distortion costs for all coding modes is avoided.

Since the optimal rate distortion (RD) cost th (for all modes N)
is not known for I, where n<N, (i.e. when the rate distortion
cost is not calculated for all coding modes N) it can be estimated,

for example to be proportional to Ip,.

For example, the system, encoder or method can comprise that an
estimated rate distortion cost is linearly proportional to the rate
distortion cost comprising all coding modes multiplied by the
coefficient 0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively.

The inventors have found that the above mentioned coefficients

provide a good estimate.

An advantage of the present invention is to be able to estimate
only two groups of modes instead of many modes. For example, the
system, encoder or method can comprise the central processing or
graphics processing unit evaluating two groups of modes, the first
group comprising the 2Nx2N merge mode and the second mode
comprising all other modes. Accordingly, the system, encoder or
method can be simplified by assuming that there are two groups of

coding modes.
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An advantage of the present invention is to be able to program a
controller. For example, the system, encoder or method can
comprise the central processing unit or graphics processing unit
implementing the controller based on a root—-finding method. There
are two types of root finding, namely bracketed and open methods.
Both bracketed and open methods can be used with embodiments of
the present invention. Different methods will have different
performance characteristic, for example bracketed methods will
converge but may take time to do so. Open methods may be quicker

but do not necessarily always have a guarantee of convergence.

Examples of root finding methods such as a bisection method, a
false position method, the Brent Dekker method, Muller's method,
Simple fixed point iteration method, Newton’s method,

multidimensional Newton’s method, secant method or similar.

A controller can be implemented to try out various modes for each
coding unit; whereby the controller can be based on a root finding
method such as the root-finding bisection method or one of the

other methods mentioned above.

For example, the system, encoder or method can comprise the central
or graphics processing unit instructing the controller to execute
a root finding method of those mentioned above such as a bisection

method with the following steps:

Set initial value to the step size, assign a variable “equal_sign”
to True

If A and B can each be true or false, and A is the condition that
the step size is larger than or equal to =zero, and B is the
condition that the reduced complexity is larger than or equal to
the complexity threshold, and A is different from B, then

Reduce the step size to half and change direction

Set variable “equal_sign” to false

If A is equal to B and variable “equal sign” is true, then double

the step size without changing direction,
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Set variable “equal_sign” to false, and let the rate distortion
cost error be increased by one step size unless this is smaller

than zero, then let the rate distortion cost error target be zero.

This may be written as pseudocode (Figure 3):

o« 0y
equal_sign « True
function UppaTETHRESHOLD(CT, CR)
if(c 20) #(Cgr = Cy)then
c— o /-2
equal_sign « False
else
if equal_sign then
o<« 20
end if
equal_sign « True
end if
E; « max(0,E; + o)

end function

This can be understood as

1. Assign the step size sigma to an initial wvalue, sigma zero.

2. Assign the variable “equal_sign” to True. (Can also be
assigned to False, it may just change the number of
iterations) .

3. The function UPDATE... is Jjust a notation/name for the rest
of the code.

4. A first condition A is that the step size is larger or
equal to zero. A condition B is that the reduced complexity
CR should be larger or equal to the complexity threshold
CT. If A is not equal to B, e.g (A,B) is (True,False) or
(False, True) then

5. Assign the step size sigma to sigma divided by -2, thus
reducing the step size to half and changing direction.

6. Assign “equal_sign” to False
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7. Else: if the condition in 4 is not fulfilled
8. And if “equal_sign” is True

9. Then double the step size sigma (in the same direction)

10. Endif for line 8

11. Assign “equal_sign” to False (in any case)

12, Endif of line 4

13. Assign RD cost error target ET to (the RD cost error

target ET + step size sigma) or zero, in case the (the RD
cost error target ET + step size sigma) is less than zero

14. End of whole function.

The controller can be implemented with the above root-finding
bisection method or another root finding method like the ones
described above. The bisection method involves a low complexity
and allows the methods, encoders and systems according to
embodiments of the present invention to adapt dynamically and

continuously.

In another embodiment there is provided a system, an encoder or a
controller, or a method for adaptive use of image frame processing
resources comprising a central processing or graphics processing
unit connected to at least one memory, the central processing or
graphics processing unit being configured to receive frames of a
video signal, the central processing or graphics processing unit
defining a rate distortion cost error threshold or target, the
difference between the corresponding first complexity achieved with
the use of the rate distortion cost error threshold or target and
a first complexity threshold or target is stored in the memory as
a reference for the calculation of an updated rate distortion cost
error threshold or target, wherein the difference between a second
complexity achieved with the updated rate distortion cost error
threshold or target, and the former first complexity threshold or
target is smaller or equal to the difference between the former
first complexity and the first complexity threshold or target. This
results in the same difference compared to the complexity threshold

or target or a better performance.
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In another embodiment there is provided a system, an encoder or a
controller, or a method for adaptive use of image frame processing
resources comprising a central processing or graphics processing
unit connected to at least one memory, the central processing or
graphics processing unit being configured to receive frames of a
video signal, each frame being split into coding units comprising
pixels, the central processing or graphics processing unit defining
a rate distortion cost error threshold, the difference between the
corresponding complexity and a complexity threshold is stored in
the memory as a reference for the calculation of an updated rate
distortion cost error threshold, wherein the difference between
the complexity resulting from the updated rate distortion cost
error threshold, and the former complexity threshold is smaller or
equal to the difference between the former complexity and the

complexity threshold.

The system, encoder or controller provides means or a method step
for maximizing the use of an available complexity budget when
performing video compression, while controlling the rate distortion

cost.

For example, the system, encoder, controller or method can comprise
a coding unit at level m with an index m being normalised by
instructing the central processing or graphics processing unit to
divide it with the number of pixels at the level m. The controller

can be adapted to perform the above mentioned normalization.

The normalization has the advantage of making the system, encoder,

controller or method independent of coding level.

An advantage of the present invention is that the system, encoder
or controller or method keeps within the complexity budget per
frame. For example, the system, encoder controller or method can
comprise for each frame, the threshold or target of the rate
distortion cost error being adapted by the central processing or
graphics processing unit, based on the difference between a desired

reduced complexity and the complexity target in the previous frame.
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The controller can be adapted to perform the above mentioned

adaptation.

By having a complexity budget per frame, distortions can be smeared

out over each frame.

An advantage of the present invention is to be able to calculate
in elapsed CPU OR GPU time. For example, the system, encoder,
controller or method can provide that the complexity for a frame
is expressed in elapsed central processing or graphics processing
unit processing time for encoding the whole frame. The controller

can be adapted to perform the above mentioned expression.

A practical measure of complexity can be to use the elapsed CPU OR

GPU time.

An advantage of the present invention is to be able to assume that
the values of a m (see above) are independent of each other. For
example, the system, encoder, or method can comprise the central
processing or graphics processing unit being instructed to consider
the actual number of coding modes per coding unit as being
independent of each other. The controller can be adapted to

implement the above mentioned independency.

The system, encoder controller or method can be simplified by

assuming that the coefficients a, are independent.

An advantage of the present invention is to be able to estimating
the I_ (m,N) (see above). For example, the system, encoder,
controller or method can provide that the rate distortion cost
(comprising all coding modes) 1is estimated by the central
processing or graphics processing unit to be proportional to a
linear model of the rate distortion cost comprising less than all
coding modes. The controller can be adapted to perform the above

mentioned estimation.
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Since the optimal RD cost I_(m,N) (for all modes N) is not known
for I_(m,n) where n<N, it can be estimated, for example to be

proportional to I_(m,n).

An advantage of the present invention is to be able to rely on
linear dependency. For example, the system, encoder or method can
provide that the central processing or graphics processing unit is
instructed to consider an estimated rate distortion cost being
linearly proportional to the rate distortion cost comprising all
coding modes, multiplied by the coefficient 0.87, 0.92, 0.94, 0.95
for the depth 0, 1, 2 and 3 respectively.

The inventors have found that the above mentioned coefficients

provide a good estimate.

An advantage of the present invention is to be able to estimate
only two groups of modes instead of many modes. For example, the
system, encoder, controller or method can comprise that only two
groups of modes are evaluated by the central processing or graphics
processing unit, the first group comprising the 2Nx2N merge mode
and the second mode comprising all other modes. The controller can

be adapted to perform the above mentioned evaluation.

The system, encoder, controller or method can be simplified by

assuming that there are two groups of coding modes.

In another aspect the present invention provides a controller for
adaptive use of image frame processing resources, the controller
comprising a central processing unit connected to at least one
memory, the central processing unit being configured to receive
frames of a video signal, each frame being split into coding units
comprising pixels, the central processing unit defining a first
rate distortion cost error threshold or target, the difference
between the corresponding complexity achieved with the first rate
distortion cost error threshold or target and a first complexity
threshold is stored in the memory as a reference for the calculation

of an wupdated rate distortion cost error threshold or target,
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wherein the difference between a second complexity resulting from
use of the updated rate distortion cost error threshold, and the
former first complexity threshold or target is smaller or equal to
the difference between the former first complexity and the first

complexity threshold or target.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 shows an embodiment of the present invention comprising
a scatter plot of measurements of I, and Ipy.

Figure 2 shows an embodiment of the present invention comprising
a Reduced encoding time (g per frame.

Figure 3 show an embodiment of the present invention comprising a
pseudo code of the proposed complexity controller

Figure 4 shows an embodiment of the present invention comprising
a Encoding time per frame for (a) the anchor encoder and (b)

the complexity constrained encoder and (c)

the average encoding time (ET), PSNR and bitrate.

Figure 5 shows an embodiment of the present invention comprising
RD curves for different complexity thresholds (CT): (a) Kimono (b)
ParkScene, (c) Comparison of encoding time (ET) and BD-rate (BDR)
for different complexity thresholds.

Figure 6 shows an embodiment of the present invention for
implementing a system.

Figure 7 shows an embodiment of the present invention comprising

a flow diagram.

DEFINITIONS

An “image frame” or “wideo frame” or Jjust “frame” can be an
individual image. A sequence of such frames e.g. images shown
during certain duration of time, can provide the appearance of
motion. A frame can comprise a collection of pixels.

A frame can be divided into “blocks” or “Coding Tree Units” (CTUs).
CTUs can be recursively sub-divided into smaller “Coding Units”
(CUs) .

A “Prediction Unit” (PU) can be a collection of pixels for which

a prediction can be generated.
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A “Transform Unit” (TU) can be a collection of pixels for which a
transformation can be applied, e.g. cosine, sine, Fourier.
The "“Lagrange multiplier"™ or “Lagrangian” 1is factor that can be
used in a mathematical method to solve optimization problems.
A “Motion Vector” (MV) is a vector that can be used to signal a
block or unit in an image frame based on the position of this block
or unit (or a similar one) in another image frame, called the
reference (image) frame.
A “SKIP” or “merge SKIP” can be used in HEVC resulting in that no
residue is transmitted as codec.
“Complexity” can be used as a measure for the amount of occupied
resources. A resource refers to a digital processing resource
especially a video frame digital processing resource such as
provided by a processing engine and memory. Examples of a
processing engine are a microprocessor, an FPGA, an ASIC, a
graphics card, a GPU or a CPU. For example, the time take for a
processing engine such as a CPU or a GPU to execute a process can
be used as an indication of the amount of resources used.
A “coding mode” can be a method used to provide the coded version
of a group of pixels, e.g. a block or a unit.
“Quantization Parameter”, QP, controls the trade-off between bit
rate and quality.
A “target” or “target value or range” or a “threshold wvalue” can
be defined more generally as a “performance indicator”. A target
value is a value that ideally is to be reached. Actually achieved
results may go above or below a target value. A threshold wvalue
sets a limit for a desired performance. Actually achieved results
are poor when the threshold is not achieved and are generally good
when the threshold value has been achieved. A target value may be
defined by upper and lower threshold values i.e. the meaning of
target includes a target range, whereby being inside the range,
i.e. between the threshold values means that a satisfactory result
has been achieved. Providing target values with upper and lower
thresholds can reduce the 7Jjitter created by dynamic adaption
algorithms being activated when the difference between the target
value and the achieved value is small. Hence, thresholding and

targets or target ranges are related performance indicators and in
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the description and claims threshold and target are similar, e.g.

interchangeable depending on design choice.

DETAILED DESCRIPTION

The present invention will be described with respect to particular
embodiments and with reference to certain drawings but the
invention is not limited thereto but only by the claims. The

drawings described are only schematic and are non-limiting.

Furthermore, the terms first, second, third and the 1like in the
description and in the claims, are used for distinguishing between
similar elements and not necessarily for describing a sequential
or chronological order. The terms are interchangeable under
appropriate circumstances and the embodiments of the invention can

operate in other sequences than described or illustrated herein.

The term "comprising”, wused in the c¢laims, should not be
interpreted as being restricted to the means listed thereafter; it
does not exclude other elements or steps. It needs to be interpreted
as specifying the presence of the stated features, integers, steps
or components as referred to, but does not preclude the presence
or addition of one or more other features, integers, steps or
components, or groups thereof. Thus, the scope of the expression
"a device comprising means A and B" should not be limited to devices
consisting only of components A and B. It means that with respect
to the present invention, the only relevant components of the
device are A and B. Similarly, it is to be noticed that the term
"coupled", also used in the description or claims, should not be
interpreted as being restricted to direct connections only. Thus,
the scope of the expression "a device A coupled to a device B"
should not be limited to devices or systems wherein an output of
device A is directly connected to an input of device B. It means
that there exists a path between an output of A and an input of B

which may be a path including other devices or means.

Elements or parts of the described devices may comprise logic
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encoded in media for performing any kind of information processing.
Logic may comprise software encoded in a disk or other computer-
readable medium and/or instructions encoded in an application
specific integrated circuit (ASIC), field programmable gate array

(FPGA), or other processor or hardware.

In the video compression standard “High Efficiency Video Codec”
(HEVC, also referred to as h.265) an image frame can be expressed
in a number of “coding tree units”, CTUs, where the maximum size
of a CTU can be set to a number of pixels, the maximum size of a
CTU can be set to 64x64 pixels. A CTU can be recursively split into
a quad-tree structure of different “coding units” (CUs). In a quad-
tree structure, each sub-level can recursively be split into a
number of parts such as four parts. The depth of a CU is defined
by the number of recursive splits of its CTU that have to be
performed in order to reach it. For example, a CU with depth zero
(0) is not split and has a maximum size such as 64x64 pixels and
a CU with depth three (3) is split three times and has the size
such as 8x8 pixels (which is, for example, the minimum size
according to the HEVC standard). To find the optimal encoding mode
for a CTU, a cost of different modes such as the Lagrangian cost

of different modes can be recursively evaluated and compared.

In video compression, one way of reducing the amount of data to be
handled is to use prediction. Motion vectors are used in inter-—
frame prediction, i.e. between frames of different points in time.
A “Motion Vector” (MV) is a vector that can be used to signal (e.g.
provide metadata for) a block or unit in an image frame based on
the position of this block or unit (or a similar one) in another
image frame, called the reference (image) frame. The methods “2Nx2N
merge mode” and “Advanced Motion Vector Prediction” (AMVP) can be
defined to signal motion wvectors (MV), e.g., to provide metadata

on the blocks or units to the decoder

Defining a complexity budget, target or threshold
If a digital process is working on data and additional resources

suddenly become available, it could be beneficial if the digital
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process could access these resources to e.g. to obtain improved
quality. For example, in cases where the load on the host computer
could change dynamically, and/or the same software is expected to
run flexibly on multiple hardware platforms (e.g., cloud instances
of different providers), it could be of advantage if the digital

processes have an adaptive behaviour.

In one embodiment of the present invention there can be a complexity
budget or target assigned to each digital process. There can be
means provided for having a or each process dynamically
reconfiguring itself to respect this budget, for example by using
as much of the budget as possible, without exceeding it but
preferably at the same time not using considerably less of the

budget which could result in poorer quality displayed video.

Consider a frame being divided into M CUs so that for each CTU
there can be maximum of 1+2% +2% +2% CUs. A particular CU at index
or level m, me{l,..,M} can be encoded using n different coding
modes (or methods), n€{l,..,N}. N may be different at different CU
depths and/or CU locations. CUs at a larger depth (the larger depth
meaning further in the sub-branches) will only be evaluated if the
parent of the CU evaluates a need to split further. If this is the
case, the CU is added to the list of evaluated CUs, said 1list
having a length (. For the n'th mode with distortion D, (related
to loss of image quality) and rate R, , (related to the amount of
data needed), a rate distortion costs such as a Lagrangian “rate

distortion cost” Jjn, can be defined as:

]m,n = Dm,n + mm,n (1)

where A is the Lagrange multiplier. In general, the rate distortion
cost can be defined with other means than the Lagrange multiplier.
In a typical encoder, only the coding mode with the lowest rate

distortion cost will actually be used for encoding. If [, is the

optimal RD cost for a CU at index m after evaluating n modes:
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Im,n = min(]m,lv ---v]m,n) (2)

the computational complexity required for evaluating mode n for a
given CU with index m will be denoted (p,. When evaluating all CU

configurations and coding modes, the total frame complexity is

given by Z?n=1 Z7I\LI=1 Cm,n-

Defining and simplifying the optimization problem

In one embodiment, the complexity is reduced by not evaluating all
encoding modes n per level m. Let «, be the actual number of
encoding modes evaluated for a CU at index m (a,, €{1,..,N}) Note
that the value of @, can have an influence on the list of evaluated

CUs and therefore can change Q.

Clearly, when only a limited set of encoding modes is evaluated
(i.e., with a, <N) there is a possible penalty in terms of RD

cost. This penalty will be called the RD cost error Epg, :

Em,am = Im,am - Im,N (3)

The RD cost error can be zero if the optimal encoding mode is found
within the first encoding modes, otherwise Epq  will be positive.
The a,s can be defined so that rate and distortion are optimized
while the reduced complexity f (per frame) does not exceed a

particular complexity threshold or target Cp. In other words:

Cr= %:1 Z?{:ﬂ Cm,n (4)

min Y92 _, Em,a,, Subject to: Cgp < Cr (5)
do,. A0

Solving this constrained optimization problem is complex,
particularly since the RD cost (and therefore also Iy, and Epg )
in general depends on decisions taken in the context of previously
coded CUs. If the number of encoding modes to evaluate has been
severely restricted for a particular CU, the RD performance for

that CU could be relatively low, which increases the RD cost for
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spatially and temporally neighbouring CUs trying to exploit

correlation with this CU.

In one embodiment of the present invention the optimization problem
can be simplified with certain assumptions. The first assumption
is that the value of a, for a CU can be decided independently from
other CUs. In other words, it can be assumed that the a,,s are
independent from each other as well as the resulting Emﬂms. A
second assumption is that distributing the RD cost error Epg,
equally over the CUs results in improved human visual perception.
S0 to cope with different CU depths, the RD cost error can be
normalized per level, for example by dividing it with the number
of pixels at the specific level. E; can then denote the cost error
threshold or target per pixel and Emﬂm can denote the cost error

per pixel. Then Eqg. (5) can be reformulated as:

min Yoy |Er — Epg | subject to: Cg < Crp (6)
[e 1 YRITI2 %o}

Note that the expression in (6) is fully parameterized and can be

used for any CU in the frame.

Based on equation (6) a complexity system, encoder, controller or
method can be implemented where the targeted error cost or
threshold error cost E; can be varied frame-by-frame, striving to
match the complexity target Cp, 1.e. to bring C€; as close as

possible (or equal to) Cr but without exceeding it.

Exemplary embodiments

Now follows some exemplary embodiments of the present invention.
In one embodiment, the number of encoding modes can be assumed to
be simplified to two groups (instead of the complete number of N
modes) for illustration purposes. However, this should not be
construed as a limitation of the invention as such. The two groups
used can be respectively the 2Nx2N merge mode and another group

containing all other encoding modes.
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Deciding when to stop encoding

A system, encoder, controller, encoder or method can estimate Emﬂm
to decide whether or not to continue evaluating other modes, where
Emﬂm is a normalized version of Eq. (3). While [I;, is available at
mode n, I,y is not available and therefore needs to be estimated.
Figure 1 illustrates the relationship between I, and I,y for depth
or level 0 after a 2Nx2N merge mode. Due to efficient construction
of the merge candidate list, there is a high probability that 2Nx2ZN
merge mode 1is the optimal encoding mode or has low RD cost
difference with the optimal mode. So, high correlation is expected.
Therefore, in one embodiment, a simple linear model can be used to
predict I, y. The coefficients of the linear model for depth {0, 1,
2, 3} can be respectively {0.87, 0.92, 0.94, 0.95}. A higher

coefficient indicates that on average a lower Emﬂm is expected if

further evaluation of encoding modes is not done.

Designing the complexity controller

Embodiments of the present invention include a complexity
controller which can be implemented as a standalone device, or
embedded for example in a system or encoder. The goal of the
complexity controller can comprise the respect of the complexity
target Cr. Figure 2 shows a relation between Cr and Er. An anchor
(or reference) encoder can be used to extract Lnam and the encoding
is re-run with multiple targets or thresholds E;. When ET==0 (i.e.
no RD cost error in the frame), the complexity is reduced only on
the CUs where the 2Nx2N merge mode was the optimal mode. When Ep =
0 different CUs will stop encoding after mode &, when Iy, 1s below
the normalized threshold or target. The complexity reaches a
minimum when all CUs (at depth 0) only evaluate the 2Nx2N merge
mode, whereby further increasing of the threshold or target will
not decrease the complexity anymore. With a prediction model, Er
can be empirically defined for a constrained complexity Cp. But,
this model or relation i1is not available for the complexity

controller in a real-time implementation.
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However, Cp and ET are respectively an increasing and a decreasing
monotonic function of &, (see Eq.5). So, increasing the number of
evaluated encoding modes a, will always increase (Crp and decrease
Er. Therefore, the complexity controller can use Ey to control the
frame complexity Cp, due do the properties of monotonic functions.
This 1is a typical root finding problem. However, there are
additional difficulties compared to conventional root finding
algorithms. In the present embodiment, while E; is a constant for
a frame, it does change slightly every frame due to various wvideo
processing factors such as the changing complexity of the video or
inaccurate measurements of the encoding complexity. Therefore, a
complexity controller that adapts E} continuously on a frame-by-

frame basis is required.

In a conventional root—-finding problem the algorithm finds a
point closer to the root at each iteration. In the present
embodiment, only a single iteration can be used each frame and
the algorithm can fine-tune this wvalue on the next frame.
Therefore, the basic complexity controller here presented can be
based on a root finding method such as the root—finding bisection
method. This proposed method is explained with pseudo-code in
Figure 3. If the root is outside the current interval, o will be
doubled if the previous iteration was in the same direction (i.e.
0 has the same sign). Doubling allows the method to search faster
for the correct interval. When the interval with the root is
found, it is divided by -2 so that the direction is changed. This
can allow more precise approximation of the correct value while
still being able adapt to local changes in the video or noise on
the complexity measurement. Alternative root finding methods can
be used. There are two types of root finding, namely bracketed
and open methods. Both bracketed and open methods can be used
with embodiments of the present invention. Different root finding
methods will have different performance characteristics, for
example bracketed methods will converge but may take time to do

so. Open methods may be quicker but do not necessarily always
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have a guarantee of convergence. Examples of root finding methods
included the bisection method, a false position method, the Brent
Dekker method, Muller's method, Simple fixed point iteration
method, Newton’s method, multidimensional Newton’s method, secant

method etc.

Finally, E; is incremented with the current ¢ value. As E;p =0
indicates maximum complexity, it is not useful to accept negative
values for Ep. Note that o and equal_sign can be initialized with
any value (e.g. respectively o0y and True), this will only have

influence on the iterations needed to find the correct Ep value.

Experimental results

The proposed system, encoder or method can be evaluated using
sequences from class B described in the common test conditions of
HEVC (F. Bossen, “Doc. JCTVC-L1100: Common test conditions and
software reference configurations," JCTVC, Geneva, Switzerland,
Tech. Rep., January 2013), i.e. Kimono, ParkScene, Cactus,
BQTerrace, BasketballDrive. The HM 16.2 reference encoder is used
as the anchor or reference. There is focus on low delay settings
(i.e. main tier and P slices only), with QP values 22, 27, 32, 37
and open GOP (Group Of Pictures) structure. Figure 4 shows the
encoding time per frame for QP=22, for the anchor (Figure 4 (a))
and the proposed method (Figure 4(b)). For the anchor, although
encoding settings are identical, there is a significant
difference in encoding time (i.e., 42.8%) between Cactus (highest
encoding time) and Kimono (lowest encoding time). The frame with
the highest complexity in the BasketballDrive sequence has 14.1%
more encoding time compared to the frame with the lowest
complexity. For the proposed method (Figure 4 (b)), a complexity
target of 40 seconds per frame was defined. As can be observed in
the figure, the encoder initializes during the first frames in an
attempt to find the RD cost threshold or target using the
bisection method or another root finding method. There are two
types of root finding, namely bracketed and open methods. Both

bracketed and open methods can be used with embodiments of the
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present invention. Different root finding methods will have
different performance characteristics, for example bracketed
methods will converge but may take time to do so. Open methods
may be quicker but do not necessarily always have a guarantee of
convergence. Examples of root finding methods include the
bisection method, a false position method, the Brent Dekker
method, Muller's method, Simple fixed point iteration method,
Newton’ s method, multidimensional Newton’s method, secant method

etc.

After this initialization phase, the complexity controller adapts
the threshold or target frame-by-frame, and manages to keep
computational complexity close to the complexity budget, with an
average deviation of 0.57 seconds (1.4%). Reduced complexity
comes at a limited cost, e.g., 0.13 dB PSNR loss and 1.6% bitrate

loss for a complexity reduction of 48% for the Cactus sequence.

Figure 5 shows RD curves for different complexity targets (CT),
for Kimono (Figure 5(a)) and ParkScene (Figure 5(b)). The CT is
defined relative to the anchor encoding time at same QP point
(anchor encoding time for each QP are provided in the Figure). For
a complexity target of 80%, the BD-rate (BD = Bjdntegaard Delta
Rate) increase ranges from 0:00% (for ParkScene) to 1:72% (for

BgTerrace) .

The proposed system, encoder or method for complexity control is
compared with a number of fixed complexity methods incorporated in
the HM encoder. Using early skip detection (ESD), an average
complexity of 74:8% (relative to the anchor) is measured. When only
a maximum CU depth of 2 (MD2) is allowed, an average encoding time
of 41:8% of the anchor encoding is measured. At high complexity

targets, low BD-rate loss is measured compared to the ESD method.

The BD-rate loss at CT = 40% is lower for the BasketBallDrive,
Cactus and ParkScene sequences. Embodiments of the present

invention provide complexity control, and in general have better
RD performance compared to the ESD and MDZ methods. Occasionally,

the latter methods show better performance, indicating that there
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is still room for improvement. Improvements can include, for
example, 1improving the RD cost error prediction and/or allowing

more groups of encoding modes instead of only 2Nx2N merge mode.

Figure 6 shows an illustration of an embodiment of the present
invention. The central processing unit or graphics processing unit
10 can be connected to and communicate with a memory 11, a non-—
volatile memory such as a solid state memory or a hard drive 12
and a network 13, e.g. to form a system or encoder or to carry out
a method for adaptive use of image frame processing resources. The
system or encoder can comprise a central processing or graphics
processing unit connected to at least one memory, the central
processing or graphics processing unit being configured to receive
frames of a video signal, each frame being split into coding units
comprising pixels, the central processing or graphics unit defining
a first rate distortion cost error threshold or target, the
difference between the corresponding first complexity achieved with
this rate distortion cost error threshold or target and a first
complexity threshold or target is stored in the memory as a
reference for the calculation of an updated rate distortion cost
error threshold, wherein the difference between a second complexity
resulting from use of the updated rate distortion cost error
threshold, and the former first complexity threshold or target is
smaller or equal to the difference between the former first

complexity and the first complexity threshold or target.

A coding unit at level m and with index m can be normalised by
instructing the central processing or graphics unit to divide it

with the number of pixels at the level m.

For each frame, the threshold or target value or the rate distortion
cost error can be adapted by the central processing or graphics
processing unit, based on the difference between the reduced

complexity and the complexity target in the previous frame.
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The complexity for a frame can be expressed in elapsed central
processing or graphics processing unit processing time for encoding

the whole frame.

The central processing unit or graphics processing can be
instructed to consider the actual number of coding modes for per

coding unit as independent of each other.

The rate distortion cost comprising all coding modes can be
estimated by the central processing or graphics processing unit to
be proportional to a linear model of the rate distortion cost

comprising less than all coding modes.

The central ©processing or graphics processing unit can be
instructed to consider an estimated rate distortion cost as being
linearly proportional to the rate distortion cost comprising all
coding modes, multiplied by the coefficient 0.87, 0.92, 0.94, 0.95
for the depth 0, 1, 2 and 3 respectively.

Only two groups of modes need be evaluated by the central processing
or graphics processing unit, the first group comprising the 2Nx2ZN

merge mode and the second mode comprising all other modes.

The central processing or graphics processing unit can implement
a controller by means of a root—finding method such as the
bisection method. Other root finding methods can be used. There
are two types of root finding, namely bracketed and open methods.
Both bracketed and open methods can be used with embodiments of
the present invention. Different root finding methods will have
different performance characteristics, for example bracketed
methods will converge but may take time to do so. Open methods
may be quicker but do not necessarily always have a guarantee of
convergence. Examples of root finding methods such as a bisection
method include a false position method, the Brent Dekker method,
Muller's method, Simple fixed point iteration method, Newton’s

method, multidimensional Newton’s method, secant method etc.
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Figure 7 shows a flow chart for an embodiment of the present
invention. In step 20 the various parameters are being initialized
(for example, the complexity CR can be set to 0) and the value can
be stored in the memory 11 (alternatively for the memory 11 the
hard drive 12 can be used for storage throughout this section). In
step 21 the CPU or GPU 10 can select a coding unit n from a list
of all possible coding units stored in the memory 11. In step 21
the CPU or GPU 10 can select a coding mode n from a list of coding
modes that can be stored in the memory 11. In step 23 the rate
distortion cost I can be calculated. In step 24 the CPU or GPU
calculates the normalized rate distortion cost error and compares
the result with a targeted normalized rate distortion cost error
that can be stored in memory 11. The normalization can be made by
dividing the RD cost error of CU n with the number of pixels in
the CU n. If the difference between the calculated RD cost error
and the referenced RD cost error (for CU m and mode n) is higher
than the targeted difference, the CPU or GPU returns to step 22 to
select the next coding mode and perform calculations in steps 23
and 24. If the calculated difference is lower or equal to the
targeted difference, the coding mode n is selected. The CPU or GPU
now returns to step 21 and selects the next CU m. When a coding
mode has been chosen for to all CUs, the frame has been encoded
and can be transmitted. In practice, the RD cost can be provided
by the encoder. A common way to measure the complexity can be to
measure the total CPU or GPU time needed to encode the full frame.
If this is wused, the used complexity can be compared with the
budgeted complexity when the whole frame has been encoded. A
controller can then be implemented to adjust the targeted RD cost
error between frames in order to keep within the complexity budget
or to approach it with time. Encoded images can be transmitted to

a network for example.

In accordance with an embodiment of the present invention, an
encoding engine is provided for encoding images from at least one
input source. The encoding engine can be included in the controller
for example. The encoding engine can include one or more FPGA,

ASIC, or microprocessors, processors, controllers, or the central
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processing unit (CPU) 10 and/or a Graphics Processing Unit (GPU),
and can be adapted to carry out functions by being programmed with

software, i1.e. one or more computer programmes.

The encoding engine may have the memory 11 (such as non-transitory
computer readable medium, RAM and/or ROM), an operating system
running on a microprocessor, optionally a display such as a fixed
format display, data entry devices such as a keyboard, a pointer
device such as a “mouse”, serial or parallel ports such as I/0
ports to communicate with other devices, or network cards and
connections to connect to any of the networks or to peripheral

devices.

In accordance with another embodiment of the present invention
software may be implemented as a computer program product which
has been compiled for a processing engine in the encoding engine
described above, e.g. for maximizing the use of a complexity
budget, wherein expression 1is parameterized and valid for all
coding level. The computer program product may be stored on a non-
transitory signal storage medium such as an optical disk (CD-ROM
or DVD-ROM), a digital magnetic tape, a magnetic disk, a solid

state memory such as a USB flash memory, a ROM, etc.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc:

adaptive use of image frame processing resources for video
compression, the image frame processing resources varying
dynamically in time, wherein the video signal comprises image
frames processed at a video rate, wherein an image frame 1is
expressed 1in a number of coding units, a coding unit having a
predefined maximum size and a controller receiving said image
frame, and/or recursively splitting coding units into a quad-tree
structure of different coding units having levels and sub-levels,

wherein in a quad-tree structure, each level or sub-level 1is
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recursively split into parts, a depth of a specific coding unit
being defined by the number of recursive splits of coding units
that have been used in order to reach the specific coding unit,
whereby the size of the specific coding unit is the maximum size

divided by the number of recursive splits.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

Or more processing engines such as microprocessors, etc:

wherein a coding unit at a certain depth is encodable with a first

number of different coding modes, and

determining a rate distortion cost for a second number of coding
modes, the second number being less or equal than the first number
of different coding modes for the specific coding wunit, the
determining of the second number being such as to maximise the use
of dynamically for the encoder available image frame processing
resources, and

the difference between the estimated rate distortion cost for the
first and the determined rate distortion cost for the second number
of coding modes is the rate distortion cost error, and the
difference between the rate distortion cost error and a targeted
rate distortion cost error has a minimum value for a certain coding

mode, said coding mode is selected to encode the coding unit.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc.

normalizing the collection of pixels of the coding unit at level
m and with index m, by dividing said coding unit with the number

of pixels at the level m, and/or
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for each frame, the central processing or graphics processing unit
having the controller adapting the threshold of the rate distortion
cost error, based on the difference between the reduced complexity
and the value of the complexity target in the previous frame stored

in the memory.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc.

calculating the complexity for a frame in elapsed central
processing or graphics processing unit processing time for encoding

the whole frame.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc.

treating the actual number of coding modes for per coding unit

being independent of each other and/or

estimating the rate distortion cost comprising all coding modes by
assuming said cost is proportional to a linear model of the rate

distortion cost comprising less than all coding modes.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc.

an estimated rate distortion cost is linearly proportional to the

rate distortion cost comprising all coding modes multiplied by the
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coefficient 0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively and/or

evaluating two groups of modes, the first group comprising the

2Nx2N merge mode and the second mode comprising all other modes.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one

or more processing engines such as microprocessors, FPGA, ASIC etc.

controlling based on a root—-finding method such as a bisection
method for example by executing the following steps:
o« 0
equal_sign « True
function UppaTETHRESHOLD(CT, CR)
if(c 20) #(Cgr = Cy)then
c— o /-2
equal_sign « False
else
if equal_sign then
o« 20
end if
equal_sign « True
end if
E; « max(0,E; + o)

end function

Other root finding methods can be used. There are two types of
root finding methods, namely bracketed and open methods. Both
bracketed and open methods can be used with embodiments of the
present invention. Different root finding methods will have
different performance characteristics, for example bracketed
methods will converge but may take time to do so. Open methods

may be quicker but do not necessarily always have a guarantee of
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convergence. Examples of root finding methods such as the
bisection method include a false position method, the Brent
Dekker method, Muller's method, Simple fixed point iteration
method, Newton’s method, multidimensional Newton’s method, secant

method etc.

The encoding software can be embodied in a computer program product
adapted to carry out the following functions when the software is
loaded onto the respective device or devices and executed on one
or more processing engines such as microprocessors FPGA, ASIC etc.

encoded images can be transmitted to a network for example.

The software mentioned above can be stored on a non-transitory
signal storage medium, such as an optical disk (CD-ROM or DVD-
ROM); a magnetic tape, a magnetic disk, a ROM, or a solid state

memory such as a USB flash memory or similar.
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Claims

1. A method for adaptive use of image frame processing resources
comprising a central processing unit connected to at least one
memory, the central processing unit being configured to receive
frames of a video signal, the method comprising: each frame
being split into coding units comprising pixels, defining a
threshold for a rate distortion cost error, the difference
between a corresponding complexity and a complexity threshold
is stored in the memory as a reference for the calculation of
an updated rate distortion cost error threshold, wherein the
difference between the complexity resulting from the updated
rate distortion cost error threshold, and the former complexity
threshold is smaller or equal to the difference between the

former complexity and the complexity threshold.

2. A method to encode video frames having coding units which
can be coded with a first number of different coding modes,
by, for each coding unit of the frame, the method steps of:

* Determining a rate distortion cost associated with encoding
the coding unit with a coding mode for each of a chosen or
selected second number of different coding modes, the second
number being the same number or a reduced number of coding
modes selected from the first number of different coding
modes,

* Estimating an estimated rate distortion cost error as the
difference between the lowest rate distortion cost amongst
the determined rate distortion costs and an estimated lowest
rate distortion cost amongst the first number of different
coding modes,

wherein, the chosen number of the second number of different

coding modes is selected such that the difference between the

rate distortion cost error and a target rate distortion cost

error 1s minimised.

3. A method of adaptive use of image frame processing resources

for video compression, the image frame processing resources
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varying dynamically in time, wherein the video signal comprises
image frames processed at a video rate, wherein an image frame
is expressed in a number of coding units, a coding unit having
a predefined maximum size, a controller being adapted to
receive said image frame, a coding unit being encodable with a
first number of different coding modes, the method comprising
determining a rate distortion cost for a second number of
different coding modes, the second number being less or equal
to the first number of different coding modes for the specific
coding unit, the difference between an estimated rate
distortion cost for the first number and the rate distortion
cost determined for the second number of coding modes is the
rate distortion cost error, and the difference between the rate
distortion cost error and a targeted rate distortion cost error
has a minimum value for a certain coding mode, said coding mode

is selected to encode the coding unit.

. A method according to claim 1 or 2 or 3 further comprising

recursively splitting coding units into a quad-tree structure
of different coding units having levels and sub-levels, wherein
in a quad-tree structure, each level or sub-level is
recursively split into parts, a depth of a specific coding unit
being defined by the number of recursive splits of coding units
that have been used in order to reach the specific coding unit,
whereby the size of the specific coding unit is the maximum

size divided by the number of recursive splits.

. A method according to claim 4 as dependent upon claim 2 or 3, a

coding unit at a certain depth being encodable with the second
number of different coding modes, the determining of the second
number being such as to maximise the use of dynamically for the

encoder available image frame processing resources.

. A method according to claim 4, further comprising normalizing a

collection of pixels of a coding unit at level m and with index
m, by dividing said coding unit with the number of pixels at

the level m.
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A method according to any of the above claims comprising
calculating a complexity for a frame in elapsed central

processing unit processing time for encoding the whole frame.

. A method according to claim 7 further comprising, for each

frame, adapting a threshold of the rate distortion cost error,
based on the difference between a reduced complexity and a

value of a complexity target in a previous frame.

. A method according to any of the above claims, wherein the

actual number of coding modes for per coding unit are treated

as independent of each other.

A method according to any of the above claims comprising
estimating the rate distortion cost comprising all coding modes
by assuming said cost is proportional to a linear model of the

rate distortion cost comprising less than all coding modes.

A method according to claim 10, wherein an estimated rate
distortion cost is linearly proportional to the rate distortion
cost comprising all coding modes multiplied by the coefficient
0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively.

A method according to any of the above claims comprising
evaluating two groups of modes, the first group comprising the
2Nx2N merge mode and the second group comprising all other

modes.

A method according to any of the above claims comprising a
central processing unit implementing a controller based on a

root—-finding method.

A method according to claim 11, wherein the root—finding
method is selected from a bisection method, a false position

method, the Brent Dekker method, Muller's method, a Simple
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17.

35

fixed point iteration method, Newton’s method, the
multidimensional Newton’s method, and the secant method or

similar.

A method according to any of the above claims comprising the
following steps:
Set initial wvalue to the step size, assign a variable
equal_sign to True
If A and B can each be true or false, and A is the condition
that the step size is larger than or equal to zero, and B is
the condition that the reduced complexity is larger than or
equal to the complexity threshold, and A is different from B,
then
Reduce the step size to half and change direction
Set equal_sign to false
If A is equal to B and equal sign is true, then double the step
size without changing direction,
Set equal_sign to false, and let the rate distortion cost error
be increased by one step size unless this is smaller than =zero,

then let the rate distortion cost error target be zero.

A system for adaptive use of image frame processing resources
comprising a central processing unit connected to at least one
memory, the central processing unit being configured to receive
frames of a video signal, each frame being split into coding
units comprising pixels, the central processing unit defining a
rate distortion cost error threshold, the difference between
the corresponding complexity and a complexity threshold is
stored in the memory as a reference for the calculation of an
updated rate distortion cost error threshold, wherein the
difference between the complexity resulting from the updated
rate distortion cost error threshold, and the former complexity
threshold is smaller or equal to the difference between the

former complexity and the complexity threshold.

A system for adaptive use of image frame processing resources

comprising a central processing unit connected to at least one
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memory, the central processing unit being configured to receive
frames of a video signal, each frame being split into coding
units comprising pixels, a coding unit being encodable with a
first number of different coding modes, the central processing
unit being adapted to determine a rate distortion cost
associated with encoding the coding unit with a coding mode
for each of a chosen or selected second number of different
coding modes, the second number being the same number or a
reduced number of coding modes selected from the first
number of different coding modes,

And also being adapted to estimate an estimated rate
distortion cost error as the difference between the lowest
rate distortion cost amongst the determined rate distortion
costs and an estimated lowest rate distortion cost amongst

the first number of different coding modes,

wherein, the chosen number of the second number of different

coding modes is selected such that the difference between the

rate distortion cost error and a target rate distortion cost

error 1s minimised.

18.

A system for adaptive use of image frame processing resources
comprising a central processing unit connected to at least one
memory, the central processing unit being configured to receive
frames of a video signal, each frame being split into coding
units comprising pixels, a coding unit being encodable with a
first number of different coding modes, wherein the video
signal comprises the image frames processed at a video rate, a
coding unit having a predefined maximum size, the central
processing unit being adapted to determine a rate distortion
cost for a second number of different coding modes, the second
number being less or equal to the first number of different
coding modes for the specific coding unit, the difference
between an estimated rate distortion cost for the first number
and the rate distortion cost determined for the second number
of coding modes being the rate distortion cost error, and the
difference between the rate distortion cost error and a

targeted rate distortion cost error has a minimum value for a
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certain coding mode, said coding mode is selected to encode the

coding unit.

A system according to claim 18, wherein a coding unit at
level m and with index m is normalised by the central
processing unit dividing the coding unit with the number of

pixels at the level m.

A system according to any of the claims 16-19, wherein for
each frame, a threshold of the rate distortion cost error is
adapted by the central processing unit, based on the difference
between a reduced complexity and a complexity target in the

previous frame.

A system according to claim 20, wherein the complexity for a
frame is expressed in elapsed central processing unit

processing time for encoding the whole frame.

A system according to any of the claims 16-21, wherein the
central processing unit is configured to consider the actual
number of coding modes for per coding unit to be independent of

each other.

A system according to any of the claims 16-22, wherein the
rate distortion cost comprising all coding modes is estimated
by the central processing unit to be proportional to a linear
model of the rate distortion cost comprising less than all

coding modes.

A system according to claim 23, wherein the central
processing unit is instructed to consider an estimated rate
distortion cost being linearly proportional to the rate
distortion cost comprising all coding modes, multiplied by the
coefficient 0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively.
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A system according to any of the claims 16-24, wherein only
two groups of modes are evaluated by the central processing
unit, the first group comprising the 2NxZN merge mode and the

second group comprising all other modes.

A system according to any of the claims 16-25, wherein the
central processing unit implements a controller by means of a

root-finding method.

A system of claim 26, wherein the root—-finding method is
selected from a bisection method, a false position method, the
Brent Dekker method, Muller's method, a simple fixed point
iteration method, Newton’s method, multidimensional Newton’s

method, and a secant method or similar.

A controller for adaptive use of image frame processing
resources for video compression, the image frame processing
resources varying dynamically in time, wherein the video signal
comprises image frames processed at a video rate, wherein an
image frame is expressed in a number of coding units, a coding
unit having a predefined maximum size, the controller being
adapted to receive said image frame and for recursively
splitting coding units into a quad-tree structure of different
coding units having levels and sub-levels, wherein in a quad-
tree structure, each level or sub-level is recursively split
into parts, a depth of a specific coding unit being defined by
the number of recursive splits of coding units that have been
used in order to reach the specific coding unit, whereby the
size of the specific coding unit is the maximum size divided by
the number of recursive splits, a coding unit at a certain
depth being encodable with a first number of different coding
modes, further comprising the controller bring adapted to
determine a rate distortion cost for a second number of coding
modes, the second number being less or equal to the first
number of different coding modes for the specific coding unit,

the controller being adapted for determining of the second
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34.
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number such as to maximise the use of dynamically for the
encoder available image frame processing resources,

the difference between the rate distortion cost for the first
and second number of coding modes is the rate distortion cost
error, and the difference between the rate distortion cost
error and a targeted rate distortion cost error has a minimum
value for a certain coding mode, the controller being adapted

to select said certain coding mode to encode the coding unit.

A controller according to claim 28 being further adapted for
normalizing the collection of pixels of the coding unit at
level m and with index m, by dividing said coding unit with the

number of pixels at the level m.

A controller according to claim 28 or 29, wherein the
controller is adapted, for each frame, to adapt the threshold
of the rate distortion cost error, based on the difference
between the reduced complexity and the value of the complexity

target in the previous frame stored in the memory.

A controller according to any of the claims 28 to 30, wherein
the controller is adapted to calculate the complexity for a
frame in elapsed central processing unit processing time for

encoding the whole frame.

A controller according to any of the claims 28 to 31, wherein
the controller is adapted to treat the actual number of coding

modes for per coding unit as being independent of each other.

A controller according to any of the claims 28 to 32, wherein
the controller is adapted to estimate the rate distortion cost
comprising all coding modes by assuming said cost is
proportional to a linear model of the rate distortion cost

comprising less than all coding modes.

A controller according to claim 33, wherein an estimated rate

distortion cost is linearly proportional to the rate distortion
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38.
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cost comprising all coding modes multiplied by the coefficient
0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively.

A controller according to any of the claims 28 to 34 the
controller being adapted to evaluate two groups of modes, the
first group comprising the 2Nx2N merge mode and the second

group comprising all other modes.

A controller according to any of the claims 28 to 35, being
adapted for implementing the controller based on a root-finding

method.

A controller according to claim 36, further adapted to
execute the following steps:
Set initial value to the step size, assign a variable
equal_sign to True If A and B can each be true or false, and A
is the condition that the step size is larger than or equal to
zero, and B is the condition that the reduced complexity is
larger than or equal to the complexity threshold, and A is
different from B, then Reduce the step size to half and change
direction Set equal_sign to false If A is equal to B and
equal_sign is true, then double the step size without changing
direction, Set equal_sign to false, and let the rate distortion
cost error be increased by one step size unless this is smaller
than zero, then let the rate distortion cost error target be

zero.

A Controller for adaptive use of image frame processing
resources, the controller comprising a central processing unit
connected to at least one memory, the central processing unit
being configured to receive frames of a video signal, each
frame being split into coding units comprising pixels, the
central processing unit defining a rate distortion cost error
threshold, the difference between the corresponding complexity
and a complexity threshold is stored in the memory as a

reference for the calculation of an updated rate distortion
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cost error threshold, wherein the difference between the
complexity resulting from the updated rate distortion cost
error threshold, and the former complexity threshold is smaller
or equal to the difference between the former complexity and

the complexity threshold.

A controller according to claim 38, wherein a coding unit at
level m and with index m is normalised by instructing the
central processing unit dividing the coding unit with the

number of pixels at the level m.

A controller according to claim 38 or 39, wherein for each
frame, the threshold of the rate distortion cost error being
adapted by the central processing unit, based on the difference
between the reduced complexity and the complexity target in the

previous frame.

A controller according to any of claims 38-40, wherein the
complexity for a frame is expressed in elapsed central

processing unit processing time for encoding the whole frame.

A controller according to any of claims 38-41 wherein the
central processing unit is being instructed to consider the
actual number of coding modes for per coding unit being

independent of each other.

A controller according to any of the claims 38 to 42, wherein
the rate distortion cost comprising all coding modes is
estimated by the central processing unit to be proportional to
a linear model of the rate distortion cost comprising less than

all coding modes.

A controller according to claim 43, wherein the central
processing unit is instructed to consider an estimated rate
distortion cost being linearly proportional to the rate

distortion cost comprising all coding modes, multiplied by the
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48.

49.

50.

42

coefficient 0.87, 0.92, 0.94, 0.95 for the depth 0, 1, 2 and 3

respectively.

A controller according to any of claims 38 to 44, wherein
only two groups of modes are evaluated by the central
processing unit, the first group comprising the 2Nx2N merge

mode and the second mode comprising all other modes.

A method according to any of the claims 1 to 15, further
comprising transmitting an encoded frame or image over a

network.

A system according to any of the claims 16 to 27, adapted for

transmitting an encoded frame or image over a network.

A controller according to any of the claims 28 to 45, adapted

for transmitting an encoded frame or image over a network.

A computer program product comprising code that when executed
on a processing engine executes any of the method steps of

claims 1 to 15.

A non-transitory signal storage storing the computer program

product of claim 49.
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