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Audio Encoder, Audio Decoder, Method for Providing an Encoded Audio 

Information, Method for Providing a Decoded Audio Information, Computer 

Program and Encoded Representation Using a Signal-Adaptive Bandwidth 

Extension

Description

Technical Field

Embodiments according to the invention are related to an audio encoder for providing an 

encoded audio information on the basis of an input audio information.

Further embodiments according to the invention are related to an audio decoder for 

providing a decoded audio information on the basis of an encoded audio information.

Further embodiments according to the invention are related to a method for providing an 

encoded audio information on the basis of an input audio information.

Further embodiments according to the invention are related to a method for providing a 

decoded audio information on the basis of an encoded audio information.

Further embodiments according to the invention are related to a computer program for 

performing one of said methods.

Further embodiments according to the invention are related to an encoded audio 

representation representing an audio information.

Some embodiments according to the invention are related to a generic audio bandwidth 

extension with signal-adaptive side information rate for very-low-bitrate audio coding.

Background of the Invention

In the recent years, an increasing demand for an encoding and decoding of audio content 

has developed. While the available bitrates and storage capacities for transmission and 
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storage of encoded audio contents have substantially increased, there is still a demand for 

a bitrate efficient encoding, transmission, storage and decoding of audio contents at 

reasonable quality, especially of speech signals in communication scenarios.

Contemporary speech coding systems are capable of encoding wideband (WB) digital 

audio content, that is, signals with frequencies of up to 7-8 kHz, at bitrates as low as 6 

kbps. The most widely discussed examples are the ITU-T recommendations G.722.2 (cf., 

for example, reference [1]) as well as the more recently developed G.718 (cf., for 

example, references [4] and [10]) and MPEG unified speech and audio codec xHE-AAC 

(cf., for example, reference [8]). Both G.722.2, also known as AMR-WB, and G.718 

employ bandwidth extension (BWE) techniques between 6.4 and 7 kHz to allow the 

underlying ACELP core-coder to “focus” on the perceptually more relevant lower 

frequencies (particularly the ones at which the human auditory system is phase-sensitive), 

and thereby achieve sufficient quality, especially at very low bitrates. In xHE-AAC, 

enhanced spectral band replication (eSBR) is used for bandwidth extension (BWE). The 

bandwidth extension process can generally be divided into two conceptual approaches:

• “blind” or “artificial” BWE, in which high-frequency (HF) components are recon

structed from the decoded low-frequency (LF) core-coder signal alone, i.e. without 

requiring side-information transmitted from the encoder. This scheme is used by 

AMR-WB and G.718 at 16 kbps and below, as well as some backward-compatible 

bandwidth extension post-processing systems operating on traditional narrowband 

telephonic speech (cf., for example, references [5] and [9]).

• “guided” BWE, which differs from blind bandwidth extension in that some of the 

parameters used for high-frequency (HF) content reconstruction are transmitted to 

the decoder as side information instead of being estimated from the decoded core 

signal. AMR-WB, G.718, xHE-AAC as well as some other codecs (cf., for example, 

references [2], [7] and [11]) use this approach, but not at very low bitrates.

However, it has been found that it is difficult to provide appropriate bandwidth extension at 

low bitrates which provides for a sufficiently good quality in the reconstruction of the audio 

content.

Thus, there is a need for a bandwidth extension concept which brings along an improved 

tradeoff between bitrate and audio quality.
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Summary of the Invention

An embodiment according to the invention creates an audio encoder for providing an 

encoded audio information on the basis of an input audio information. The audio encoder 

comprises a low frequency encoder configured to encode a low frequency portion of the 

input audio information to obtain an encoded representation of the low frequency portion. 

The audio encoder also comprises a bandwidth extension information provider configured 

to provide bandwidth extension information on the basis of the input audio information. 

The audio encoder is configured to selectively include bandwidth extension information 

into the encoded audio information in a signal-adaptive manner.

This embodiment according to the invention is based on the finding that, for some types of 

audio content, and even for some portions of a contiguous piece of audio content, a good 

quality bandwidth extension can be achieved on the basis of the encoded representation 

of the low frequency portion without any bandwidth extension side information, or with 

only a small amount of bandwidth extension side information (for example, a small 

number of bandwidth extension parameters, which are included into the encoded audio 

information). However, the concept is also based on the finding that, for other types of 

audio content, and even for other portions of a contiguous piece of audio content, it may 

be necessary (or at least very desirable) to include a bandwidth extension side information 

(for example, dedicated bandwidth extension parameters), or an increased amount of 

bandwidth extension side information (for example, when compared to the previously 

mentioned case) into the encoded audio information, because otherwise a decoder-sided 

bandwidth extension does not provide a satisfactory audio quality.

By selectively including bandwidth extension information into the encoded audio 

information (for example, by selectively varying an amount of bandwidth extension 

information or bandwidth extension parameters included into the encoded audio 

information, or by selectively switching between an inclusion of bandwidth extension 

information into the encoded audio information and an omission of said inclusion of 

bandwidth extension information into the encoded audio information), it can be avoided 

that “unnecessary” bandwidth extension information consumes precious bitrate for the 

case that a decoder-sided bandwidth extension does not really require the bandwidth 

extension information, and it can nevertheless be ensured that bandwidth extension 

information (or an increased amount of bandwidth extension information) is included into 

the encoded audio information if the bandwidth extension information is actually required 
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for a decoder-sided bandwidth extension, i.e. for a decoder-sided reconstruction of the 

audio content.

Thus, by selectively including bandwidth extension information into the encoded audio 

information in a signal-adaptive manner, i.e., when the bandwidth extension information is 

actually needed for reaching a sufficiently good quality of a decoded audio signal 

representation, the average bitrate can be reduced while still maintaining the possibility to 

obtain a good audio quality.

In other words, the audio encoder may, for example, switch between a provision of a 

bandwidth extension information, which allows for a parameter-guided bandwidth 

extension at the side of an audio decoder, and an omission of the provision of the 

bandwidth extension information, which necessitates the usage of a blind bandwidth 

extension at the side of an audio decoder.

Accordingly, a particularly good tradeoff between bitrate and audio quality can be obtained 

using the above described concept.

In a preferred embodiment, the audio encoder comprises a detector configured to identify 

portions of the input audio information which cannot be decoded with a sufficient or 

desired quality (for example, in terms of a predetermined quality measure) on the basis of 

the encoded representation of the low-frequency portion, and using a blind bandwidth 

extension. In this case, the audio encoder is configured to selectively include bandwidth 

extension information into the encoded audio information for portions of the input audio 

information identified by the detector. By determining, or estimating (for example, on the 

basis of features of the input audio information, or on the basis of a partial or a complete 

reconstruction of the audio information on the side of the audio encoder), which portions 

of the input audio information cannot be decoded with a sufficient (or desired) quality on 

the basis of the encoded representation of the low-frequency portion, and using a blind 

bandwidth extension, a meaningful criterion is obtained to decide whether to include 

bandwidth extension information into the encoded audio information or not for portions (for 

example, frames) of the input audio information (or equivalently, for frames or portions of 

the encoded audio information). In other words, the above mentioned criterion, which is 

evaluated by the detector, allows for a good tradeoff between the hearing impression, 

which can be achieved by decoding the encoded audio information, and the bitrate of the 

encoded audio information.
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In a preferred embodiment, the audio encoder comprises a detector configured to identify 

portions of the input audio information for which bandwidth extension parameters cannot 

be estimated on the basis of the low-frequency portion with sufficient or desired accuracy. 

In this case, the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information for portions of the input audio information 

identified by the detector. This embodiment according to the invention is based on the 

finding that a determination as to whether bandwidth extension parameters can be 

estimated on the basis of a low-frequency portion with sufficient or desired accuracy or not 

constitutes a criterion which can be evaluated with moderate computational effort, and 

which nevertheless constitutes a good criterion for deciding whether to include bandwidth 

extension information into the encoded audio information or not.

In a preferred embodiment, the audio encoder comprises a detector configured to identify 

portions of the input audio information in dependence on whether the portions are 

temporally stationary portions and in dependence on whether the portions have a low- 

pass character. Moreover, the audio encoder is configured to selectively omit an inclusion 

of bandwidth extension information into the encoded audio information for portions of the 

input audio information identified by the detector as temporally stationary portions having 

a low-pass character.

This embodiment according to the invention is based on the finding that it is typically not 

necessary to include bandwidth extension information into the encoded audio information 

for portions of the input audio information which are temporally stationary and comprise a 

low-pass character, since a blind bandwidth extension (which does not rely on bandwidth 

extension information or parameters from the bitstream) typically allows for sufficiently 

good reconstruction of such signal portions. Accordingly, there is a criterion which can be 

evaluated in a computationally efficient manner, and which nevertheless enables good 

results (in terms of a tradeoff between bitrate and audio quality).

In a preferred embodiment, the detector is configured to identify portions of the input audio 

information in dependence on whether the portions comprise voiced speech, and/or in 

dependence on whether the portions comprise environmental (e.g. car) noise, and/or in 

dependence on whether the portions comprise music without percussive instrumentation. 

It has been found that such portions, which comprise voiced speech, or which comprise 

environmental noise, or which comprise music without percussive instrumentation, can 
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typically be reconstructed using a blind bandwidth extension with sufficient audio quality, 

such that it is recommendable to omit the inclusion of bandwidth extension information 

into the encoded audio information for such portions.

In a preferred embodiment, the audio encoder comprises a detector configured to identify 

portions of the input audio information in dependence on whether a difference between a 

spectral envelope of a low-frequency portion and a spectral envelope of a high-frequency 

portion is larger than or equal to a predetermined difference measure. In this case, the 

audio encoder is configured to selectively include bandwidth extension information into the 

encoded audio information for portions of the input audio information identified by the 

detector.

It has been found that portions of the input audio information, which comprise a large 

difference between a spectral envelope of a low-frequency portion and a spectral 

envelope of a high-frequency portion, can typically not be well-reconstructed using a blind 

bandwidth extension, since a blind bandwidth extension often provides similar spectral 

envelopes in the high-frequency portion (i.e., in the bandwidth extension signal) when 

compared to the respective low-frequency portion. Accordingly, it has been found that an 

assessment of the difference between the spectral envelope of the low-frequency portion 

and the spectral envelope of the high-frequency portion constitutes a good criterion for 

deciding whether to include bandwidth extension information into the encoded audio 

information or not.

In a preferred embodiment, the detector is configured to identify portions of the input audio 

information in dependence on whether the portions comprise unvoiced speech, and/or in 

dependence on whether the portions comprise percussive sounds. It has been found that 

portions comprising unvoiced speech and portions comprising percussive sounds typically 

comprise spectra in which the spectral envelope of the low-frequency portion differs 

substantially from the spectral envelope of the high-frequency portion. Accordingly, 

detection of unvoiced speech and/or of percussive sounds has been found to be a good 

criterion for deciding whether to include bandwidth extension information into the encoded 

audio information or not.

In a preferred embodiment, the audio encoder comprises a detector configured to 

determine a spectral tilt of portions of the input audio information, and to identify portions 

of the input audio information in dependence on whether the determined spectral tilt is 
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larger than or equal to a fixed or variable tilt threshold value. In this case, the audio 

encoder is configured to selectively include bandwidth extension information into the 

encoded audio information for portions of the input audio information identified by the 

detector. It has been found that a spectral tilt can be derived with moderate computational 

effort and still provides a good criterion for the decision whether to include the bandwidth 

extension information into the encoded audio information or not. For example, if the spec

tral tilt reaches or exceeds a tilt threshold value, it can be concluded that the spectrum has 

a high-pass character and cannot be well-reconstructed by blind bandwidth extension. In 

particular, blind bandwidth extension typically cannot reconstruct spectra comprising a 

positive tilt (wherein a high-frequency portion is emphasized over a low-frequency portion) 

with good accuracy. Moreover, since a high-frequency portion is of particular perceptual 

relevance in the case of a positive spectral tilt, it is recommendable in such cases to 

include the bandwidth extension information into the encoded audio representation.

In a preferred embodiment, the detector is further configured to determine a zero crossing 

rate of portions of the input audio information, and to identify portions of the input audio 

information also in dependence on whether the determined zero crossing rate is larger 

than or equal to a fixed or variable zero crossing rate threshold value. It has been found 

that the zero crossing rate is also a good criterion to detect portions of the input audio 

information which cannot be well-reconstructed using a blind bandwidth extension, such 

that it makes sense (in terms of achieving a good tradeoff between bitrate and audio qual

ity) to include the bandwidth extension information into the encoded audio information.

In a preferred embodiment, the detector is configured to apply a hysteresis for identifying 

signal portions of the input audio information, to reduce a number of transitions between 

identified signal portions (for which bandwidth extension information is included into the 

encoded audio representation) and not-identified signal portions (for which bandwidth 

extension information is not included into the encoded audio representation), it has been 

found that it is advantageous to avoid an excessive switching between an inclusion of 

bandwidth extension information into the encoded audio information and an omission of 

the inclusion of the bandwidth extension information into the encoded audio 

representation, since such transitions may bring along some artifacts, in particular if the 

number of transitions is very high. Accordingly, using a hysteresis, which may, for 

example, be applied to the tilt threshold value (which is then a variable tilt threshold value) 

or to the zero crossing rate threshold value (which is then a variable zero crossing rate 

threshold value), this objective can be achieved.
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In a preferred embodiment, the audio encoder is configured to selectively include 

parameters representing a spectral envelope of a high-frequency portion of the input 

audio information into the encoded audio information in a signal-adaptive manner as the 

bandwidth extension information. This embodiment is based on the idea that parameters 

representing the spectral envelope of the high-frequency portion are particularly important 

in a parameter-guided bandwidth extension, such that the inclusion of said parameters 

representing the spectral envelope of the high-frequency portion of the input audio 

information allows to achieve a good quality bandwidth extension without causing a high 

bitrate.

In a preferred embodiment, the low-frequency encoder is configured to encode a low- 

frequency portion of the input audio information comprising frequencies up to a maximum 

frequency which lies in a range between 6 kHz and 7 kHz. Moreover, the audio encoder is 

configured to selectively include into the encoded audio representation between three and 

five parameters describing intensities of high frequency signal portions or sub-portions (for 

example, signal portions having frequencies above approximately 6 to 7 kHz) having 

bandwidths between 300 Hz and 500 Hz. It has been found that such a concept results in 

a good audio quality without substantially compromising a bitrate effort.

In a preferred embodiment, the audio encoder is configured to selectively include into the 

encoded audio representation 3-5 scalar quantized parameters describing intensities of 

four high-frequency signal portions (or sub-portions), the high-frequency signal portions 

(or sub-portions) covering frequency ranges above the low-frequency portion. It has been 

found that usage of 3 - 5 scalar quantized parameters describing intensities of four high- 

frequency signal portions is typically sufficient to achieve a parameter-guided bandwidth 

extension that exceeds a relatively low audio quality obtainable by a blind bandwidth 

extension on the same signal portion. Accordingly, there are no big quality differences 

between reconstructed audio signal portions, irrespective of whether the reconstructed 

audio signal portions are reconstructed using a blind bandwidth extension or a guided 

bandwidth extension. Thus, the above-mentioned concept is well-adapted to the concept 

which allows for a switching between a blind bandwidth extension and a parameter-guided 

bandwidth extension.

In a preferred embodiment, the audio encoder is configured to selectively include into the 

encoded audio representation a plurality of parameters describing a relationship between 
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energies of spectrally adjacent frequency portions, wherein one of the parameters 

describes a ratio between an energy of a first bandwidth extension high-frequency portion 

and a low-frequency portion, and wherein other of the parameters describe ratios between 

energies of (pairs of) other bandwidth extension high-frequency portions. It has been 

found that such a concept describing ratios (or differences) between energies (or, 

equivalently, intensities) of different (preferably adjacent) frequency portions allows for an 

efficient encoding of the bandwidth extension information. It has also been found that such 

parameters describing a relationship between energies of spectrally adjacent frequency 

portions can typically be quantized with only a small number of bits without substantially 

compromising an audio quality achievable by a bandwidth extension.

Another embodiment according to the invention creates an audio decoder for providing a 

decoded audio information on the basis of an encoded audio information. The audio 

decoder comprises a low-frequency decoder configured to decode an encoded represen

tation of a low-frequency portion (of an audio content), to obtain a decoded representation 

of the low-frequency portion. The audio decoder also comprises a bandwidth extension 

configured to obtain a bandwidth extension signal using a blind bandwidth extension for 

portions of an audio content for which no bandwidth extension parameters are included in 

the encoded audio information, and to obtain the bandwidth extension signal using a 

parameter-guided bandwidth extension for portions of the audio content for which 

bandwidth extension parameters are included in the encoded audio information.

This audio encoder is based on the idea that a good tradeoff between audio quality and 

bitrate is achievable if it is possible to switch between a blind bandwidth extension and a 

parameter-guided bandwidth extension even within a contiguous piece of audio content, 

since it has been found that many typical pieces of audio content comprise both sections 

for which a good audio quality can be obtained using a blind bandwidth extension and 

sections for which a parameter-guided bandwidth extension is required in order to achieve 

sufficient audio quality. Moreover, it should be evident that the same considerations 

explained above with respect to the audio encoder also apply to the audio decoder.

In a preferred embodiment, the audio decoder is configured to decide whether to obtain 

the bandwidth extension signal using a blind bandwidth extension or using a parameter- 

guided bandwidth extension on a frame-by-frame basis. It has been found that such a 

fine-grained (frame-by-frame) switching between a blind bandwidth extension and a 

parameter-guided bandwidth extension helps to keep the bitrate reasonably low, even if 
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there are regularly some frames in which a parameter-guided bandwidth extension is 

required to avoid an excessive degradation of the audio content.

In a preferred embodiment, the audio decoder is configured to switch between a usage of 

a blind bandwidth extension and a parameter-guided bandwidth extension within a 

contiguous piece of audio content. This embodiment is based on the finding that even a 

single (contiguous) piece of audio content often comprises passages (or portions, or 

frames) of different kinds, some of which should be encoded (and, consequently, 

decoded) using a parameter-guided bandwidth extension, while other passages or frames 

can be decoded using a blind bandwidth extension without a substantial degradation of 

the audio quality.

In a preferred embodiment, the audio decoder is configured to evaluate flags included in 

the encoded audio information for different portions (for example, frames) of the audio 

content, to decide whether to use a blind bandwidth extension or a parameter-guided 

bandwidth extension (for example, for the frame to which the flag is associated). 

Accordingly, the decision whether a blind bandwidth extension or a parameter-guided 

bandwidth extension should be used, is kept simple, and the audio decoder does not need 

to have substantial intelligence to decide whether to use a blind bandwidth extension or a 

parameter-guided bandwidth extension.

However, in another preferred embodiment, the audio decoder is configured to decide 

whether to use a blind bandwidth extension or a parameter-guided bandwidth extension 

on the basis of the encoded representation of the low-frequency portion without evaluating 

a bandwidth extension mode signaling flag. Thus, by providing intelligence in the audio 

decoder, a bandwidth extension mode signaling flag can be omitted, which reduces the 

bitrate.

In a preferred embodiment, the audio decoder is configured to decide whether to use a 

blind bandwidth extension or a parameter-guided bandwidth extension on the basis of one 

or more features of the decoded representation of the low-frequency portion (of the audio 

content). It has been found that features of the decoded representation of the low- 

frequency portion constitute quantities which can be used, with good accuracy, to decide 

whether to use a blind bandwidth extension or a parameter-guided bandwidth extension. 

This is particularly true if the same features are used at the side of an audio encoder. 

Accordingly, it is no longer necessary to evaluate a bandwidth extension mode signaling 
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flag, which in turn allows for a reduction of the bitrate, since it is not necessary to include a 

bandwidth extension mode signaling flag into the encoded audio representation at the 

side of an audio encoder.

In a preferred embodiment, the audio decoder is configured to decide whether to use a 

blind bandwidth extension or a parameter-guided bandwidth extension on the basis of 

quantized linear prediction coefficients and/or time domain statistics of the decoded 

representation of the low-frequency portion (of the audio content). It has been found that 

quantized linear prediction coefficients are easily obtainable at the side of an audio 

decoder, and by allowing to derive a spectral tilt, can therefore serve as a good indication 

whether to use a blind bandwidth extension or a parameter-guided bandwidth extension. 

Moreover, the quantized linear prediction coefficients are also easily accessible at the side 

of an audio encoder, such that it is easily possible to coordinate a switching between a 

blind bandwidth extension and a parameter-guided bandwidth extension at the side of an 

audio encoder and at the side of an audio decoder. Similarly, time domain statistics of the 

decoded representation of the low-frequency portion, such as a zero-crossing rate, have 

been found to be a reliable quantity for deciding whether to use a blind bandwidth 

extension or a parameter-guided bandwidth extension at the side of an audio decoder.

In a preferred embodiment, the bandwidth extension is configured to obtain the bandwidth 

extension signal using one or more features of the decoded representation of the low- 

frequency portion and/or using one or more parameters of the low-frequency decoder for 

temporal portions of the input audio information (or content) for which no bandwidth 

extension parameters are included in the encoded audio information. It has been found 

that such a blind bandwidth extension results in a good audio quality.

In a preferred embodiment, the bandwidth extension is configured to obtain the bandwidth 

extension signal using a spectral centroid information and/or using an energy information 

and/or using a (spectral) tilt information and/or using coded filter coefficients for temporal 

portions of the input audio information (or content) for which no bandwidth extension 

parameters are included in the encoded audio information. It has been found that usage of 

these quantities yields an efficient way to obtain a good quality bandwidth extension.

In a preferred embodiment, the bandwidth extension is configured to obtain the bandwidth 

extension signal using bitstream parameters describing a spectral envelope of a high- 

frequency portion for temporal portions of the audio content for which bandwidth extension 
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parameters are included in the encoded audio information. It has been found that usage of 

bitstream parameters describing a spectral envelope of the high-frequency portion allows 

for a bitrate-efficient parameter-guided bandwidth extension with good quality, wherein the 

bitstream parameters describing the spectral envelope typically do not require a high 

bitrate but can be encoded with only a comparatively small number of bits per audio 

frame. Consequently, even the switching towards the parameter-guided bandwidth 

extension does not result in a substantial increase of the bitrate.

In a preferred embodiment, the bandwidth extension is configured to evaluate between 

three and five bitstream parameters describing intensities of high-frequency signal 

portions having bandwidths between 300 Hz and 500 Hz in order to obtain the bandwidth 

extension signal. It has been found that a comparatively small number of bitstream 

parameters is sufficient to obtain a bandwidth extension over a perceptually important 

range, such that a good audio quality can be obtained with a small increase in bitrate.

In a preferred embodiment, the between three and five bitstream parameters describing 

intensities of high-frequency signal portions having bandwidths between 300 Hz and 500 

Hz are scalar quantized with 2 or 3 bits resolution such that there are between 6 and 15 

bits of bandwidth extension spectral shaping parameters per audio frame. It has been 

found that such a choice allows for a very high bitrate efficiency of the parameter-guided 

bandwidth extension, while a bandwidth extension quality is typically comparable with the 

bandwidth extension quality obtainable using blind bandwidth extension for “uncritical” 

portions of the audio content, in which the blind bandwidth extension offers good results. 

Accordingly, there is a balanced quality both in the case that blind bandwidth extension is 

applied and in the case that parameter-guided bandwidth extension is applied.

In a preferred embodiment, the bandwidth extension is configured to perform a smoothing 

of energies of the bandwidth extension signal when switching from blind bandwidth 

extension to parameter-guided bandwidth extension and/or when switching from 

parameter-guided bandwidth extension to blind bandwidth extension. Accordingly, clicks 

or “blocking artifacts” which might be caused by the different properties of the blind 

bandwidth extension and the parameter-guided bandwidth extension can be avoided.

In a preferred embodiment, the bandwidth extension is configured to dampen a high- 

frequency portion of the bandwidth extension signal for a portion of the audio content to 

which a parameter-guided bandwidth extension is applied following a portion of the audio 
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content to which a blind bandwidth extension is applied. Moreover, the bandwidth 

extension is configured to reduce a damping for a high-frequency portion of the bandwidth 

extension signal for a portion of the audio content to which a blind bandwidth extension is 

applied following a portion of the audio content to which a parameter-guided bandwidth 

extension is applied. Accordingly, the effect that the blind bandwidth extension typically 

shows a low-pass characteristic, while this is not necessarily the case for the parameter- 

guided bandwidth extension, can be compensated to some degree. Accordingly, artifacts 

at transitions between portions of the audio content decoded using a blind bandwidth 

extension and using a parameter-guided bandwidth extension are reduced.

Another embodiment according to the invention creates a method for providing an 

encoded audio information on the basis of an input audio information. The method 

comprises encoding a low-frequency portion of the input audio information to obtain an 

encoded representation of the low-frequency portion. The method also comprises 

providing bandwidth extension information on the basis of the input audio information. The 

bandwidth extension information is selectively included into the encoded audio information 

in a signal-adaptive manner. This method is based on the same considerations as the 

above-described audio encoder.

Another embodiment according to the invention creates a method for providing a decoded 

audio information on the basis of an encoded audio information. The method comprises 

decoding an encoded representation of a low-frequency portion to obtain a decoded 

representation of the low-frequency portion. The method further comprises obtaining a 

bandwidth extension signal using a blind bandwidth extension for portions of an audio 

content for which no bandwidth extension parameters are included in the encoded audio 

information. The method further comprises obtaining the bandwidth extension signal using 

a parameter-guided bandwidth extension for portions of the audio content for which 

bandwidth extension parameters are included in the encoded audio information. This 

method is based on the same considerations as the above-described audio decoder.

Another embodiment according to the invention creates a computer program for 

performing one of the above-mentioned methods when the computer program runs on a 

computer.

Another embodiment according to the invention creates an encoded audio representation 

representing an audio information. The encoded audio representation comprises an 
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encoded representation of a low-frequency portion of an audio information and a 

bandwidth extension information. The bandwidth extension information is included in the 

encoded audio representation in a signal-adaptive manner for some but not for ail portions 

of the audio information. This encoded audio information is provided by the audio encoder 

described above, and can be evaluated by the audio decoder described above.

Brief Description of the Figures

Embodiments according to the present invention will subsequently be described taking 

reference to the enclosed figures, in which:

Fig. 1 shows a block schematic diagram of an audio encoder, according to an 

embodiment of the present invention;

Fig. 2 shows a block schematic diagram of an audio encoder, according to another 

embodiment of the present invention;

Fig. 3 shows a graphic representation of frequency portions and the encoded audio 

information associated therewith;

Fig. 4 shows a block schematic diagram of an audio decoder, according to an 

embodiment of the present invention;

Fig. 5 shows a block schematic diagram of an audio decoder, according to another 

embodiment of the present invention;

Fig. 6 shows a flowchart of a method for providing an encoded audio representation, 

according to an embodiment of the present invention;

Fig. 7 shows a flowchart of a method for providing a decoded audio representation, 

according to an embodiment of the present invention;

Fig. 8 shows a schematic illustration of an encoded audio representation, according to an 

embodiment of the present invention.
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Detailed Description of the Embodiments

1. Audio Encoder According to Fig. 1

Fig. 1 shows a block schematic diagram of an audio encoder, according to an 

embodiment of the present invention.

The audio encoder 100 according to Fig. 1 receives an input audio information 110 and 

provides, on the basis thereof, an encoded audio information 112. The audio encoder 100 

comprises a low frequency encoder 120, which is configured to encode a low frequency 

portion of the input audio information 110, to obtain an encoded representation 122 of the 

low-frequency portion. The audio encoder 100 also comprises a bandwidth extension 

information provider 130 configured to provide bandwidth extension information 132 on 

the basis of the input audio information 110. The audio encoder 100 is configured to 

selectively include bandwidth extension information 132 into the encoded audio 

information 112 in a signal-adaptive manner.

Regarding the functionality of the audio encoder 100, it can be said that the audio encoder 

100 provides for a bitrate efficient encoding of the input audio information 110. A low- 

frequency portion, for example in a frequency range up to approximately 6 or 7 kHz, is 

encoded using the low-frequency encoder 120, wherein any of the known audio encoding 

concepts can be used. For example, the low-frequency encoder 120 may be a “general 

audio” encoder (like, for example, an AAC audio encoder) or a speech-type audio encoder 

(like, for example, a linear-prediction-based audio encoder, a CELP audio encoder, an 

ACELP audio encoder, or the like). Accordingly, the low-frequency portion of the input 

audio information is encoded using any of the conventional concepts. However, the bitrate 

of the encoded representation 122 of the low-frequency portion is kept reasonably small, 

since only frequency components up to approximately 6 to 7 kHz are encoded. Moreover, 

the audio encoder 100 is capable of providing a bandwidth extension information, for 

example, in the form of bandwidth extension parameters describing a high-frequency 

portion of the input audio information 110, like, for example, a frequency region 

comprising higher frequencies than the frequency region encoded by the low-frequency 

encoder 120. Thus, the bandwidth extension information provider 130 is capable of 

providing a side information of the encoded audio information 112, which can control a 

bandwidth extension performed at the side of an audio decoder not shown in Fig. 1. The 

bandwidth extension information (or bandwidth extension side information) may, for 
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example, represent a spectral shape (or spectral envelope) of the high-frequency portion 

of the input audio information, i.e., a frequency range of the input audio information which 

is not covered by the low-frequency encoder 120.

However, the audio encoder 100 is configured to decide, in a signal-adaptive manner, 

whether bandwidth extension information should be included into the encoded audio 

information 112. Accordingly, the audio encoder 100 is capable of only including the 

bandwidth extension information into the encoded audio information 112 if the bandwidth 

extension information is required (or at least desirable) for a reconstruction of the audio 

information at the side of an audio decoder. In this context, the audio encoder may also 

control whether the bandwidth extension information 132 is provided by the bandwidth 

extension information provider 130 for a portion of the input audio information (or, 

equivalently, for a portion of the encoded audio information), since it is naturally not 

necessary to provide bandwidth extension information for a portion of the input audio 

information (or of the encoded audio information) if the bandwidth extension information 

shall not be included into the encoded audio information. Accordingly, the audio encoder 

100 is capable of keeping the bitrate of the encoded audio information 112 as small as 

possible by avoiding the inclusion of the bandwidth extension information 132 into the 

encoded audio information 112 if it is found, on the basis of some analysis process and/or 

decision process performed by the audio encoder 100, that the bandwidth extension 

information is not required for obtaining a certain audio quality when reconstructing a 

corresponding portion of the audio content at the side of an audio decoder.

Thus, the audio encoder 100 only includes the bandwidth extension information into the 

encoded audio information if it is needed (to obtain a certain audio quality) at the side of 

an audio decoder, which, on the one hand, helps to reduce the bitrate of the encoded 

audio information 112 and which, on the other hand, ensures that an appropriate 

bandwidth extension information 132 is included in the encoded audio information 112 if 

this is required to avoid a bad audio quality when decoding the encoded audio information 

at the side of an audio decoder. Thus, an improved tradeoff between bitrate and audio 

quality is achieved by the audio encoder 100 when compared to conventional solutions.

For example, the audio decoder may decide, per audio frame, whether bandwidth 

extension information should be included into the encoded audio information 112 (or even 

whether the bandwidth extension information should be determined). Alternatively, 

however, the audio decoder may decide, per “input” (for example, per audio file or per 
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audio stream), whether bandwidth extension information should be included into the 

encoded audio information 112 For this purpose, the input may be analyzed (for example 

prior to the encoding), such that the decision is made in a signal-adaptive manner.

2. Audio Encoder According to Fig. 2

Fig. 2 shows a block schematic diagram of an audio encoder, according to an 

embodiment of the present invention. The audio encoder 200 receives an input audio 

information 210 and provides, on the basis thereof, an encoded audio information 212. 

The audio encoder 200 comprises a low-frequency encoder 220, which may be 

substantially identical to the low-frequency encoder 120 described above. The low- 

frequency encoder 220 provides an encoded representation 222 of a low-frequency 

portion of the input audio information (or, equivalently, of the audio content represented by 

the input audio information 210). The audio encoder 200 also comprises a bandwidth 

extension information provider 230, which may be substantially identical to the bandwidth 

extension information provider 130 described above. The bandwidth extension information 

provider 230 typically receives the input audio information 210. However, the bandwidth 

extension information provider 230 may also receive a control information (or intermediate 

information) from the low-frequency encoder 220, wherein said control information (or 

intermediate information) may, for example, comprise information about a spectrum (or a 

spectral shape or spectral envelope) of the low-frequency portion of the input audio 

information 210. However, the control information (or intermediate information) may also 

comprise encoding parameters (for example, LPC filter coefficients, or transform domain 

values, like MDCT coefficients, or QMF coefficients) or the like. Moreover, the bandwidth 

extension information provider 230 may, optionally, receive the encoded representation 

222 of the low-frequency portion, or at least a part thereof. Moreover, the audio encoder 

200 comprises a detector 240, which is configured to decide whether bandwidth extension 

information is included into the encoded audio information 212 for a given portion of the 

input audio information 210 (or for a given portion of the encoded audio information 212). 

Optionally, the detector 240 may also determine whether said bandwidth extension 

information is determined by the bandwidth extension information provider 230 for said 

given portion of the input audio information 210 (or of the encoded audio information 212). 

The detector 240 may therefore receive the input audio information 210, and/or a control 

information or intermediate information 224 from the low-frequency encoder 220 (for 

example, as described above) and/or the encoded representation 222 of the low- 
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frequency portion. Moreover, the detector 240 is configured to provide a control signal 242 

which controls a selective provision of the bandwidth extension information and/or a 

selective inclusion of the bandwidth extension information into the encoded audio 

information 212.

Regarding the functionality of the audio encoder 200, reference is made to the above 

explanations made with respect to the audio encoder 100.

Moreover, it should be noted that the detector 240 comprises a central role, since the 

detector 240 decides whether the bandwidth extension information is included into the 

encoded audio information 212 or not, and therefore decides whether an audio decoder, 

which receives the encoded audio information 212, reconstructs the audio content, which 

is described by the input audio information 210, using a blind bandwidth extension or 

using a parameter-guided bandwidth extension (wherein the bandwidth extension 

information represents the parameters guiding the parameter-guided bandwidth 

extension).

Generally speaking, the detector identifies portions of the input audio information which 

cannot be decoded with sufficient or desired quality on the basis of the encoded 

representation 222 of the low-frequency portion using a blind bandwidth extension. In 

other words, the detector 240 should recognize when the encoded representation of the 

low-frequency portion 222 alone does not allow for a blind bandwidth extension with 

sufficient quality. Worded differently, the detector 240 preferably identifies portions of the 

input audio information for which bandwidth extension parameters cannot be estimated on 

the basis of the low-frequency portion with a sufficient (or desired) accuracy, to reach an 

acceptable (or desired) audio quality. Consequently, the detector 240 may determine, 

using the control signal 242, that bandwidth extension information should be included into 

the encoded audio information for portions of the input audio information which cannot be 

decoded with a sufficient or desired quality on the basis of the encoded representation 

222 of the low-frequency portion using a blind bandwidth extension (i.e. without receiving 

any bandwidth extension information from the encoder). Equivalently, the detector may 

determine, using the control signal 242, that bandwidth extension information should be 

included into the encoded audio information for portions of the input audio information for 

which bandwidth extension parameters cannot be estimated on the basis of the low- 

frequency portion (or, equivalently, the encoded representation 222 of the low-frequency 

portion) with a sufficient or desired accuracy.
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In order to identify such portions, for which the bandwidth extension information should be 

included into the encoded audio information (or, equivalently, to identify portions of the 

input audio information for which it is not necessary to include the bandwidth extension 

information into the encoded audio information 212), the detector 240 may use different 

strategies. As mentioned above, the detector 240 may receive different types of input 

information. In some cases, the decision of the detector whether the bandwidth extension 

information should be included into the encoded audio information 212 or not may be 

based solely on the input audio information 210. In other words, the detector 240 may, for 

example, be configured to analyze the input audio information 210, to find out for which 

portions of the input audio information (which correspond to portions of the encoded audio 

information 212) it is necessary to include the bandwidth extension information 232 into 

the encoded audio information 212 to reach an acceptable (or a desired) audio quality. 

However, the decision of the detector 240 may alternatively be based on some control 

information or intermediate information 224, provided by the low-frequency encoder 200. 

Alternatively, or in addition, the decision of the detector 240 may be based on the 

encoded representation 222 of the low-frequency portion of the input audio information 

210. Thus, the detector may evaluate different quantities to determine (or to estimate) 

whether a blind bandwidth extension at the side of an audio decoder will result in a 

sufficient audio quality (or is likely to result in a sufficient audio quality, or is expected to 

result in sufficient audio quality).

For example, the detector may determine whether portions of the input audio information 

210 are temporally stationary portions and whether the portions of the input audio 

information 210 have a low-pass character. For example, the detector 240 may conclude 

that it is not necessary to include bandwidth extension information into the encoded audio 

information 212 for portions which are found to be temporally stationary portions and 

which have a low-pass character, since it has been recognized that such portions of the 

input audio information 210 can typically be reproduced with sufficiently good audio quality 

at the side of an audio decoder even using a blind bandwidth extension. This is due to the 

fact that a blind bandwidth extension typically works well for portions of the input audio 

information (or content) which do not comprise strong changes of the audio content (or 

which do not comprise any transients or other strong variations of the audio content) and 

can therefore be considered as being temporally stationary. Moreover, it has been found 

that blind bandwidth extension works well for portions of the audio content which comprise 

a low-pass character, i.e., for a portion of the audio content for which an intensity of a low- 
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frequency portion is higher than an intensity of a high-frequency portion, since this is a 

fundamental assumption of most blind bandwidth extension concepts. Accordingly, the 

detector 240 may signal, using the control signal 242, to selectively omit an inclusion of 

bandwidth extension information into the encoded audio information 212 for such 

temporally stationary portions having a low-pass character.

For example, the detector 240 may be configured to identify portions of the input audio 

information which comprise a voiced speech, and/or portions of the input audio 

information which comprise environmental noise, and/or portions of the input audio 

information which comprise music without percussive instrumentation. Such portions of 

the input audio information are typically temporally stationary and comprise a low-pass 

character, such that the detector 240 typically signals to omit an inclusion of bandwidth 

extension information into the encoded audio information for such portions.

Alternatively, or in addition, the detector 240 may analyze whether a spectral shape in the 

high-frequency portion of the input audio information can be predicted with reasonable 

accuracy (for example, using the concepts applied by blind bandwidth extension) on the 

basis of a spectral envelope of the low-frequency portion. Accordingly, the detector may, 

for example, be configured to determine whether a difference between a spectral 

envelope of a low-frequency portion (which may be described, for example, by the 

intermediate information 224, or by the encoded representation 222 of the low-frequency 

portion) and a spectral envelope of a high-frequency portion (which may, for example, be 

determined by the detector 240 on the basis of the input audio information 210) is larger 

than or equal to a predetermined difference measure. For example, the detector 240 may 

determine the difference in terms of an intensity difference, or in terms of a shape 

difference, or in terms of a variation over frequency, or in terms of any other characteristic 

features of the spectral envelopes. Accordingly, the detector 240 may decide (and signal) 

to include bandwidth extension information 232 into the input audio information in 

response to finding that the difference between the spectral envelope of the low-frequency 

portion and the spectral envelope of the high-frequency portion is larger than or equal to 

the predetermined difference measure. In other words, the detector 240 may determine 

how good the spectral envelope of the high-frequency portion can be predicted on the 

basis of the spectral envelope of the low-frequency portion, and if the prediction is not 

possible with good results (which is, for example, the case if the predicted spectral 

envelope of the high-frequency portion differs too much from the actual spectral envelope 

of the high frequency portion) it may be concluded that the bandwidth extension 
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information 232 wili be required at the side of the audio decoder. However, rather than 

comparing the predicted spectral envelope of the high-frequency portion with the actual 

spectral envelope of the high-frequency portion, the detector 240 may, alternatively, 

compare the spectral envelope of the low-frequency portion with the spectral envelope of 

the high-frequency portion. This makes sense if it is assumed that the spectral envelope 

of the high-frequency portion is typically similar to the spectral envelope of the low- 

frequency portion when applying a blind bandwidth estimation.

Alternatively, or in addition, the detector 240 may identify portions comprising unvoiced 

speech and/or portions comprising percussive sounds. Since the spectral envelope of the 

high-frequency portion typically differs strongly from the spectral envelope of the low- 

frequency portion in such cases, the detector may signal to include the bandwidth 

extension information into the encoded audio representation for such portions of the input 

audio information (or of the encoded audio information) comprising unvoiced speech or 

comprising percussive sounds.

However, alternatively or in addition, the detector 240 may analyze a spectral tilt of 

portions of the input audio information 210. Also, the detector 240 may use an information 

about the spectral tilt of portions of the input audio information to decide whether the 

bandwidth extension information 232 should be included into the encoded audio 

information 212. Such a concept is based on the idea that blind bandwidth extension 

works well for portions of an audio content for which there is more energy (or, generally, 

intensity) in the low-frequency range when compared to the high-frequency range. In 

contrast, if the high-frequency portion (also designated as high-frequency range) is 

“dominant”, i.e. comprises a substantial amount of energy, blind bandwidth extension 

typically cannot well-reproduce the audio content, such that the bandwidth extension 

information should be included into the encoded audio information. Accordingly, in some 

embodiments the detector determines whether the spectral tilt (which describes a 

distribution of the energies, or generally intensities, over frequency) is larger than or equal 

to a fixed or variable tilt threshold value. If the spectral tilt is larger than or equal to the 

fixed or variable tilt threshold value (which means that there is a comparatively large 

energy, or intensity, in the high-frequency portion of the audio content, at least when 

compared to a “normal" case in which the energy or intensity decreases with increasing 

frequency), the detector may decide to include the bandwidth extension information into 

the encoded audio information.
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In addition to some or all of the above mentioned features, the detector may also evaluate 

a zero-crossing rate of portions of the input audio information. Moreover, the detector’s 

decision whether to include the bandwidth extension information may also be based on 

whether the determined zero-crossing rate is larger than or equal to a fixed or variable 

zero-crossing rate threshold value. This concept is based on the consideration that a high 

zero-crossing rate typically indicates that high frequencies play an important role in the 

input audio information, which in turn indicates that a parameter-guided bandwidth 

extension should be used at the side of an audio decoder.

Moreover, it should be noted that the detector 240 may preferably use some hysteresis to 

avoid an excessive switching between the inclusion of the bandwidth extension 

information 232 into the encoded audio information and an omission of said inclusion. For 

example, the hysteresis may be applied to the variable tilt threshold value, to the variable 

zero-crossing rate threshold value or to any other threshold value which is used to decide 

about a transition from an inclusion of the bandwidth extension information to an 

avoidance of said inclusion, or vice versa. Thus, the hysteresis may vary a threshold value 

in order to reduce a probability for switching to an omission of the inclusion of the 

bandwidth extension information when the bandwidth extension information is included for 

a current portion of the input audio information. Analogously, the threshold value may be 

varied to reduce a probability for switching to the inclusion of the bandwidth extension 

information when the inclusion of the bandwidth extension information is avoided for the 

current portion of the input audio information. Thus, artifacts, which may be caused by 

transitions between the different modes may be reduced.

In the following, some details about the bandwidth extension information provider 230 will 

be discussed. In particular, it will be explained which information is included into the 

encoded audio information 212 in response to the detector signaling that bandwidth 

extension information 232 should be included into the encoded audio information. For the 

purpose of the explanations, reference will also be made to Fig. 3, which shows a 

schematic representation of frequency portions of the input audio information and of 

parameters included into the encoded audio representation. An abscissa 310 describes a 

frequency and an ordinate 312 describes an intensity (for example, an intensity, like an 

amplitude or an energy) of different spectral bins (like, for example, MDCT coefficients, 

QMF coefficients, FFT coefficients, or the like). As can be seen, a low-frequency portion of 

the input audio information may, for example, cover a frequency range from a lower 

frequency boundary (for example, 0, or 50 Hz, or 300 Hz, or any other reasonable lower 
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frequency boundary) up to a frequency of approximately 6.4 kHz. As can be seen, the 

encoded representation 222 may be provided for this low-frequency portion (for example, 

from 300 Hz to 6.4 kHz, or the like). Moreover, there is a high-frequency portion which, for 

example, ranges from 6.4 kHz to 8 kHz. However, a high-frequency portion may naturally 

cover a different frequency range which is typically limited by the frequency range 

perceptible by a human listener. However, it can be seen in Fig. 3 that, as an example, a 

spectral envelope shown at reference numeral 320 comprises an irregular shape in the 

high-frequency portion. Moreover, it can be seen that the spectral envelope 320 

comprises a comparatively large energy in the high-frequency portion, and even a 

comparatively high energy between 7.2 kHz and 7.6 kHz. As a comparison, a second 

spectral envelope 330 is also shown in Fig. 3, wherein the second spectral envelope 330 

shows a decay of the intensity or energy (for example, per unit frequency) in the high- 

frequency portion. Accordingly, the spectral envelope 320 will typically cause the detector 

to decide for an inclusion of the bandwidth extension information into the encoded audio 

representation for the portion comprising the spectral envelope 320, while the spectral 

envelope 330 will typically cause the detector to decide for an omission of the inclusion of 

the bandwidth extension information for the portion of the audio content comprising the 

spectral envelope 330.

As can be further seen, for a portion of the audio content comprising the spectral envelope 

320, four scalar parameters will be include into the encoded audio representation as a 

bandwidth extension information. A first scalar parameter may, for example, describe the 

spectral envelope (or an average of the spectral envelope) for the frequency region 

between 6.4 kHz and 6.8 kHz, a second scalar parameter may describe the spectral 

envelope 320 (or the average thereof) for the frequency region between 6.8 kHz and 7.2 

kHz, a third scalar parameter may describe the spectral envelope 320 (or an average 

thereof) for the frequency region between 7.2 kHz and 7.6 kHz, and a fourth scalar 

parameter may describe the spectral envelope (or an average thereof) for the frequency 

region between 7.6 kHz an 8 kHz. The scalar parameters may describe the spectral 

envelope in an absolute or relative manner, for example, with reference to a spectrally 

preceding frequency range (or region). For example, the first scalar parameter may 

describe an intensity ratio (which may, for example, be normalized to some quantity) 

between the spectral envelope in the frequency region between 6.4 kHz and 6.8 kHz and 

the spectral envelope in a lower frequency region (for example, below 6.4 kHz). The 

second, third and fourth scalar parameters may, for example, describe a difference (or 

ratio) between (intensities of) the spectral envelope in adjacent frequency ranges, such 
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that, for example, the second scalar parameter may describe a ratio between (an average 

value of) the spectral envelope in the frequency range between 6.8 kHz and 7.2 kHz and 

the spectral envelope in the frequency range between 6.4 kHz and 6.8 kHz.

Moreover, it should be noted that an encoded representation of the low-frequency portion, 

i.e., the frequency portion below 6.4 kHz, may be included in any case. The frequency 

portion below 6.4 kHz (low-frequency portion) may be encoded using any of the well- 

known encoding concepts, for example using a “general audio” encoding like AAC (or a 

derivative thereof) or a speech coding (like, for example, CELP, ACELP, or a derivative 

thereof). Accordingly, for a portion of the audio content comprising the spectral envelope 

320, both an encoded representation of the low-frequency portion and four scalar 

bandwidth extension parameters (which may be quantized using a comparatively small 

number of bits) will be included into the encoded audio representation. In contrast, for a 

portion of the audio content comprising the spectral envelope 330, only the encoded 

representation of the low-frequency portion will be included into the encoded audio 

representation, but no (scalar) bandwidth extension parameters will be included into the 

encoded audio representation (which, nevertheless, does not cause serious problems 

since the spectral envelope 330 exhibits a regular and decaying (low-pass) characteristic, 

which can be well-reproduced using a blind bandwidth extension).

To conclude, the audio encoder 200 is configured to selectively include parameters 

representing a spectral envelope of a high-frequency portion of the input audio information 

into the encoded audio information in a signal-adaptive manner as a bandwidth extension 

information. For example, the scalar bandwidth extension parameters mentioned taking 

reference to Fig. 3 can be included into the encoded audio information in a signal-adaptive 

manner. Generally speaking, the lower frequency encoder 220 may be configured to 

encode a low-frequency portion of the input audio information 210, comprising frequencies 

up to a maximum frequency which lies in a range between 6 and 7 kHz (wherein a border 

of 6.4 kHz has been used in the example of Fig. 3). Moreover, the audio encoder may be 

configured to selectively include into the encoded audio representation between three and 

five parameters describing intensities of high-frequency signal portions having bandwidths 

between 300 Hz and 500 Hz. In the example of Fig. 3, four scalar parameters describing 

intensities of the high-frequency signal portions having bandwidths of approximately 400 

Hz have been shown. In other words, the audio encoder may be configured to include into 

the encoded audio representation four scalar quantized parameters describing intensities 

of four high-frequency signal portions, the high-frequency signal portions covering 
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frequency ranges (for example as shown in Fig. 3) above the low frequency portion (for 

example, as explained with reference to Fig. 3). For example, the audio encoder may be 

configured to selectively include into the encoded audio representation a plurality of 

parameters describing a relationship between energies or intensities of spectrally adjacent 

frequency portions, wherein one of the parameters describes a ratio between an energy or 

intensity of a first bandwidth extension high-frequency portion and an energy or intensity 

of a low-frequency portion, and wherein other of the parameters described ratios between 

energies or intensities of other bandwidth extension high-frequency portions (wherein the 

bandwidth extension high-frequency portions may be the frequency portions between 6.4 

and 6.8 kHz, between 6.8 and 7.2 kHz, between 7.2 kHz and 7.6 kHz and between 7.6 

kHz and 8 kHz. Alternatively, the between three and five envelope shape parameters 

(describing intensities of high-frequency signal portions) may be vector quantized. Vector 

quantization is typically somewhat more efficient than scalar quantization. On the other 

hand, vector quantization is more complex than scalar quantization. In other words, the 

quantization of the four bandwidth extension energy values can alternatively be performed 

using a vector quantization (rather than using a scalar quantization).

To conclude, the audio encoder may be configured to include a comparatively simple 

bandwidth extension information into the encoded audio representation, such that a bitrate 

of the encoded audio representation is only slightly increased for portions of the input 

audio information (or of the encoded audio representation) for which it is found, by the 

detector, that a parameter-guided bandwidth extension would be desirable.

3, Audio Decoder According to Fig. 4

Fig. 4 shows a block schematic diagram of an audio decoder according to an embodiment 

of the present invention. The audio decoder 400 according to Fig. 4 receives an encoded 

audio information 410 (which may, for example, be provided by the audio encoder 100 or 

by the audio encoder 200), and provides, on the basis thereof, decoded audio information 

412.

The audio decoder 400 comprises a low-frequency decoder 420, which receives the 

encoded audio information 410 (or at least the encoded representation of the low- 

frequency portion included therein), decodes the encoded representation of the low- 

frequency portion, and obtains a decoded representation 422 of the low-frequency portion.
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The audio decoder 400 also comprises a bandwidth extension 430 which is configured to 

obtain a bandwidth extension signal 432 using a blind bandwidth extension for portions of 

the (encoded) audio content (represented by the encoded audio information 410) for 

which no bandwidth extension parameters are included in the encoded audio information 

410, and obtains the bandwidth extension signal 432 using a parameter-guided bandwidth 

extension (making use of bandwidth extension information or bandwidth extension 

parameters included in the encoded audio information 410) for portions of the audio 

content for which bandwidth extension parameters are included in the encoded audio 

information (or encoded audio representation) 410.

Accordingly, the audio decoder 400 is capable of performing a bandwidth extension 

irrespective of whether bandwidth extension parameters are included in the encoded 

audio information 410 or not. Thus, the audio decoder can adapt to the encoded audio 

information 410 and allows for a concept in which there is a switching between a blind 

bandwidth extension and a parameter-guided bandwidth extension. Consequently, the 

audio decoder 400 is capable of handling an encoded audio information 410 in which 

bandwidth extension parameters are only included for portions (for example frames) of the 

audio content which cannot be reconstructed with sufficient quality using a blind 

bandwidth extension. Thus, the decoded audio information 412, which comprises both the 

decoded representation of the low-frequency portion and the bandwidth extension signal 

(wherein the latter may, for example, be added to the decoded representation 422 of the 

low-frequency portion to thereby obtain the decoded audio information 412) may be 

provided.

Thus, the audio decoder 400 helps to obtain a good tradeoff between audio quality and 

bitrate.

A further optional improvement of the audio decoder 400 will be described below, for 

example, taking reference to Fig. 5.

4. Audio Decoder According to Fig. 5

Fig. 5 shows a block schematic diagram of an audio decoder 500, according to another 

embodiment of the present invention. The audio decoder 500 receives an encoded audio 

information (also designated as encoded audio representation) 510 and provides, on the 

basis thereof, a decoded audio information (also designated as decoded audio 
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representation) 512. The audio decoder 500 comprises a low-frequency decoder 520, 

which may be equal to the low-frequency decoder 420 and may fulfill a comparable 

functionality. Thus, the low-frequency decoder 500 provides a decoded representation 

522 of a low-frequency portion of an audio content represented by the encoded audio 

information 510. The audio decoder 500 also comprises a bandwidth extension 530, 

which may fulfill the same functionality as the bandwidth extension 430.

The bandwidth extension 530 may therefore provide a bandwidth extension signal 532, 

which is typically combined with (for example, added to) the decoded representation 522 

of the low-frequency portion, to thereby obtain the decoded audio information 512. The 

bandwidth extension 530 may, for example, receive the decoded representation 522 of 

the low-frequency portion 522. Alternatively, however, the bandwidth extension 532 may 

receive a control information (which will also be considered as an auxiliary information or 

an intermediate information) 524, which is provided by the low-frequency decoder 520. 

The auxiliary information or control information or intermediate information 524 may, for 

example, represent a spectral shape of the low-frequency portion of the audio content, a 

zero-crossing rate of the decoded representation of the low-frequency portion, or any 

other intermediate quantity used by the low-frequency decoder 520 which is helpful in the 

process of bandwidth extension. Moreover, the audio decoder comprises a control 540, 

which is configured to provide a control information 542 indicating whether a blind 

bandwidth extension or a parameter-guided bandwidth extension should be performed by 

the bandwidth extension 530. The control 540 may use different types of information for 

providing the control information 542. For example, the control 540 may receive a 

bandwidth extension mode bitstream flag, which may be included in the encoded audio 

information 510. For example, there may be one bandwidth extension mode bitstream flag 

for each portion (for example, frame) of the encoded audio information, which can be 

extracted from the encoded audio information by the control 540, and which may be used 

to derive the control information 542 (or which may immediately constitute the control 

information 542). Alternatively, however, the control 540 may receive an information which 

represents the low-frequency portion, and/or which describes how to decode the low- 

frequency portion (and which is therefore also designated as “low-frequency portion 

decoding information”). Alternatively, or in addition, the control 540 may receive the 

control information or auxiliary information or intermediate information 524 from the low- 

frequency decoder, which may, for example, carry information about a spectral envelope 

of the low-frequency portion, and/or an information about the zero-crossing rate of the 

decoded representation of the low-frequency portion. However, the control information or 
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auxiliary information or intermediate information 524 may also carry an information about 

statistics of the decoded representation 522 of the low-frequency portion, or may 

represent any other intermediate information which is derived by the low-frequency 

decoder 520 from the encoded representation of the low-frequency portion (also 

designated as low-frequency portion decoding information).

Alternatively, or in addition, the control 540 may receive the decoded representation 522 

of the low-frequency portion and may itself derive feature values (for example, a zero

crossing rate information, a spectral envelope information, a spectral tilt information, or the 

like) from the decoded representation 522 of the low-frequency portion.

Accordingly, the control 540 may evaluate a bitstream flag to provide the blind/ parameter- 

guided control information 542, if such a bitstream flag (signaling whether a blind 

bandwidth extension or a parameter-guided bandwidth extension should be used) is 

included in the encoded audio information 510. If, however, no such bitstream flag is 

included in the encoded audio information 510 (for example, to save bitrate) the control 

540 typically determines whether to use a blind bandwidth extension or a parameter- 

guided bandwidth extension on the basis of other information. For this purpose, the low- 

frequency portion decoding information (which may be equal to the encoded 

representation of the low-frequency portion, or to a subset thereof) may be evaluated by 

the control 540. Alternatively, or in addition, the control may consider the decoded 

representation 522 of the low-frequency portion for making a decision whether to use a 

blind bandwidth extension or a parameter-guided bandwidth extension, i.e., for providing 

the control information 542. Moreover, the control 540 may, optionally, use the control 

information or auxiliary information or intermediate information 524 provided by the low- 

frequency decoder 520, provided that the low-frequency decoder 520 provides any 

intermediate quantities which are usable by the control 540.

Accordingly, the control 540 may switch the bandwidth extension between the blind 

bandwidth extension and the parameter-guided bandwidth extension.

In the case of a blind bandwidth extension, the bandwidth extension 530 may provide the 

bandwidth extension signal 532 on the basis of the decoded representation 522 of the 

low-frequency portion without evaluating any additional bitstream parameters. In contrast, 

in the case of a parameter-guided bandwidth extension, the bandwidth extension 530 may 

provide the bandwidth extension signal 532 taking into consideration additional 
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(dedicated) bandwidth extension bitstream parameters, which assist to determine 

characteristics of the high-frequency portion of the audio content (i.e., characteristics of 

the bandwidth extension signal). However, the bandwidth extension 530 may also use the 

decoded representation 522 of the low-frequency portion, and/or the control information or 

auxiliary information or intermediate information 524 provided by the low-frequency 

decoder 520, to provide the bandwidth extension signal 532.

Thus, the decision between the usage of a blind bandwidth extension and a parameter- 

guided bandwidth extension effectively determines whether dedicated bandwidth 

extension parameters (which are typically not used by the low-frequency decoder 520 to 

provide the decoded representation of the low-frequency portion) are applied to obtain the 

bandwidth extension signal (which typically describes the high-frequency portion of the 

audio content represented by the encoded audio information).

To summarize the above, the audio decoder 500 may be configured to decide whether to 

obtain the bandwidth extension signal 532 using a blind bandwidth extension or using a 

parameter-guided bandwidth extension on a frame-by-frame basis (wherein a “frame” is 

an example of a portion of the audio content, and wherein a frame may, for example, 

comprise a duration between 10 ms and 40 ms, and may preferably have a duration of 

approximately 20 ms ± 2 ms). Thus, the audio decoder may be configured to switch 

between a blind bandwidth extension and a parameter-guided bandwidth extension with a 

very fine temporal granularity.

Also, it should be noted that the audio decoder 500 is typically capable to switch between 

a usage of a blind bandwidth extension and a parameter-guided bandwidth extension 

within a contiguous piece of audio content. Thus, the switching between the blind 

bandwidth extension and the parameter-guided bandwidth extension can be performed 

substantially at any time (naturally considering the framing) within a contiguous piece of 

audio content, to adapt the bandwidth extension to the (changing) characteristics of the 

different portions of a single piece of audio content.

As mentioned before, the audio decoder (preferably the control 540) may be configured to 

evaluate flags (for example, one single bit flag per frame) included in the encoded audio 

information 510 for different portions (for example frames) of the audio content, to decide 

whether to use a blind bandwidth extension or a parameter-guided bandwidth extension. 

In this case, the control 540 can be kept very simple, at the expense that a signaling flag 
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must be included in the encoded audio information for each portion of the audio content. 

Alternatively, however, the control 540 may be configured to decide whether to use a blind 

bandwidth extension or a parameter-guided bandwidth extension on the basis of the 

encoded representation of the low-frequency portion (which may include the usage of the 

control information or auxiliary information or intermediate information 524 derived by the 

low-frequency decoder 520 from said encoded representation of the low-frequency 

portion, and which may also include the usage of the decoded representation 522, which 

is derived from the encoded representation of the low-frequency portion by the low- 

frequency decoder 520) without evaluating a (dedicated) bandwidth extension mode 

signaling flag. Thus, a switching between the blind bandwidth extension and the 

parameter-guided bandwidth extension can be performed even without a signaling 

overhead in the bitstream.

The audio decoder (or the control 540) may be configured to decide whether to use a 

blind bandwidth extension or a parameter-guided bandwidth extension on the basis of one 

or more features of the decoded representation of the low-frequency portion. Such 

features, like, for example, a spectral tilt information, a zero-crossing rate information, or 

the like, may be either extracted from the decoded representation 522 of the low- 

frequency portion, or may be signaled by the control information/auxiliary 

information/intermediate information 524. For example, the audio decoder (or the control 

540) may be configured to decide whether to use a blind bandwidth extension or a 

parameter-guided bandwidth extension on the basis of quantized linear prediction 

coefficients (which may, for example, be included in the control information/auxiliary 

information/intermediate information 524) and/or in dependence on time domain statistics 

of the decoded representation 522 of the low-frequency portion.

In the following, some concepts how to achieve the bandwidth extension will be described. 

For example, the bandwidth extension may be configured to obtain the bandwidth 

extension signal 532 using one or more features of the decoded representation 522 of the 

low-frequency portion and/or one or more parameters of the low-frequency decoder 520 

(which may be signaled by the control information/auxiliary information/intermediate 

information 524) for temporal portions of the (input) audio content for which no bandwidth 

extension parameters are included in the encoded audio information. Thus, the bandwidth 

extension 530 may perform a blind bandwidth extension, which is based on the idea to 

conclude from the decoded representation of the low-frequency portion to the high- 

frequency portion of the audio content represented by the encoded audio information. For 
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example, bandwidth extension 530 may be configured to obtain the bandwidth extension 

signal 532 using a spectral centroid information, and/or using an energy information, 

and/or using (for example, coded) filter coefficients for temporal portions of the input audio 

content for which no bandwidth extension parameters are included in the encoded audio 

information 510. Accordingly, a good blind bandwidth extension can be achieved.

However, different blind bandwidth extension concepts may naturally also be applied.

However, the bandwidth extension may be configured to obtain the bandwidth extension 

signal 532 using bitstream parameters describing a spectral envelope of a high-frequency 

portion for temporal portions of the audio content for which bandwidth extension 

parameters are included in the encoded audio information. In other words, the parameter- 

guided bandwidth extension may be performed using bitstream parameters describing the 

spectral envelope of the high-frequency portion. The bitstream parameters describing the 

spectral envelope of the high-frequency portion may support the parameter-guided 

bandwidth extension (which may, nevertheless, additionally rely on some or all of the 

quantities used by the blind bandwidth extension).

For example, it has been found that the bandwidth extension should preferably be 

configured to evaluate between three and five bitstream parameters describing intensities 

of high-frequency signal portions having bandwidths between 300 Hz and 500 Hz, in order 

to obtain the bandwidth extension signal. The usage of such a comparatively small 

number of bitstream parameters does not substantially increase the bitrate but still brings 

along a sufficient improvement of the bandwidth extension in the case of “difficult” signal 

portions, such that the quality achievable by the thus guided bandwidth extension for 

“difficult” signal portions is comparable to the quality obtainable for “easy” signal portions 

using the blind bandwidth extension (wherein “difficult” signal portions are signal portions 

for which blind bandwidth extension would not result in a good or acceptable audio quality, 

while “easy” signal portions are signal portions for which blind bandwidth extension brings 

along sufficient results).

Accordingly, it is preferred that the between three and five bitstream parameters 

describing intensities of high-frequency signal portions having bandwidths between 300 

Hz and 500 Hz are scalar quantized with two or three bits resolution, such that there are 

between 6 and 15 bits of bandwidth extension spectral shaping parameters per frame. It 

has been found that such a low bitrate of the bandwidth extension information is already 
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sufficient to obtain a reasonably good bandwidth extension in the case of “difficult” 

portions of the audio content.

Optionally, the bandwidth extension 530 may be configured to perform a smoothing of 

energies of the bandwidth extension signal when switching from blind bandwidth 

extension to parameter-guided bandwidth extension and/or when switching from 

parameter-guided bandwidth extension to blind bandwidth extension. Accordingly, 

discontinuities in the spectral shape when switching between blind bandwidth extension 

and parameter-guided bandwidth extension are reduced. For example, the bandwidth 

extension may be configured to dampen a high-frequency portion of the bandwidth 

extension signal for a portion of the audio content to which a parameter-guided bandwidth 

extension is applied following a portion of the audio content to which a blind bandwidth 

extension is applied. Also, the bandwidth extension may be configured to reduce a 

damping for a high-frequency portion of the bandwidth extension signal (i.e., to somewhat 

emphasize a high-frequency portion of the bandwidth extension signal) for a portion of the 

audio content to which a blind bandwidth extension is applied following a portion of the 

audio content to which a parameter-guided bandwidth extension is applied. However, a 

smoothing may also be performed by any other operation which reduces discontinuities of 

the spectral shape of the high-frequency portion when switching between bandwidth 

extension modes. Thus, an audio quality is improved by reducing artifacts.

To conclude, the audio decoder 500 allows for a good quality decoding of an audio 

content both in the case that a bandwidth extension information is provided in the 

encoded audio information and for the case that no bandwidth extension information is 

provided in the encoded audio information. The audio decoder can switch between a blind 

bandwidth extension and a parameter-guided bandwidth extension with fine temporal 

granularity (for example, on a frame-by-frame basis) wherein artifacts are kept small.

5. Method for Providing an Encoded Audio Information on the Basis of an Input Audio 

Information, According to Fig. 6

Fig. 6 shows a flowchart of a method 600 for providing an encoded audio information on 

the basis of an input audio information. The method 600 comprises encoding 610 a low- 

frequency portion of the input audio information to obtain an encoded representation of 

the low-frequency portion. The method 600 also comprises providing 620 bandwidth 
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extension information on the basis of the input audio information, wherein bandwidth 

extension information is selectively included into the encoded audio information in a 

signal-adaptive manner.

It should be noted that the method 600 according to Fig. 6 can be supplemented by any of 

the features and functionalities described herein with respect to the audio encoder (and 

also with respect to the audio decoder).

6. Method for Providing a Decoded Audio Information According to Fig, 7

Fig. 7 shows a flowchart of a method for providing a decoded audio information, according 

to an embodiment of the invention. The method 700 comprises decoding 710 an encoded 

representation of a low-frequency portion to obtain a decoded representation of the low- 

frequency portion. The method 700 also comprises obtaining 720 a bandwidth extension 

signal using a blind bandwidth extension for portions of an audio content for which no 

bandwidth extension parameters are included in the encoded audio information. 

Furthermore, the method 700 comprises obtaining 730 the bandwidth extension signal 

using a parameter-guided bandwidth extension for portions of the audio content for which 

bandwidth extension parameters are included in the encoded audio information.

It should be noted that the method 700 according to Fig. 7 can be supplemented by any of 

the features and functionalities described herein with respect to the audio decoder (and 

also with respect to the audio encoder).

7. Encoded Audio Representation According to Fig. 8

Fig. 8 shows a schematic illustration of an encoded audio representation 800 representing 

an audio information.

The encoded audio representation (also designated as encoded audio information) 

comprises an encoded representation of a low-frequency portion of the audio information. 

For example, an encoded representation 810 of a low-frequency portion of an audio 

information is provided for a first portion of the audio information, for example, for a first 

frame of the audio information. Moreover, an encoded representation of a low-frequency 
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portion of the audio information is also provided for a second portion (for example a 

second frame) of the audio information. However, the encoded audio representation 800 

also comprises a bandwidth extension information, wherein the bandwidth extension 

information is included in the encoded audio representation in a signal-adaptive manner 

for some but not for all portions of the audio information. For example, a bandwidth 

extension information 812 is included for the first portion of the audio information. In 

contrast, no bandwidth extension information is provided for the second portion of the 

audio information.

To conclude, the encoded audio representation 800 is typically provided by the audio 

encoders described herein, and evaluated by the audio decoders described herein. 

Naturally, the encoded audio representation may be stored on a non-transitory computer- 

readable medium, or the like. Moreover, it should be noted that the encoded audio 

representation 800 may be supplemented by any of the features, information items, etc, 

described with respect to the audio encoder and the audio decoder.

8. Conclusions and Further Aspects

Embodiments according to the present invention address the problems of conventional 

bandwidth extension in very-low-bitrate audio coding and the shortcomings of the existing, 

conventional bandwidth extension techniques by proposing a “minimally guided” band

width extension as a signal-adaptive combination of a blind and a parameter-guided 

bandwidth extension which

• uses a guided bandwidth extension, i.e., transmits a few bits of side information 

per 20 ms (for example, per audio frame), only if the high-frequency content (for 

example, the high-frequency portion) of the input audio cannot be reconstructed 

well enough from the low-frequency audio (for example, the low-frequency portion 

of the audio content),

• uses a blind bandwidth extension, i.e., classical reconstruction of high-frequency 

components (for example, of a high-frequency portion) from low-frequency core 

features (for example, features of a reconstructed low-frequency portion) such as 

spectra! centroid, energy, tilt, encoded filter coefficients, otherwise,
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• exhibits very low computational complexity by utilizing scalar instead of vector 

quantization of the side information and by avoiding operations involving large 

amounts of data points, such as Fourier transforms and autocorrelation and/or 

filter computations,

• is robust with respect to input signal characteristics, i.e. is not optimized for 

particular input signals, such as adult speech in quiet environments, in order to 

work well on all types of speech as well as music.

The question which parameter(s) to transmit as side information in the guided bandwidth 

extension part of embodiments according to the present invention, and when to transmit 

the parameters, remains to be answered.

It was found that in wideband codecs such as AMR-WB, the spectral envelope of the high- 

frequency region above the core-coder region represents the most critical data necessary 

(or desirable) to perform bandwidth extension with adequate quality. All other parameters, 

such as spectral fine-structure and temporal envelope, can be derived from the decoded 

core signal quite accurately or are of little perceptual importance. The guided part of the 

minimally-guided bandwidth extension described here therefore only transmits the high- 

frequency spectral envelope as side information (for example, as bandwidth extension 

information). This aids in keeping the bandwidth extension side information rate low. 

Furthermore, it was discovered experimentally that blind bandwidth extensions provide 

sufficient, i.e., at least acceptable, quality on temporally stationary signal passages with a 

more or less pronounced low-pass character. Voiced speech, environmental noise and 

music sections without percussive instrumentation are common examples. In fact, most 

input to a wideband speech and audio coding system typically falls into this category.

Signal segments, however, whose instantaneous spectra exhibit a very different envelope 

in the high frequency region (for example, in the high-frequency portion) than in the low 

frequency (core-coder) region (or low-frequency portion) are, preferably, to be coded via a 

guided bandwidth extension transmitting a quantized representation of the high-frequency 

spectral envelope as side-information (for example, as bandwidth extension information). 

The reason is that on such spectral constitutions, blind bandwidth extensions are 

generally unable to predict the high-frequency spectral envelope progression from the 

core-signal envelope, as given by the coded filter coefficients or the spectrally shaped 

residual signal (also known as excitation in speech coders). Prominent examples are 

unvoiced speech, especially strong fricatives and affricatives like “s” or the German “z”, as 
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well as certain percussive sounds primarily in modem music. In embodiments according 

to the present invention, the guided bandwidth extension is thus only activated for such 

“unpredictable” high-frequency spectra.

A minimally guided bandwidth extension according to the present invention was 

implemented in the context of LD-USAC, a low-delay version of xHE-AAC, to extend the 

wideband-coded (WB-coded) signal bandwidth at 13.2 kbits/s from 6.4 to 8.0 kHz. On the 

encoder side, the blind/guided decision is computed per codec frame of 20 ms from the 

spectral tilt of the input signal on a perceptual frequency scale (an existing feature also 

used in the ACELP-coding path) as well as time-domain features like the change in zero

crossing rate of the input signal provided by an existing transient detector (which is also 

utilized for other coding mode decisions). More specifically, if the spectral tilt is positive, 

meaning the spectral energy tends to increase with increasing frequency, and above a 

specified threshold, and at the same time the zero-crossing rate has increased by a 

certain ratio or is above a certain threshold, meaning the current frame represents the 

start of or lies within a noisy waveform passage, then the guided bandwidth extension is 

chosen and signaled. Otherwise, the blind bandwidth extension is selected. Regarding the 

aforementioned thresholds, a simple hysteresis is further applied in order to reduce the 

probability of switching back and forth between guided and blind bandwidth extension. 

Once the guided bandwidth extension mode is adopted for a frame, the decision 

thresholds to be used in succeeding frames are lowered a bit so that the codec is more 

likely to remain in the guided mode. Once it has been decided to switch back to the blind 

mode, the original thresholds are reinstated, making it less likely for the bandwidth 

extension decision to toggle back to guided mode right away.

The remainder of the per-frame bandwidth extension procedure is summarized as follows:

1. If the bandwidth extension is in blind mode, transmit a “0" using one bit in the 

bitstream to signal this mode to the decoder. Optionally, do not transmit any bit 

and let the decoder identify the frame as using the blind bandwidth extension 

mode by a decoder-side analysis of the core signal.

2. If the bandwidth extension is in guided mode, transmit a “1” using one bit in the 

bitstream. Then the encoder computes four frequency gain indices, each covering 

400 Hz of the input signal, to allow for accurate spectral shaping of the 6.4 to 8 

kHz bandwidth extension region in the decoder. In a low-delay USAC realization, 
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each of the four indices is the result of a scalar quantization of one of the four 

bandwidth extension region QMF energies relative to the preceding QMF energy 

(or to the energy of the 4.8-6.4 kHz QMF spectrum, in case of the first bandwidth 

extension gain). Since a 2-bit mid-rise quantizer with a step-size of 2 dB is 

employed, the gains cover a value range of -3...3 dB and consume 8 bit per frame. 

This yields a total side-information of 9 bit per guided bandwidth extension frame 

or, optionally, 8 bit if excluding the signaling as in step 1.

3. In the corresponding decoder, the first bandwidth extension bit is read. If it is “0”, 

blind bandwidth extension is used, otherwise 8 more bits are read and the guided 

bandwidth extension is used. Optionally, reading of the first bandwidth extension 

bit is skipped (as this bit is not present in the bitstream), and the blind/guided 

decision is performed locally by core-signal analysis, as mentioned in step 1.

4. If the blind bandwidth extension mode was determined in the decoder, a bandwidth 

extension using only features of the decoded core signal is performed. This 

bandwidth extension essentially follows the bandwidth extension concept 

described in one of references [2], [3], [6] and [9] but in the QMF instead of the 

DFT domain and with only low-complexity features derived from the core QMF 

spectrum, e.g. spectral centroid/tilt.

5. If the guided bandwidth extension mode was selected in the decoder, the four 2-bit 

gain indices are inverse quantized into QMF energy gains and applied for spectral 

shaping of the QMF bandwidth extension region bands which are reconstructed as 

in step 4. In other words, a blind bandwidth extension is employed here as well, 

except that the spectral shaping is done via scale factors transmitted in the 

bitstream, instead of via scaling extrapolated from the core signal (which, as a 

result, constitutes a parameter-guided bandwidth extension).

6. When switching between blind and guided bandwidth extension from one frame to 

the next, a simple smoothing of the high-frequency energies is performed to 

minimize switching artifacts (high-frequency energy discontinuities) caused by the 

lowpass-like behavior of the blind bandwidth extension. The smoothing essentially 

works as a cross-fader between the blind and guided bandwidth extensions: a first 

guided bandwidth extension frame following some blind bandwidth extension 

frame(s) is damped a bit in its high-frequency region, while the high-frequency 
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damping of a first blind bandwidth extension frame after some guided bandwidth 

extension(s) is reduced a bit.

On typical telephonic speech content and popular music, experiments have shown that 

about 13% of all 20 ms frames are utilizing the guided bandwidth extension in LD-USAC. 

The average bandwidth extension side-information rate therefore amounts to roughly 2 bit 

per frame or 0.1 kbit/s. This is much less than the rates of (e)SBR (cf., for example, 

reference [8]) or any of the guided speech-coder bandwidth extensions referenced herein.

It shall further be noted that, as suggested as optional method in the step-by-step 

description earlier in this section, the 1-bit signaling of the bandwidth extension mode 

decision to the decoder can be avoided if both encoder and decoder can derive that 

decision from the core-coded signal in a bit-exact fashion. This can be achieved if the 

encoder selects the bandwidth extension mode based on some features derived from the 

locally decoded core signal, since this is the only signal available in the decoder. 

Assuming that no transmission error occurred in a certain frame and both encoder and 

decoder determine the bandwidth extension mode from exactly the same core-signal 

features (such as quantized LPC coefficients or time-domain statistics from the decoded 

residual signal like the zero-crossing rate, as noted above), the mode decision is identical 

in encoder and decoder.

Embodiments according to the invention overcome a certain quality dilemma in wideband 

codecs which can be observed at bitrates of 9-13 kbit/s. It has been found that, on the one 

hand, such rates are already too low to justify the transmission of even moderate amounts 

of bandwidth extension data, ruling out typical guided bandwidth extension systems with 1 

kbit/s or more of side-information. On the other hand, it has been found that a feasible 

blind bandwidth extension is found to sound significantly worse on at least some types of 

speech or music material due to the inability of proper parameter prediction from the core 

signal. It has been found that it is therefore desirable to reduce the side-information rate of 

a guided bandwidth extension scheme to a level far below 1 kbit/s, which allows its 

adoption even in very-low-bitrate coding. The approach, which is used in embodiments 

according to the invention, is to identify segments of typical input signals which are badly 

or sub-optimally reconstructed by blind bandwidth extension, and to transmit only for 

these segments the side-information necessary to improve the high-frequency 

reconstruction quality to an acceptable level (or at least a level which is in the range of the 

average blind bandwidth extension quality on that signal). In other words: parts of the 
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high-frequency input signal which are recreated reasonably well by a blind bandwidth 

extension should be coded with very little or no bandwidth extension side-information, and 

only passages on which a blind bandwidth extension would degrade the overall 

impression of the codec quality should have their high-frequency components reproduced 

by a guided bandwidth extension. Such a bandwidth extension design, which adjusts the 

side-information rate in a signal-adaptive fashion, is the subject of the present invention 

and is termed “minimally guided bandwidth extension”.

Embodiments according to the invention outperform multiple bandwidth extension 

approaches which have been documented in recent years (cf., for example, references

[1],  [2], [3], [4], [5], [6], [7], [8], [9] and [10]). In general, all of these are either fully blind or 

fully guided in a given operating point, regardless of the instantaneous characteristics of 

the input signal. Furthermore, all implementations of blind bandwidth extensions (cf., for 

example, references [1], [3], [4], [5], [9] and [10]) are optimized exclusively for speech 

signals and as such are unlikely to yield satisfactory quality on other input such as music 

(which is even noted in some publications). Finally, most of the conventional bandwidth 

extension realizations are relatively complex, employing Fourier transforms, LPC filter 

computations, or vector quantization of the side-information. This can cause a disad

vantage in the adoption of new coding technology in mobile telecommunication markets, 

given that the majority of mobile devices provide very limited computational power.

To further conclude, embodiments according to the invention create an audio encoder or a 

method for audio encoding or a related computer program as described above.

Further embodiments according to the invention create an audio decoder or method of 

audio decoding or a related computer program as described above.

Additional embodiments according to the invention create an encoded audio signal or a 

storage medium having stored the encoded audio signal as described above.

9. Implementation Alternatives

Although some aspects have been described in the context of an apparatus, it is clear that 

these aspects also represent a description of the corresponding method, where a block or 

device corresponds to a method step or a feature of a method step. Analogously, aspects 

described in the context of a method step also represent a description of a corresponding 
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block or item or feature of a corresponding apparatus. Some or all of the method steps 

may be executed by (or using) a hardware apparatus, like for example, a microprocessor, 

a programmable computer or an electronic circuit. In some embodiments, some one or 

more of the most important method steps may be executed by such an apparatus.

The inventive encoded audio signal can be stored on a digital storage medium or can be 

transmitted on a transmission medium such as a wireless transmission medium or a wired 

transmission medium such as the Internet.

Depending on certain implementation requirements, embodiments of the invention can be 

implemented in hardware or in software. The implementation can be performed using a 

digital storage medium, for example a floppy disk, a DVD, a Blu-Ray, a CD, a ROM, a 

PROM, an EPROM, an EEPROM or a FLASH memory, having electronically readable 

control signals stored thereon, which cooperate (or are capable of cooperating) with a 

programmable computer system such that the respective method is performed. Therefore, 

the digital storage medium may be computer readable.

Some embodiments according to the invention comprise a data carrier having elec

tronically readable control signals, which are capable of cooperating with a programmable 

computer system, such that one of the methods described herein is performed.

Generally, embodiments of the present invention can be implemented as a computer 

program product with a program code, the program code being operative for performing 

one of the methods when the computer program product runs on a computer. The 

program code may for example be stored on a machine readable carrier.

Other embodiments comprise the computer program for performing one of the methods 

described herein, stored on a machine readable carrier.

In other words, an embodiment of the inventive method is, therefore, a computer program 

having a program code for performing one of the methods described herein, when the 

computer program runs on a computer.

A further embodiment of the inventive methods is, therefore, a data carrier (or a digital 

storage medium, or a computer-readable medium) comprising, recorded thereon, the 

computer program for performing one of the methods described herein. The data carrier, 
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the digital storage medium or the recorded medium are typically tangible and/or non- 

transitionary.

A further embodiment of the inventive method is, therefore, a data stream or a sequence 

of signals representing the computer program for performing one of the methods 

described herein. The data stream or the sequence of signals may for example be 

configured to be transferred via a data communication connection, for example via the 

Internet.

A further embodiment comprises a processing means, for example a computer, or a 

programmable logic device, configured to or adapted to perform one of the methods 

described herein.

A further embodiment comprises a computer having installed thereon the computer 

program for performing one of the methods described herein.

A further embodiment according to the invention comprises an apparatus or a system 

configured to transfer (for example, electronically or optically) a computer program for 

performing one of the methods described herein to a receiver. The receiver may, for 

example, be a computer, a mobile device, a memory device or the like. The apparatus or 

system may, for example, comprise a file server for transferring the computer program to 

the receiver.

In some embodiments, a programmable logic device (for example a field programmable 

gate array) may be used to perform some or all of the functionalities of the methods 

described herein. In some embodiments, a field programmable gate array may cooperate 

with a microprocessor in order to perform one of the methods described herein. Generally, 

the methods are preferably performed by any hardware apparatus.

The apparatus described herein may be implemented using a hardware apparatus, or 

using a computer, or using a combination of a hardware apparatus and a computer.

The methods described herein may be performed using a hardware apparatus, or using a 

computer, or using a combination of a hardware apparatus and a computer.
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The above described embodiments are merely illustrative for the principles of the present 

invention. It is understood that modifications and variations of the arrangements and the 

details described herein will be apparent to others skilled in the art. It is the intent, 

therefore, to be limited only by the scope of the impending patent claims and not by the 

5 specific details presented by way of description and explanation of the embodiments 

herein.
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Claims

1. An audio encoder (100; 200) for providing an encoded audio information (112; 

212) on the basis of an input audio information (110; 210), the audio encoder comprising:

a low frequency encoder (120; 220) configured to encode a low frequency portion 

of the input audio information to obtain an encoded representation (122; 222) of the low 

frequency portion; and

a bandwidth extension information provider (130; 230) configured to provide bandwidth 

extension information (132; 232) on the basis of the input audio information;

wherein the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information in a signal-adaptive manner.

2. The audio encoder (100; 200) according to claim 1, wherein the audio encoder 

comprises a detector (240) configured to identify portions of the input audio information 

which cannot be decoded with a sufficient or desired quality on the basis of the encoded 

representation of the low-frequency portion, and using a blind bandwidth extension; and

wherein the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information for portions of the input audio information 

identified by the detector.

3. The audio encoder (100; 200) according to claim 1 or claim 2, wherein the audio 

encoder comprises a detector (240) configured to identify portions of the input audio 

information for which bandwidth extension parameters cannot be estimated on the basis 

of the low frequency portion with a sufficient or desired accuracy; and

wherein the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information for portions of the input audio information 

identified by the detector.
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4. The audio encoder (100; 200) according to one of claims 1 to 3, wherein the audio 

encoder comprises a detector (240) configured to identify portions of the input audio 

information in dependence on whether the portions are temporally stationary portions and 

in dependence on whether the portions have a low-pass character; and

wherein the audio encoder is configured to selectively omit an inclusion of 

bandwidth extension information into the encoded audio information for portions of the 

input audio information identified by the detector as temporally stationary portions having 

a low-pass character.

5. The audio encoder (100; 200) according to claim 4, wherein the detector is 

configured to identify portions of the input audio information in dependence on whether 

the portions comprise voiced speech, and/or in dependence on whether the portions 

comprise environmental noise, and/or in dependence on whether the portions comprise 

music without percussive instrumentation.

6. The audio encoder (100; 200) according to one of claims 1 to 5, wherein the audio 

encoder comprises a detector (240) configured to identify portions of the input audio 

information in dependence on whether a difference between a spectral envelope of a low 

frequency portion and a spectral envelope of a high frequency portion is larger than or 

equal to a predetermined difference measure; and

wherein the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information for portions of the input audio information 

identified by the detector.

7. The audio encoder (100; 200) according to claim 6, wherein the detector is 

configured to identify portions in dependence on whether the portions comprise unvoiced 

speech, and/or wherein the detector is configured to identify portions in dependence on 

whether the portions comprise percussive sounds.

8. The audio encoder (100; 200) according to one of claims 1 to 7, wherein the audio 

encoder comprises a detector (240) configured to determine a spectral tilt of portions of 

the input audio information, and to identify portions of the input audio information in 
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dependence on whether the determined spectral tilt is larger than or equal to a fixed or 

variable tilt threshold value; and

wherein the audio encoder is configured to selectively include bandwidth extension 

information into the encoded audio information for portions of the input audio information 

identified by the detector.

9. The audio encoder (100; 200) according to claim 8, wherein the detector is further 

configured to determine a zero crossing rate of portions of the input audio information, and 

to identify portions of the input audio information also in dependence on whether the 

determined zero crossing rate is larger than or equal to a fixed or variable zero crossing 

rate threshold value or in dependence on whether the zero crossing rate comprises a 

temporal change which exceeds a zero crossing rate change threshold value.

10. The audio encoder (100; 200) according to one of claims 2 to 9, wherein the 

detector (240) is configured to apply a hysteresis for identifying signal portions of the input 

audio information, to reduce a number of transitions between identified signal portions and 

not-identified signal portions.

11. The audio encoder (100; 200) according to one of claims 1 to 10, wherein the 

audio encoder is configured to selectively include parameters representing a spectral 

envelope of a high frequency portion of the input audio information into the encoded audio 

information in a signal-adaptive manner as the bandwidth extension information.

12. The audio encoder (100; 200) according to one of claims 1 to 11, wherein the low 

frequency encoder is configured to encode a low frequency portion of the input audio 

information, comprising frequencies up to a maximum frequency which lies in a range 

between 6 and 7 kHz, and

wherein the audio encoder is configured to selectively include into the encoded 

audio representation between three and five parameters describing intensities of high 

frequency signal portions having bandwidths between 300Hz and 500Hz.

13. The audio encoder (100; 200) according to claim 12, wherein the audio encoder is 

configured to selectively include into the encoded audio representation 4 scalar quantized 
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parameters describing intensities of four high frequency signal portions, the high 

frequency signal portions covering frequency ranges above the low frequency portion.

14. The audio encoder (100; 200) according to claim 12 or claim 13, wherein the audio 

encoder is configured to selectively include into the encoded audio representation a 

plurality of parameters describing a relationship between energies or intensities of 

spectrally adjacent frequency portions, wherein one of the parameters describes a ratio or 

difference between an energy or intensity of a first bandwidth extension high frequency 

portion and a low frequency portion, and wherein other of the parameters describe ratios 

or differences between energies or intensities of other bandwidth extension high 

frequency portions.

15. An audio decoder (400; 500) for providing a decoded audio information (412; 512) 

on the basis of an encoded audio information (410; 510), the audio decoder comprising:

a low frequency decoder (420; 520) configured to decode an encoded 

representation of a low frequency portion to obtain a decoded representation (422; 522) of 

the low frequency portion; and

a bandwidth extension (430; 530) configured to obtain a bandwidth extension signal (432; 

532) using a blind bandwidth extension for portions of an audio content for which no 

bandwidth extension parameters are included in the encoded audio information, and to 

obtain the bandwidth extension signal using a parameter-guided bandwidth extension for 

portions of the audio content for which bandwidth extension parameters are included in 

the encoded audio information.

16. The audio decoder (400; 500) according to claim 15, wherein the audio decoder is 

configured to decide whether to obtain the bandwidth extension signal using a blind 

bandwidth extension or using a parameter-guided bandwidth extension on a frame-by

frame basis.

17. The audio decoder (400; 500) according to claim 15 or claim 16, wherein the audio 

decoder is configured to switch between a usage of a blind bandwidth extension and a 

parameter-guided bandwidth extension within a contiguous piece of audio content.
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18. The audio decoder (400; 500) according to one of claims 15 to 17, wherein the 

audio decoder is configured to evaluate flags included in the encoded audio information 

for different portions of the audio content, to decide whether to use a blind bandwidth 

extension or a parameter-guided bandwidth extension.

19. The audio decoder (400; 500) according to one of claims 15 to 17, wherein the 

audio decoder is configured to decide whether to use a blind bandwidth extension or a 

parameter-guided bandwidth extension on the basis of the encoded representation of the 

low frequency portion without evaluating a bandwidth extension mode signaling flag.

20. The audio decoder (400; 500) according to claim 19, wherein the audio decoder is 

configured to decide whether to use a blind bandwidth extension or a parameter-guided 

bandwidth extension on the basis of one or more features of the decoded representation 

of the low frequency portion.

21. The audio decoder (400; 500) according to claim 19 or claim 20, wherein the audio 

decoder is configured to decide whether to use a blind bandwidth extension or a 

parameter-guided bandwidth extension on the basis of linear prediction coefficients and/or 

on the basis of time domain statistics of the decoded representation of the low frequency 

portion.

22. The audio decoder (400; 500) according to one of claims 15 to 21, wherein the 

bandwidth extension is configured to obtain the bandwidth extension signal using one or 

more features of the decoded representation of the low frequency portion and/or using 

one or more parameters of the low frequency decoder for temporal portions of the input 

audio content for which no bandwidth extension parameters are included in the encoded 

audio information.

23. The audio decoder (400; 500) according to one of claims 15 to 22, wherein the 

bandwidth extension is configured to obtain the bandwidth extension signal using a 

spectral centroid information and/or using an energy information, and/or using a tilt 

information, and/or using filter coefficients for temporal portions of the input audio content 

for which no bandwidth extension parameters are included in the encoded audio 

information.
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24. The audio decoder (400; 500) according to one of claims 15 to 23, wherein the 

bandwidth extension is configured to obtain the bandwidth extension signal using 

bitstream parameters describing a spectral envelope of a high frequency portion for 

temporal portions of the audio content for which bandwidth extension parameters are 

included in the encoded audio information.

25. The audio decoder (400; 500) according to claim 24, wherein the bandwidth 

extension is configured to evaluate between three and five bitstream parameters 

describing intensities of high frequency signal portions having bandwidths between 300Hz 

and 500Hz, in order to obtain the bandwidth extension signal.

26. The audio decoder (400; 500) according to claim 25, wherein the between three 

and five bitstream parameters describing intensities of high frequency signal portions, are 

scalar quantized with 2 or 3 bits resolution, such that there are between 6 and 15 bits of 

bandwidth extension spectral shaping parameters per audio frame .

27. The audio decoder (400; 500) according to one of claims 15 to 26, wherein the 

bandwidth extension is configured to perform a smoothing of energies of the bandwidth 

extension signal when switching from blind bandwidth extension to parameter-guided 

bandwidth extension and/or when switching from parameter-guided bandwidth extension 

to blind bandwidth extension.

28. The audio decoder (400; 500) according to claim 27, wherein the bandwidth 

extension is configured to dampen a high frequency portion of the bandwidth extension 

signal for a portion of the audio content to which a parameter guided bandwidth extension 

is applied following a portion of the audio content to which a blind bandwidth extension is 

applied; and

wherein the bandwidth extension is configured to reduce a damping or to increase 

a level for a high frequency portion of the bandwidth extension signal for a portion of the 

audio content to which a blind bandwidth extension is applied following a portion of the 

audio content to which a parameter guided bandwidth extension is applied.
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29. A method (600) for providing an encoded audio information on the basis of an 

input audio information, the method comprising:

encoding (610) a low frequency portion of the input audio information to obtain an 

encoded representation of the low frequency portion; and

providing (620) bandwidth extension information on the basis of the input audio 

information;

wherein bandwidth extension information is selectively included into the encoded 

audio information in a signal-adaptive manner.

30. A method (700) for providing a decoded audio information on the basis of an 

encoded audio information, the method comprising:

decoding (710) an encoded representation of a low frequency portion to obtain a 

decoded representation of the low frequency portion; and

obtaining (720) a bandwidth extension signal using a blind bandwidth extension for 

portions of an audio content for which no bandwidth extension parameters are included in 

the encoded audio information, and

obtaining (730) the bandwidth extension signal using a parameter-guided bandwidth 

extension for portions of the audio content for which bandwidth extension parameters are 

included in the encoded audio information.

31. A computer program for performing the method according to claim 29 or claim 30 

when the computer program runs on a computer.

32. An encoded audio representation (800) representing an audio information, the 

encoded audio representation comprising:
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an encoded representation (810, 820) of a low frequency portion of the audio 

information; and

a bandwidth extension information (812);

5

wherein the bandwidth extension information is included in the encoded audio 

representation in a signal adaptive manner for some but not for all portions of the audio 

information.
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