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oi site 6 t from one or more sites associated with one or more organizations. In 
MB an embodiment, deduplication of backup data across multiple sites of 

an organization and/or multiple sites associated with different organiza
°" tions may be supported. In an embodiment, backup data may be post

processed in the cloud to insert fingerprints corresponding to data blocks 

Other Org ICloud that did not change since a previous backup was performed, to scan the 
"c' backup for security threats such as viruses, other malware, personally 

identifiable information, etc. In an embodiment, restore may be support
- ed from the cloud, where restore blocks may be larger than backup data 

blocks. In another embodiment, restore may be based on blocks that have 
changed since the most recent backup (or a user-selected backup).  
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Title: Deduplication in a Cloud-Based Data Protection Service 

BACKGROUND 

5 Technical Field 

[0001] Embodiments described herein are related to a cloud-based data protection service.  

Description of the Related Art 

[0002] Existing data backup mechanisms for data centers generally require dedicated hardware 

and software installed locally in each data center. The hardware includes one or more backup 

10 servers, as well as the disk drives, tapes, or other media onto which the backup data will be stored.  

The hardware is dedicated for backup and thus sits idle during times that backup is not occurring.  

Additionally, the system must be designed to handle the "worst case" amount of backup, and thus 

is often over-provisioned for the typical daily backup tasks. Because the hardware is physically 

located in the data center, the over-provisioned system must be purchased by the organization that 

15 owns the data center, increasing costs to the organization.  

[0003] The software includes backup software that is installed on the local backup servers.  

Accordingly, it is the responsibility of the information technology (IT) professionals who staff a 

data center to maintain the software, determine when upgrades or patches need to be performed, 

perform those upgrades/patches, etc. There are significant on-going costs related to the 

20 maintenance of the backup system that must be borne by the organization.  

BRIEF DESCRIPTION OF THE DRAWINGS 

[0004] The following detailed description makes reference to the accompanying drawings, 

which are now briefly described.  

25 [0005] Fig. 1 is a block diagram illustrating one embodiment of a cloud-based data protection 

service.  

[0006] Fig. 2 is a block diagram illustrating one embodiment of a virtual machine (VM)-based 

data center.  

[0007] Fig. 3 is a block diagram illustrating one embodiment of a data base (DB)-based data 

30 center.  

[0008] Fig. 4 is a block diagram illustrating one embodiment of a file system-based data center.  

[0009] Fig. 5 is a block diagram illustrating the data protection service of Fig. 1 in greater 

detail for an embodiment.  

[0010] Fig. 6 illustrates an example of one embodiment of backup data structures generated by 

35 the data protection service.  
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[0011] Fig. 7 is a flowchart illustrating operation of one embodiment of a backup agent in the 

data center to perform a backup.  

[0012] Fig. 8 is an example of data generated by one embodiment of the backup agent.  

[0013] Fig. 9 is a flowchart illustrating operation of one embodiment of the backup service to 

5 perform a backup.  

[0014] Fig. 10 is a flowchart illustrating operation of one embodiment of the "restore and 

verify" block in Fig. 9.  

[0015] Fig. 11 is a flowchart illustrating operation of one embodiment of the "restore back to 

VM instance" block in Fig. 10.  

10 [0016] Fig. 12 is a block diagram illustrating scalability by launching multiple virtual machines 

when multiple backups are completing, for an embodiment.  

[0017] Fig. 13 is a block diagram illustrating one embodiment of file index data.  

[0018] Fig. 14 is a flowchart illustrating operation of one embodiment of a backup service for 

performing a restore from a backup to the data center.  

15 [0019] Fig. 15 is a flowchart illustrating operation of one embodiment of a backup agent for 

performing the restore operation.  

[0020] Fig. 16 is a flowchart illustrating operation of one embodiment of a file search in the 

file indexes.  

[0021] Fig. 17 is a block diagram illustrating an example of the result of a QCDA between tO 

20 and t1 for the illustrated blocks.  

[0022] Fig. 18 is a flowchart illustrating operation of one embodiment of the backup service 

for a change-based restore.  

[0023] Fig. 19 is a flowchart illustrating operation of one embodiment of the backup agent for 

a change-based restore.  

25 [0024] Fig. 20 is a block diagram of one embodiment of a computer accessible storage medium.  

[0025] Fig. 21 is a block diagram of one embodiment of a computer system.  

[0026] While embodiments described in this disclosure may be susceptible to various 

modifications and alternative forms, specific embodiments thereof are shown by way of example 

in the drawings and will herein be described in detail. It should be understood, however, that the 

30 drawings and detailed description thereto are not intended to limit the embodiments to the 

particular form disclosed, but on the contrary, the intention is to cover all modifications, 

equivalents and alternatives falling within the spirit and scope of the appended claims. The 

headings used herein are for organizational purposes only and are not meant to be used to limit the 

scope of the description. As used throughout this application, the word "may" is used in a 
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permissive sense (i.e., meaning having the potential to), rather than the mandatory sense (i.e., 

meaning must). Similarly, the words "include", "including", and "includes" mean "including, but 

not limited to." As used herein, the terms "first," "second," etc. are used as labels for nouns that 

they precede, and do not imply any type of ordering (e.g., spatial, temporal, logical, etc.) unless 

5 specifically stated.  

[0027] Within this disclosure, different entities (which may variously be referred to as "units," 

"circuits," other components, etc.) may be described or claimed as "configured" to perform one or 

more tasks or operations. This formulation-[entity] configured to [perform one or more tasks]

is used herein to refer to structure (i.e., something physical, such as an electronic circuit or a 

10 memory storing program instructions that are executable to implement the task). More specifically, 

this formulation is used to indicate that this structure is arranged to perform the one or more tasks 

during operation. A structure can be said to be "configured to" perform some task even if the 

structure is not currently being operated. Thus, an entity described or recited as "configured to" 

perform some task refers to something physical, such as a device, circuit, memory storing program 

15 instructions executable to implement the task, etc. This phrase is not used herein to refer to 

something intangible. Similarly, various units/circuits/components may be described as 

performing a task or tasks, for convenience in the description. Such descriptions should be 

interpreted as including the phrase "configured to." The term "configured to" is not intended to 

mean "configurable to." 

20 [0028] Reciting in the appended claims a unit/circuit/component or other structure that is 

configured to perform one or more tasks is expressly intended not to invoke 35 U.S.C. § 112(f) 

interpretation for that claim element. Accordingly, none of the claims in this application as filed 

are intended to be interpreted as having means-plus-function elements. Should Applicant wish to 

invoke Section 112(f) during prosecution, it will recite claim elements using the "means for" 

25 [performing a function] construct.  

[0029] As used herein, the term "based on" or "dependent on" is used to describe one or more 

factors that affect a determination. This term does not foreclose the possibility that additional 

factors may affect the determination. That is, a determination may be solely based on specified 

factors or based on the specified factors as well as other, unspecified factors. Consider the phrase 

30 "determine A based on B." This phrase specifies that B is a factor used to determine A or that 

affects the determination of A. This phrase does not foreclose that the determination of A may 

also be based on some other factor, such as C. This phrase is also intended to cover an embodiment 

in which A is determined based solely on B. As used herein, the phrase "based on" is synonymous 

with the phrase "based at least in part on." 
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[0030] This specification includes references to various embodiments, to indicate that the 

present disclosure is not intended to refer to one particular implementation, but rather a range of 

embodiments that fall within the spirit of the present disclosure, including the appended claims.  

Particular features, structures, or characteristics may be combined in any suitable manner 

5 consistent with this disclosure.  

[0031] This specification may use the words "a" or "an" to refer to an element, or "the" to refer 

to the element. These words are not intended to mean that there is only one instance of the element.  

There may be more than one in various embodiments. Thus, "a", "an", and "the" should be 

interpreted to mean "one or more" unless expressly described as only one.  

10 

DETAILED DESCRIPTION OF EMBODIMENTS 

Overview (Figs. 1-4) 

[0032] Figs. 1-4 provide an overview of a cloud-based data protection service. The data 

protection service may provide backup services, and in some embodiments may provide additional 

15 services. The additional services may include, but are not limited to, scanning backups for viruses, 

malware, personally identifiable information (PII), etc. Because the data protection service is 

provided and maintained in a public cloud, the organization may not be responsible for the costs 

and logistics of maintaining the backup service software (e.g. upgrades, bug patching, etc.).  

Additionally, the data protection service may be provided on-demand for the organization, and thus 

20 the inefficiencies of having on-site hardware and software to perform data protection may be 

eliminated. The data protection service may expand and contract capacity in the public cloud 

dynamically as warranted by the data protection requirements of the organization.  

[0033] The data protection service may provide a variety of data protections for an 

organization's data. The data protection service may include, for example, a backup service. The 

25 backup service may provide backups of organization data, based on backup policies assigned by 

the organization. The backup data may be stored in the public cloud. The backup data may be 

encrypted to protect the data from third party observation while stored in the public cloud or in 

transit between the public cloud and an organization's site. The backup data may also be 

compressed to reduce storage footprint and cost for storing the data in the public cloud. The 

30 reduced size of the backup data through compression may also reduce the network bandwidth 

consumed in transmitting the data to the public cloud.  

[0034] The data protection service may also provide other data protections, in various 

embodiments. For example, the data protection service may scan the backups for potential security 

threats. Malware scanning may be provided, for example. Generally, malware may be any 
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software that performs operations on a computer that are not intended or authorized by an 

organization that owns the computer. The operations have a malicious intent. That is, the 

operations may be intended to cause damage. The operations may generally be damaging to either 

the computer, other computers to which the computer is networked, or to the user of the computer 

5 (e.g. in the form of theft of personal information such as financial account information or personal 

data that may be used for identity theft). Malware may have a variety of forms. For example, 

viruses are a form of malware. A virus may be a program that causes destruction of data on the 

computer that is infected or that attempts to cause destruction of data on other computers to which 

the computer is networked. The virus may also be designed to propagate itself to other computers.  

10 Other types of malware may include ransomware, which encrypts the computer's data or otherwise 

renders the data unavailable to the user of the computer until a ransom fee is paid to the malware 

propagator. Malware may also include various forms of software that attempt to locate valuable 

data on a computer, such as financial account data or personally-identifiable information that may 

be used for identity theft. Other malware may monitor a user's interaction with the computer to 

15 attempt to identify and capture valuable data such as passwords, account numbers, etc. (e.g.  

spyware). Malware is typically installed using various forms of stealth or subterfuge such that the 

user is typically not aware that the malware is installed, at least until the malware is able to execute 

and cause damage. Thus, scanning for malware may protect the data from the effects of the 

malware and/or may permit recovery from previous uninfected backups when infection is detected.  

20 [0035] Another data protection service may be the detection of personally-identifiable 

information (P11) in the backup data. PI may include financial account information (e.g. credit 

card accounts, checking accounts, savings accounts, etc.), passwords, and other data that may be 

used to steal from a user directly. Other PI data may include data that identifies the user to third 

parties, and this may be used to impersonate the user to steal from the third parties (e.g. using 

25 identity theft to open credit accounts in the user's name, which may ultimately lead to credit losses 

when the user proves that they did not actually open the account). PI data that identifies the user 

to third parties may include any sort of government-issued identifier, such as social security 

numbers, driver's license numbers, passport numbers, etc. PI data may further include other data 

such as address information, phone numbers, email addresses, etc.  

30 [0036] Since the data protection service is located in the public cloud, it may generally be 

available to multiple organizations concurrently. That is, the data protection service may be multi

tenant, providing data protection services for the multiple organizations using the same instance of 

the service.  

[0037] Traditional on-site backup mechanisms implemented in the organization sites may 
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generally be designed with tradeoffs used to maximize performance in performing the backups.  

The data protection service, on the other hand, may be designed to further ensure cost efficiency.  

For example, there may be different classes of storage available in the public cloud, which may 

have different monetary costs associated with them. These costs may vary significantly, e.g. one 

5 type of storage may cost a multiple of another type of storage. Multiples may be on the order of 

6-8 times, for example, or even orders of magnitude. Similarly, there may be multiple mechanisms 

for obtaining computing resources in the public cloud, each of which may have an associated cost.  

When acquiring additional processing resources to satisfy demand, the data protection service may 

attempt to optimize the cost of the additional processing resources.  

10 [0038] The cloud-based data protection service may be scalable to high levels of demand, using 

the processing resources available in the cloud to dynamically expand as much as needed to provide 

the data protection to a given organization and/or the multiple tenants of the data protection service.  

Once the demand is satisfied, the processing resources may be released, scaling down to more 

minimal processing resources to continue operation at lower demand levels.  

15 [0039] Fig. 1 is a block diagram illustrating one embodiment of a data protection service 10 

located on a public cloud 12. The data protection service 10 may be configured to provide data 

protection for data generated at one or more sites of an organization. For example, a first 

organization may have sites 14A and 14B. Additionally, the first organization may have its own 

cloud account 20 within the public cloud 12, which may use cloud computing resources for 

20 execution of various applications used by the organization instead of executing those applications 

in an on-site data center. A second organization may have one or more sites such as a site 16, and 

a third organization may have one or more sites such as a site 18. The first, second, and third 

organizations may be tenants of the data protection service 10. In an embodiment, the first 

organization may also have an account a different public cloud (e.g. other public cloud 8, with 

25 OrgI cloud 28 belonging to the first organization). The other public cloud 8 may be provided by 

a different public cloud provider. The data protection service 10 may provide data protection 

services for the OrgI cloud 28 as well. Generally, a public cloud may be any cloud offered by an 

organization as a service for used by other organizations. In some cases, an organization or group 

of organizations may have a private cloud. While public cloud is used as an example herein, where 

30 appropriate, a private cloud or simply a cloud may be used.  

[0040] Each site for an organization may include a data center, such as the data center 22 shown 

in the organization site 14A. Thus, a site may generally include a physical location at which a data 

center belonging to the organization may be placed. A data center may include one or more 

computer systems ("servers") that execute software used by the organization, which may generate 

6
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data stored on one or more storage devices 24. The software may also be stored on the storage 

devices 24. The storage devices 24 may include any type of non-transitory computer data storage 

that is readable/writable by the computer. For example, the storage devices 24 may include one or 

more disk drives. The disk drives may be magnetically-based drives (e.g. "hard drives"), optically

5 based drives such as compact disk or digital video disk drives, solid state drives formed from 

various forms of integrated-circuit based non-volatile memory (e.g. flash memory), etc. The 

storage devices 24 may include other forms of memory, including volatile memory such as random 

access memory (static random access memory or "SRAM", dynamic random access memory or 

"DRAM", etc.). Any type and/or combination of storage devices may be used in various 

10 embodiments. Thus, a data center generally includes any configuration of computing resources 

that may be provided at a site to provide the any sort of computing services for users at that site.  

That is, a data center includes at least one computer (e.g. a server) and may include more than one 

computer or server, as well as one or more storage devices.  

[0041] The data center 22 may generally support access by various other devices at the site 

15 14A. For example, users may have various computers to access the data center 22 and execute the 

software to perform the user's function within the organization. Users computers may include 

laptops, desktops, tablet computers, mobile devices such as smart phones, or other computer 

systems that are networked to the data center's servers so that the users may invoke the software 

executed by the servers. Various examples of data centers 22 are shown in Figs. 2-4.  

20 [0042] In an embodiment, the data protection service 10 may employ a local agent in the 

organization sites 14A-14B, 16, and 18 (e.g. the local agent 26 illustrated in the organization site 

14A in Fig. 1). The local agent 26 may interact with the data protection service 10 to implement 

the data protections supplied by the data protection service 10. More particularly, the backup 

service may include a data path from the data center 22 to storage in the public cloud 12 and the 

25 data protection service 10, which may include the local agent 26. The local agent 26 may be 

installed by the organization's IT professionals when the organization registers with the data 

protection service 10. The data protection service 10 may generally be capable of automatically 

upgrading and maintaining the local agent 26 once installed, without the involvement of the 

organization's IT professionals, and thus may minimize the demands on the organization and its 

30 IT professionals. The local agent 26 may respond to requests from the data protection service 10 

to provide backup data from the data center 22.  

[0043] For example, the local agent 26 may be configured to determine which blocks of data 

have changed since a most recent backup, compress and encrypt the blocks, assemble the blocks 

in a format used by the data protection service 10, and write the assembled data to the public cloud 
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storage. The data protection service 10 may transmit messages to the local agent 26 to perform 

each of the above actions to update a given set of data from the storage devices 24.  

[0044] In an embodiment, the data protection service 10 may support deduplication of data 

blocks when the content of a given data block is already stored elsewhere within the public cloud 

5 12 by the data protection service 10 (e.g. in a different backup, a different backup from a different 

site, or even a different backup from a different organization, in various embodiments). Instead of 

storing another copy of the data block, the data protection service 10 may support a mechanism to 

track data block contents and store one copy of the data block, which may be referenced by multiple 

backups from different data sets from the site, different sites of an organization, etc. The local 

10 agent 26 may interact with the data protection service 10 to identify blocks for which the content 

is already stored by the data protection service 10 and to exclude those blocks from the backup 

data in favor of a reference to the already-stored data block. In one embodiment, one or both of 

fixed block deduplication and/or variable length deduplication may be supported. Additional 

details will be provided below.  

15 [0045] In an embodiment, the data protection service 10 may attempt to minimize the time that 

the local agent 26 is involved in the overall backup operation. The data protection service 10 may 

perform a variety of post-processing tasks after receiving the backup data from the local agent 26, 

effectively declaring the backup to be complete from the point of view of the organization while 

the data protection service 10 continues processing on the backup. The post-processing may 

20 include updating the backup metadata with data identifying the blocks that have not changed from 

the previous backup, for example. The post-processing may include restoring the backup and 

verifying the backup. The post-processing may include the malware scanning discussed 

previously. The post-processing may also include generation of a file index identifying various 

files within the backup data, to support file-level restores.  

25 [0046] In an embodiment, the data protection service 10 may support a restore of an entire 

backup data set or a file within the backup data set. When the entire backup data set is restored, 

the data protection service 10 may restore the backup data set using public cloud resources (e.g.  

assembling the data blocks from various incremental backups and/or from other backup data sets 

when deduplication is used). The data protection service 10 may compress and encrypt the data in 

30 restore blocks, which may be larger than the data blocks used for backup and deduplication 

detection. Better compression results may often be achieved with larger restore blocks, and since 

the data set may be viewed as sequential data it may be more efficient to use larger blocks. The 

restore blocks may be encrypted with a temporary key, which may be provided to the local agent 

26 to decrypt the blocks. The restore blocks may be placed in public cloud storage to be accessed 

8
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by the local agent 26.  

[0047] In one embodiment, the data protection service 10 may support a change-based restore 

based on the differences between the current state of the data set at the data center 22 and the 

backup from which the restore is being performed. Similar to the creation of an incremental 

5 backup, in which only the blocks that have changes since a previous backup are included in the 

incremental backup, the data protection service 10 may use the change tracking at the data center 

22 to determine which blocks were changed between the current state of the data set and the backup 

being restored. The change-based restore may obtain the blocks from the backup for each block 

that has changed, and restore only those blocks to the current data set. Blocks that have not been 

10 changed need not be assembled, stored in the cloud storage, and retrieved by the local agent 26.  

The change-based restore may result in the state of the data set being returned to the state at the 

time of the backup, without requiring that the complete data set to be copied.  

[0048] Generally, the public cloud 12 may include a set of computing resources and storage 

that are maintained by a third-party public cloud provider and are made available over a public 

15 network (such as the Internet) to users of the public cloud 12 on an as-needed basis for a fee. There 

are a variety of public cloud providers. For example, Amazon Web Services (AWS), provided by 

Amazon, Inc. (Seattle, WA) is a public cloud 12. Other examples include the Azure service 

provided by Microsoft Corporation (Redmond, WA), Oracle cloud provided by Oracle Corporation 

(Redwood City, CA), Google Cloud by Google LLC (Mountain View, CA), etc. Any public cloud 

20 provider may be used. The other public cloud 8 may be any of the public cloud providers above, 

except that the provider of the other public cloud 8 may be different from the public cloud 12.  

[0049] The data protection service 10 may execute on the public cloud 12, using the public 

cloud's computing resources to perform the data protection service and using the public cloud's 

storage to store backup data for the organizations served by the data protection service 10. That 

25 is, the data protection service 10 may be provided by an organization other than the organization 

that owns the public cloud, and the organization providing the data protection service 10 may be a 

different organization for the organizations that own the sites 14A-14B, 16, and 18.  

[0050] A given organization (e.g. the organization that owns the sites 14A-14B) may also have 

a cloud account in the public cloud 12 (e.g. the orgI cloud 20 in Fig. 1). The organization may 

30 have various software that is executed using the public cloud computing resources, and which may 

have data stored in the public cloud 12 as well. The data protection service 10 may be configured 

to backup data from the organization's cloud 20 as well. For example, the public cloud 12 may 

support an application programming interface (API) that permits access to the data within a given 

cloud account by another cloud account. The organization may permit the data protection service 

9
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10 to use the API to capture data from the cloud account for backup. For example, the AWS cloud 

may support an identity and access management (IAM) Role that permits data access, and the 

organization may grant permissions through the IAM Role to permit the data protection service 10 

to backup data from the organization cloud 20. Particularly, the IAM Role may be used to list 

5 virtual machines that are in the organization cloud 20, take snapshots of the virtual machines, and 

copy the snapshot data.  

[0051] In the case of the other public cloud 8, a similar mechanism to the local agent 26 may 

be used to capture data from the organization's cloud 28. That is, the organization's IT professional 

may install a local agent in the organization's cloud 28, which may receive messages from the data 

10 protection service 10 to back up data from the organization's cloud 28. Both the OrgI cloud 20 

and the OrgI cloud 28 may generally be viewed as sites from which backups may be performed 

by the data protection service 10. In one embodiment, a local agent may only have permission to 

write its own backup data and may not have permission to read/write other customer data. After 

the backup data is written, the local agent may not have permission to read the backup data. In an 

15 embodiment, a restore may be initiated from the data protection service 10, and the data protection 

service 10 may preprocess the backup data and create a restore copy of the backup data that the 

local agent may have permission to access. The restore copy may be automatically deleted after 

some period of time. The restore copy is encrypted and compressed and thus only the local agent 

responsible for the restore may have the plaintext key to decrypt the restore copy for the purpose 

20 of restore.  

[0052] The data protection service 10 is configured to store data for different entities or groups 

of entities, referred to as organizations herein. That is, as mentioned above, the data protection 

service 10 is multi-tenant. The data protection service 10 associates the data for each tenant, or 

organization, with identifying information, which is referred to herein as an organization ID or 

25 OrgID. The OrgID permits the data protection service 10 to distinguish data of different tenants 

and, when appropriate, keep the data corresponding to a particular OrgID separate from data 

corresponding to other OrgIDs.  

[0053] The data protection service 10 allows new tenants or organizations to be established, 

30 each with its own OrgID. The data of a tenant or organization within the data protection service 

10 is all data that is associated with the OrgID for that tenant or organization. Accordingly, the 

concept of a tenant or organization is an expansive one, referring to any entity that has requested 

or established that the data protection service 10 should treat a set of data as distinct from other 

data being handled by the data protection service 10 (i.e., data having a different OrgID).  
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[0054] It should be noted that the legal status or composition of a tenant or organization is not 

relevant to the data protection service 10. The data protection service 10 receives requests to 

create accounts for organizations, establishes OrgIDs for those organizations, receives data 

associated with those OrgIDs, and then proceeds to perform data protection for that data, regardless 

5 of who the tenants or organizations are.  

[0055] In some cases, an organization is a legal entity such as a corporation, and the data 

protection service 10 identifies all data for that legal entity with a single OrgID. In other cases, an 

organization might be a subdivision of a legal entity (e.g., the accounting department of a 

corporation). Some entities may establish multiple OrgIDs with the data protection service 10 for 

10 different portions of the entity (e.g., an accounting department, a sales department, and an 

engineering department might each have separate OrgIDs). In general, an entity may choose to set 

up one or more OrgIDs for its data, according to that entity's needs and/or desires. For example, 

a particular entity might choose to set up different OrgIDs for different virtual machines, 

filesystems, or other divisions of data at one or more of its data sites. Alternately, each site owned 

15 by an entity could be a different organization with the data protection service 10, or groups of sites 

may be a single organization (e.g. sites within a geographic region).  

[0056] However, an organization does not need to correspond to a single business entity, or 

portion thereof Multiple legal entities might choose to protect their collective data with the data 

service 10 under a single OrgID. Non-business entities may be organizations in the context of the 

20 data protection service 10. Thus, groups of individuals or even a single individual may be an 

organization that stores data with the data protection service 10.  

[0057] While OrgIDs within the data protection service 10 are necessarily unique, in some 

cases OrgIDs may have a format that permits the data protection service 10 and/or other services, 

programs, etc. to understand that certain OrgIDs have some relationship to one another. As noted 

25 above, a corporation might wish to establish different OrgIDs for different portions of the company.  

If the OrgID has a format <entity><subdivision> or the like, this would allow each of these portions 

to have the same <entity> value for the OrgID, but still have a unique overall OrgID within the 

data protection service 10 because the <subdivision> value would vary for each portion of that 

entity. This formatting might help facilitate certain types of functionality by the data protection 

30 service 10. In other implementations, however, each OrgID may be unique and have no discernible 

relationship to any other OrgID within the data protection service 10.  

[0058] Fig. 2 is a block diagram of one embodiment of an organization site 14A in which the 

data center 22 is a virtual machine data center. In this embodiment, the data center includes 

multiple virtual machine (VM) servers such as servers 30A-30B and a virtual center (VC) 32 that 
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manages the execution of virtual machines on the VM servers 30A-30B. That is, the VC 32 may 

schedule various virtual machines for execution on the VM servers 30A-30B (e.g. virtual machines 

34A-34B in Fig. 2, and a virtual machine 36 including the local agent 26).  

[0059] The VM servers 30A-30B may be computer systems that execute the virtual machine 

5 server software and supports the execution of virtual machines. For example, the VM servers 30A

30B may execute the ESX virtual machine software supplied by VMWare Inc., a subsidiary of Dell 

Technologies Inc. (Round Rock, TX). Other virtual machine software from other vendors (e.g.  

Oracle, Microsoft, etc.) may be used. The VC 32 may be executed by the VM servers 30A-30B or 

a separate server that is dedicated to the VC 32, in various embodiments.  

10 [0060] A virtual machine may be an emulation of a computer system. Any set of virtual 

hardware may be defined for the virtual machine (e.g. numbers of processors, clusters or 

processors, peripheral devices, etc.). When the virtual machine is executed on one of the VM 

servers 30A-30B, the virtual hardware may be mapped to the physical hardware in the VM server 

30A-30B under the control of the VM server software. If there are devices in the virtual machine 

15 that do not exist in the VM servers 30A-30B, such devices may be software-emulated.  

[0061] Each virtual machine may include at least one virtual disk, and a given virtual machine 

may have more than one virtual disk. For example, the virtual machine 34A in Fig. 2 includes two 

virtual disks vdl and vd2 (reference numerals 38A-38B in Fig. 2), and the virtual machine 34B 

includes one virtual disk vd3 (reference numeral 38C in Fig. 2). The virtual disks may store the 

20 operating system executed by the virtual machine, as well as the application software that is needed 

by the user of the virtual machine. The virtual disks may further store various data generated by 

the user via execution of the software (or used by the user during execution of the software). Each 

user in the organization and at the site 14A may have a virtual machine that the user executes to 

perform that user's function in the organization. The user may have a computer that interfaces to 

25 the data center 22 and invokes the virtual machine, and the computer's display may be driven by 

the output of the virtual machine, so it appears to the user as if the computer is executing the 

application software used by the user. However, the software may actually be executed within the 

virtual machine, that is hosted on the VM server 30A-30B (time shared with other virtual machines 

as needed).  

30 [0062] The virtual machine may be described by one or more configuration files (not shown) 

which may be stored on the storage 24. Additionally, each virtual disk 38A-38C is stored as a 

respective file 40A-40C on the storage 24. Accordingly, a backup of the virtual machine may 

include the configuration file(s) and the virtual disk files that correspond to the virtual machine.  

[0063] The contents of the virtual disk file 40A-40C may be the blocks of data stored on the 
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virtual disk. Logically, the blocks may be stored in order from offset zero at the beginning of the 

virtual disk file to the last offset on the virtual disk at the end of the file. For example, if the virtual 

disk is 100 megabytes (MB), the virtual disk file is 100 MB in size with the byte at offset 0 logically 

located at the beginning of the file and the byte at offset 100 MB at the end of the file. Theactual 

5 physical layout of blocks in the file may be different, and there may be more than one file 

representing a virtual disk. There may be levels of indirection between the logical order of blocks 

on the virtual disk and the physical placement of the blocks in one or more files representing the 

virtual disk. There may be multiple physical formats for the virtual disk file, and the virtual 

machine may choose physical formats as desired for efficiency and/or performance of the virtual 

10 machine. In an embodiment, the virtual machine may manage the physical placement and retrieval 

of blocks. The local agent 26 may request logical blocks from the virtual machine and the virtual 

machine may return the blocks from the virtual disk file or files.  

[0064] The local agent 26 executes within a virtual machine 36 as well, in this embodiment.  

The local agent 26 may be able to communicate with the VC 32 when the virtual machine 36 is 

15 scheduled, in order to discover the other virtual machines 34A-34B at the site 14A, to request 

snapshots of the virtual machines 34A-34B, to read data from the virtual disk files 40A-40C and 

VM configuration files to make backups, etc. Additional details will be provided further below 

for some embodiments.  

[0065] Fig. 3 is a block diagram of one embodiment of an organization site 14A in which the 

20 data center 22 is a database system. In this embodiment, the data center 22 includes multiple 

database (DB) servers such as servers 50A-50B. Each DB server 50A-50B may host one or more 

databases, and the data in those databases may be stored on the storage 24. Each DB server 50A

50B may have one or more DB data structures stored on the storage 24. For example, the DB data 

structures 54A may be the database data managed by the DB server 50A, and the DB data structures 

25 54B may be the database data managed by the DB server 50B. The DB server 50A-50B that hosts 

a given database may receive various transactions to be performed on the given database from 

users at the site 14A, and may coordinate updates and queries represented in the transactions. The 

database data structures 54A-54B may include various tables that may be indexed by various keys 

and may be relational or non-relational constructs, object-oriented constructs, etc.  

30 [0066] The local agent 26 may communicate with the DB servers 50A-50B to back up the DB 

data structures 54A-54B. For example, the local agent 26 may request that the DB server 50A

50B temporarily stop accepting new transactions for a given database, complete any outstanding 

transactions, and snapshot the DB data structures 54A-54B for the data protection service 10 to 

back up.  

13



WO 2020/223103 PCT/US2020/029511 

[0067] Fig. 4 is a block diagram of one embodiment of an organization site 14A in which the 

data center 22 is a file system that is accessible to other user devices in the site 14A. In this 

embodiment, the data center 22 includes multiple file servers such as servers 60A-60B and file 

system control software 62 that executes on the file servers 60A-60B and provides access the file 

5 system. Users may access and update data on the storage 24 via file system commands presented 

to the file system 62, under control of various permissions assigned to the users. Any type of file 

system may be used, such as the virtual machine file system (VMFS) that is used by the VMWare 

virtual machine system, the network file system (NFS), the Andrew file system (AFS), various 

Windows@ operating system filesystems such as file allocation table (FAT) or NT filesystem, the 

10 Apple file system used by Apple computers and mobile devices, etc. The file system data and 

metadata 64 may be the data to be backed up by the data protection service 10 in this embodiment.  

[0068] The local agent 26 may communicate with the file system 62 to back up the file system 

data/metadata 64. For example, the local agent 26 may request that the file system 62 temporarily 

stop file system updates and close files to create a coherent copy of the file system, which may be 

15 snapshotted for the data protection service 10 to back up. The filesystem 62 may resume accepting 

file updates after the snapshot has occurred and/or after the backup is complete, in various 

embodiments.  

[0069] For the remainder of this disclosure, the virtual machine-based data center illustrated in 

Fig. 2 will be used an example. However, many of the features of the data protection service 10 

20 apply equally to database or file system embodiments as well, and such embodiments are 

contemplated within the spirit of this disclosure.  

Example Data Protection Service (Fig. 5) 

[0070] Fig. 5 is a block diagram illustrating an embodiment of the data protection service 10 

and the local agent 26 in greater detail. The public cloud 12 is shown separate from the data 

25 protection service 10 in Fig. 5 to illustrate certain services and storage that are part of the public 

cloud 12 but used by the data protection service 10. However, the data protection service 10 itself 

executes in the public cloud 12 as previously discussed, using cloud computing resources.  

[0071] In the illustrated embodiment, the data protection service 10 includes an inventory 

service 70, a scheduler service 72, a policy manager service 74, an edge service 76, a catalog 

30 service 78, a backup service 80, a finger print query (FPQ) service 98, an Li merge (L M) service 

96, a task manager 99, a user interface (UI) backend 92, and a UI server 93. The local agent 

includes an edge client 82, a backup agent 84, and an inventory agent 86. The public cloud 12 

includes a key management service 88 and an object storage 90. Some of the services in the data 

protection service 10 include corresponding storage, such as the inventory service 70 (storage 70a), 
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the policy manager service 74 (storage 74a), the catalog service 78 (storage 78a), the backup 

service 80 (storage 80a) and the FPQ service 98 (storage 98a). The storage 70a, 74a, 78a, 80a, and 

98a may be block storage supported by the public cloud 12 (e.g. elastic block store, or "EBS" in 

the AWS public cloud). The block storage may support a block-based storage and access 

5 mechanism, similar to the access model for disk drives and the like. The object storage 90 (e.g.  

simple storage service, or "S3" storage in the AWS public cloud) supports an object-based storage 

model in which objects may be placed in the storage ("put") and read from the storage ("get") as 

complete objects.  

[0072] The block storage may be random access, lower latency storage than the object storage 

10 90, but may also cost more in fees paid to the public cloud provider that provides the public cloud 

12. For example, in an embodiment the expense of the block storage may be 6-8 times the expense 

of the object storage 90. Accordingly, for data that may not be required to be accessed quickly 

and/or for data that is to be retained for long periods of time but infrequently accessed, such as the 

backup data, the object storage 90 may be used. Data that may be accessed more frequently and/or 

15 data for which low latency is needed to support performance may be stored on the block storage.  

[0073] An IT professional with an organization may use a UI server 93 to interact with the data 

protection service 10. For example, the UI server 93 may be connected to a well-known endpoint 

address, such as a universal resource locator (URL) of the website of the organization that owns 

the data protection service 10 (the "data protection organization"). The IT professional may 

20 connect to the UI server 93 with, e.g., a web browser running on the IT professional's computer or 

in the IT professional's virtual machine. The UI server 93 may provide content to the browser to 

display to the IT professional, permitting the IT professional to configure the data protection 

service 10 as desired for the organization. The browser/UI server 93 may serve as a "single pane 

of glass" for interaction between the IT professional and the data protection service 10, simplifying 

25 the configuration and maintenance of the data protection for the organization. The UI server 93 

may communicate with the UI backend 92 to interact with the data protection service 10 (and 

various services within the data protection service 10, e.g. as illustrated in Fig. 5). In an 

embodiment, the data protection organization may publish a set of public application programming 

interfaces (APIs) that may be used by scripts or other programs invoked by the IT professional to 

30 implement the various operations described herein. A combination of APIs and interaction with 

the UI server 93 may be used in various embodiments.  

[0074] Initially, the IT professional may use the UI server 93 to register for the data protection 

service 10, creating an account with the data protection organization. As part of the registration, 

the UI server 93 may prompt the IT professional to download the local agent 26 and install the 
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local agent 26 in the data center 22 (and any other data centers at other sites corresponding to the 

organization, as desired). The UI server 93 may also provide a token that uniquely identifies the 

site (e.g. the site 14A). When the IT professional installs the local agent 26, the installation 

procedure may request the token, which is provided by the local agent 26 to the data protection 

5 service 10. Once the local agent 26 is installed, the IT professional may largely be relieved of 

responsibility to keep the data protection service 10 updated. The data protection service 10 itself, 

including the various services shown in Fig. 5, may be upgraded on the public cloud 12 and need 

not involve the organization's sites or any installation there. Additionally, in an embodiment, the 

edge service 76/edge client 82 may cooperate to upgrade the backup agent 84 and the inventory 

10 agent 86, as needed. In an embodiment, most of the edge client 82 may be upgradeable via the 

edge service 76 as well. There may be a small section of code that actually updates the code within 

the local agent 26 that may require manual upgrade. In such cases, the IT professional may be 

notified to reinstall the local agent 26. However, it is expected that such upgrades will be 

infrequent.  

15 [0075] A set of message queues 94A-94B may be provided to facilitate communication 

between the local agent 26 and the data protection service 10. The message queue 94A may be a 

"down queue" that receives messages from the data protection service 10 for the local agent 26, 

while the message queue 94B may be an "up queue" that may carry messages from the local agent 

26 to the data protection service 10. The local agent 26 (and more particularly the clients/agents 

20 82, 84, and 86) may be configured to poll the message queue 94A for messages directed to each 

client/agent, and may be configured to write the message queue 94B with any messages being 

provided to the data protection service 10. Thus, communication with the local agent 26 may be 

sourced, in each case, by the local agent 26, which may comply with firewall/security rules of the 

organization (as compared to the messages from the data protection service 10 being pushed 

25 through from the message queue 94A, for example). In an embodiment, each client/agent 82, 84, 

and 86 may have a separate set of message queues 94A-94B, and thus the message queues 94A

94B as illustrated in Fig. 5 may represent multiple up queues and multiple down queues. A shared 

message queue embodiment may also be used, in other embodiments. The message queues 94A

94B may be used for relatively small control request/response messages with small data payloads.  

30 Larger data transfers, e.g. the backup data for a given backup operation, may be transmitted through 

the object storage 90.  

[0076] The inventory agent 86/inventory service 70 may cooperate to perform an inventory of 

the site containing the local agent 26, to discover the virtual machines that exist on the site and the 

configuration of each virtual machine. More particularly, the inventory service 70 may send a 
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message to the inventory agent 86 through the message queue 94A, requesting an inventory. The 

inventory agent 86 may communicate with the VC 32, which maintains a listing of the virtual 

machines in the site and the configuration of the virtual machines. The inventory agent 86 may 

receive the listing, and may return the list to the inventory service 70 through the message queue 

5 94B. The inventory service 70 may record the virtual machine names and their virtual disk 

configuration in the block storage 70a. The inventory may be conducted when the organization 

first registers for the service, to get an initial inventory. The inventory may be conducted again at 

later points to update the list with any newly added virtual machines or deleted virtual machines, 

as well as capturing changes to existing virtual machine configurations. In an embodiment, the 

10 inventory may also capture non-VM objects and the inventory may capture the creation, deletion 

or update of such objects as well. For example, the inventory may be conducted at periodic 

intervals as specified by the IT professional and/or at minimum intervals determined by the 

configuration of the data protection service 10. The IT professional may manually trigger an 

inventory through the UI server 93 as well, in some embodiments. For other types of data centers, 

15 the inventory may be performed to identify the data sets to be backed up. For example, file systems 

may be the data sets, or subsets of the file system such as various volumes of the file systems.  

Databases may be the data sets, or subsets of the databases such as particular tables or groups of 

tables. The non-VM objects may include various VM organizational structures including, but not 

limited to: VM clusters, VM folders, tags and categories (key-value pairs that may be assigned to 

20 VMs for administrators of the VMs to use to locate and identify VMs), VM networks, etc.  

[0077] The IT professional may also define a set of backup policies for the virtual machines or 

other data sets. A variety of policies may be specified, based on the importance of the data in 

various virtual machines/data sets to the organization. Data of high importance may be backed up 

more frequently than data of lower performance, for example. The policies may specify frequency 

25 of backups, retention requirements for backups, whether or not file indexes are generated for each 

backup, etc. The UI server 93 may provide an interface for the IT professional to define the 

policies, and the UI backend 92 may communicate with the policy manager service 74 to capture 

the policy definitions. In addition to specifying the policies, the IT professional may attach policies 

to the virtual machines/data sets in the inventory, illustrated as the policy field in the block storage 

30 70a. The UI backend 92 may transmit the policy labels to the inventory service 70 in response to 

the IT professional assigning or changing the policy assigned to a given virtual machine or 

machines. The policies themselves may be stored in the policy definitions storage 74a, and the 

policies may be changed without changing the labels to update the policy applied to each virtual 

machine labeled with that policy.  
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[0078] The scheduler service 72 may scan the inventory on the block storage 70a and the policy 

definitions in the block storage 74a to determine when the next backup of a given virtual 

machine/data set is to be performed. At the determined times, the scheduler service 72 may 

transmit a request to the backup service 80 to backup one or more virtual machines/data sets from 

5 the site 14A.  

[0079] For each backup request from the scheduler service 72, the backup service 80 may 

coordinate with the backup agent 84 to perform the backup. The backup agent 84 may determine 

the blocks in the virtual disk that have been modified since the most recent backup, transmit 

fingerprints for the changed blocks to perform deduplication, assemble the backup data and put it 

10 in the object storage 90, and communicate object identifiers for the backup data in the object 

storage 90 to the backup service 80. Once the object identifiers have been received, the backup 

may be presumed complete by the local agent 26/organization site 14A, even though there may be 

post processing by the backup service 80 to produce a complete backup record and to perform 

verification of the backup, scanning for malware and other security issues, etc. Additional details 

15 regarding the operation of the backup service 80 and the backup agent 84 are provided below for 

various embodiments. In similar fashion, other data sets such as file systems or portions thereof, 

or databases or portions thereof, may be backed up. The backup service 80 may maintain a backup 

database (BU DB) on the storage 80a to store various data related to backups that have been 

performed. For example, file identifiers assigned to a given virtual disk for each backup may be 

20 stored in the storage 80a, to permit object identifiers to be regenerated to obtain the backup data.  

Alternatively, various object identifiers may be stored for each backup in the backup database. The 

backup service 80 may assign a backup identifier (ID) for each backup, and entries in the backup 

database associated with a given backup may include the backup ID. The catalog service 78 may 

record the backup ID for each backup for searching/retrieving backups at a later point.  

25 [0080] In an embodiment, the backup data may be stored in encrypted form. The backup 

service may use a key management service 88 provided by the public cloud 12 to obtain keys to 

perform the encryption. In an embodiment, the key management service 88 may provide a plain 

text key and cipher text that corresponds to the key. The backup service 80 may provide the plain 

text key to the backup agent 84 to encrypt blocks, but may only store the cipher text with the 

30 backup data so that the key may be retrieved at a later point for decryption. Thus, the plain text 

key may only be available (and thus subject to exposure) for short periods of time while encryption 

or decryption is taking place. The key management service 88 may record which keys have been 

provided to which services in the public cloud 12, and may permit the data protection service 10 

to obtain the key based on the cipher text because the key management service 88 previously 
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provided the key to the data protection service 10 in response to a new key request. The data 

protection service 10 may receive a key ID in addition to the cipher text from the key management 

service 88 and may provide the key ID and cipher text (and an identifier associated with the data 

protection service 10 as well) to the key management service 88 at a later point to retrieve the 

5 plaintext key. The key management service 88 may be a protected service in the public cloud 12, 

and data protection service 10 may be required to register for credentials to use the key 

management service 88 in order to communicate with the key management service 88.  

Additionally, once credentials are provided and vetted, the key management service 88 may only 

provide previously-provided keys once the cipher text and other identifiers are verified.  

10 [0081] As mentioned previously, the data protection service 10 may be multi-tenant. The 

services within the data protection service 10 may concurrently provide data protection for all 

organizations that have registered for data protection. For load balancing, a given service may 

internally start additional instances to improve parallel processing, and may delete the additional 

instances when the load decreases, as needed. However, the instances are not dedicated to 

15 particular organizations. Instead, each instance may handle the next event to be serviced, 

regardless of the corresponding organization, when the instance completes the processing of an 

event.  

[0082] While the discussion of Fig. 5 uses virtual machines as an example, other embodiments 

may backup other types of data sets. For example, a file system 62 may have various logical 

20 volumes defined, or any other form of logical/structural organization in which the data is stored.  

Policies may be generated and applied to the volumes/other organizations and the scheduler service 

72 may schedule backups based on the policies assigned to the file system structures. The backup 

service 80 and may coordinate with the backup agent 84 to back up the file system data. In a 

database embodiment, various databases hosted by the DB servers 50A-50B may have policies 

25 assigned to them so that backups may be scheduled and performed as well.  

[0083] The various services within the data protection service 10 may communicate directly 

in various fashions, as illustrated by the arrows in Fig. 5 between services. Additionally, the task 

manager 99 may be provided to manage overall tasks and inform services of events that occur for 

a task to which the services may react. For example, a given backup of a virtual machine may be 

30 a task, and may be assigned a task ID. The scheduler service 72 may react to completion of the 

given backup, so that it may record the completion. The catalog service 78 may react to the 

completion by updating the catalog with a backup identifier corresponding to the given backup 

(which may be used to obtain object identifiers for the L1, LO, and/or LOMD structures created by 

the given backup from the backup service 80, e.g. for a restore operation). The task manager 99 
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may generally be responsible for managing the tasks, assigning task IDs and tracking events 

reported by the services with regard to the task.  

[0084] It is noted that, while one instance of the local agent 26 is shown, a given site may 

deploy multiple instances of the local agent to increase parallelism of the backups from multiple 

5 virtual machines at a given site, as desired. In an embodiment, for example, multiple instances of 

the local agent 26 may be used to back up a given virtual machine that has multiple virtual disks.  

That is, each instance of the local agent 26 may back up a different virtual disk from the given 

virtual machine. The instances may operate independent of each other (e.g. they need not 

communicate nor coordinate their activities). Additionally, the local agents 26 may operate in 

10 response to instructions from the data protection service 10, and thus data protection service 10 

may freely manage the local agents 26 to optimize backup operations. For example, instances of 

the local agents 26 may have different storage bandwidths. The data protection service 10 may 

take the available storage bandwidths into account when assigning backup tasks to local agents 26 

(e.g. assigning larger backup data sets to local agents having higher storage bandwidths).  

15 Backup Operation (Figs. 6-13) 

[0085] The data protection service 10 may produce various data structures to backup data from 

various organization sites. In one embodiment, the data structures created by the data protection 

service 10 include the structures shown in Fig. 6. The data structures may include a fingerprint 

database 100, backup data such as backup data 102A-102B, backup data descriptors such as the 

20 backup data descriptors 104A-104C, and backup metadata such as backup metadata 105A-105B.  

[0086] A backup may be performed on a data set at the organization site. A data set may be 

any logical grouping of data. For example, a data set may be a virtual disk for a virtual machine, 

in an embodiment such as that shown in Fig. 2. A data set may be a database in an embodiment 

such as that shown in Fig. 3. A data set may also be a portion of a database, such as one or more 

25 tables from the database. A data set may be file system in an embodiment shown in Fig. 4. A data 

set may also be a volume of a file system, or any other logical or structural organization of data in 

the file system. The virtual disk will be used as an example in this discussion, but other data sets 

may be defined for other embodiments.  

[0087] The data protection service 10 may define a data block for backup purposes (a "backup 

30 data block"). Each data set may be divided into multiple backup data blocks. The initial backup 

data block of the data set may be at logical offset zero in the data set, followed by a second backup 

data block beginning at the logical offset of the size of the backup data block, followed by a third 

backup data block at the logical offset of twice the size of the backup data block, followed by a 

fourth backup data block at the logical offset of three times the size of the backup data block, etc.  
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That is, a data set may be sequential list of backup data blocks. The backup data block may be 

fixed in size (although backup data blocks in the actual backup data set stored for the backup may 

be compressed and thus may be variable in size in the stored data set). For example, the backup 

data block may be 16 kilobytes (kB) in size, for one embodiment. Other embodiments may use 

5 larger or smaller backup data blocks.  

[0088] The data protection service 10 may use fingerprints corresponding to the backup data 

blocks for deduplication of backup data blocks, identifying the backup data blocks in the backup 

data descriptors, etc. A fingerprint may be a value which represents the content of the data block, 

and may be generated as a hash of the data block value. The fingerprint may have a high statistical 

10 likelihood of being unique to the data block (e.g. so-called nine-nines likely, or 99.999999999% 

likely). That is, there may be a small likelihood of a collision in which two different data blocks 

hash to the same fingerprint. However, in the absence of such a collision, a fingerprint may 

uniquely identify a corresponding data block value. Fingerprints may also be referred to as block 

tags, for example, because they are smaller values which still identify the larger data block value.  

15 [0089] Fingerprints may be of any size, in various embodiments. For example, in one 

embodiment, a fingerprint for a 16 kB backup data block may be 40 bytes. Larger or smaller 

fingerprints may be used in other embodiments, even for the same size backup data block, as 

desired. The size of the fingerprint may be based on the hash operation that is performed to produce 

the fingerprint. That is, in the present example, the 16 kB block maybe hashed to 40 bytes.  

20 [0090] The backup data descriptors 104A-104C may be another form of backup metadata, in 

addition to the metadata 105A-105B. That is, the backup data descriptors may describe the backup 

data. In an embodiment, backups may be incremental after an initial full backup is performed.  

Thus, the backup data 102A-102B actually captured at agiven backup may include only the backup 

data blocks that have changed since a previous backup. Additionally, in an embodiment, the data 

25 protection service 10 applies deduplication of data. With deduplication, generally one copy of a 

backup data block is stored even though it may appear in multiple locations in the backup data sets 

captured over time (or even in multiple locations within a given backup data set). More 

particularly, in an embodiment, the data protection service 10 may perform deduplication across 

multiple sites of an organization, and thus one copy of the backup data block may be stored even 

30 though it may appear at multiple sites for the organization. In an embodiment, the data protection 

service 10 may employ deduplication across multiple organizations and thus one copy of the 

backup data block may be stored even though it may appear at sites belonging to multiple 

organizations. In each case, the backup data corresponding to a data set at a given point in time 

may not actually include all backup data blocks in the data set. The backup data descriptor may 
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indicate the contents of the full data set. To actually obtain the full data set, multiple backup data 

sets captured at different times and/or from different sites or organizations may be consulted.  

[0091] In the illustrated embodiment, the backup data descriptors may be a list of fingerprints 

identifying the backup data blocks that form the data set. The order of the fingerprints in the 

5 backup data descriptor is the logical order of the data blocks in the data set. The fingerprints may 

be used in conjunction with the fingerprint database 100 to locate the backup data blocks, which 

may reside in different backup data 102A-102B.  

[0092] For embodiments that are virtual machine-based, the data set may be a virtual disk 

associated with a given virtual machine. Thus, the backup data descriptors for the virtual machine 

10 embodiments may be descriptors for backups of virtual disks at particular points in time. In Fig.  

6, the backup data descriptor 104A may correspond to a backup of VM1 vdl (reference numeral 

38A/40A in Fig. 2) at a time to; the backup data descriptor 104B may correspond to a backup of 

VM1 vdl at a different time t1; and the backup data descriptor 104C may correspond to a backup 

of VM2 vd3 (reference numeral 38C/40C in Fig. 2) at a time t3. The first fingerprint listed in each 

15 data descriptor may be logical offset 0 of the corresponding virtual disk, and subsequently listed 

fingerprints may correspond to increasing logical offsets within the virtual disk. While six 

fingerprints are shown for each data descriptor 104A-104C in Fig. 6, the ellipses indicate that there 

may be additional fingerprints. For example, for 16 kB backup data blocks and a 100 MB virtual 

disk, a corresponding data descriptor may include 6250 fingerprints (assuming the megabytes are 

20 measured in base 10 as is common in the storage industry, as opposed to base 2, i.e. 100 MB is 

100,000,000 bytes).  

[0093] The fingerprint database 100 may be used to implement deduplication of backup data 

across multiple sites of an organization and/or across multiple organizations and to locate deduped 

data blocks within the backup data maintained by the data protection service 10. The fingerprint 

25 data base 100 may include an entry for each fingerprint corresponding to a backup data block that 

is stored in the backup data 102A-102B maintained by the data protection service 10. The entry 

may store the fingerprint, and may store an object identifier (LO Obj ID) to the backup data 102A

102B that stores the backup data block. For example, the entry 106 has an object ID for the backup 

data 102A, while the entry 108 has an object ID for the backup data 102B. Each entry in the 

30 fingerprint data base 100 may also store an organization identifier (OrgID) of the organization from 

which the backup data block was backed up. Organizations may choose whether to participate in 

cross-organization deduplication. For each organization that does not participate, it is possible that 

the same fingerprint may be present in an additional entry in the database 100 (e.g. up to one entry 

for each organization) and the corresponding backup data block may appear in more than one 
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backup data 102A-102B. In another embodiment, the data protection service 10 may not 

implement cross-organization deduplication and thus each organization may have its own copy of 

a given backup data block in the backup data 102A-102B belonging to that organization.  

[0094] Performing deduplication across multiple sites of an organization and/or across 

5 multiple organizations may result in even greater reduction in the amount of data stored overall by 

the data protection service 10. Since the data is stored in the public cloud 12, and there is an 

associated cost for storing the data, the reduced amount of data stored may lead to cost savings and 

efficiencies for both the owner of the data protection service 10 and the organizations that use the 

data protection service 10. It is noted that that fingerprint may be generated on the content of the 

10 data block before compression and encryption is performed on that data block. Thus, the 

fingerprint may be used to deduplicate against an LO that may be compressed or encrypted using a 

different algorithm or an encryption key.  

[0095] The backup data 102A is shown in more detail in Fig. 6, for an embodiment. In this 

embodiment, the backup data may be organized as a list of fingerprints for backup data blocks that 

15 are represented in the backup data, followed by the backup data blocks themselves. Each 

fingerprint may have an associated offset that locates the corresponding backup data block in the 

backup data 102A-102B (e.g. the offset for fingerprint A, or FPA, in Fig. 6 may point to the location 

of the backup data block A in the backup data 102A, as indicated by the arrow 110 in Fig. 6).  

[0096] As mentioned previously, the backup data blocks may be compressed and encrypted in 

20 an embodiment. Thus, the backup data blocks stored in the backup data 102A-102C may have 

associated cipher text which may be used to identify the key that was used to encrypt the backup 

data blocks (e.g. the cipher text may be presented to the key manager service 88 to obtain the 

corresponding key). Additionally, in an embodiment, the data protection service 10 may support 

more than one compression algorithms and the backup data blocks may have an associated 

25 indicator identifying which compression algorithm was used. The CT field at the head of the 

backup data 102A may include the cipher text and/or compression identifier used for the data 

blocks of the backup data 102A.  

[0097] In one embodiment, a given backup operation may result in more than one instance of 

the backup data 102A-102B. For example, the backup data 102A-102B may be assembled during 

30 a given backup up to a certain size, and then backup data 102A-102B may be stored to the public 

cloud 12 and another backup data 102A-102B may be started for the same backup. The maximum 

size of a given instance of backup data 102A-102B may be based on various efficiency 

considerations, both during the backup operation and after. For example, a full backup of a virtual 

disk would result in a copy of each backup data block in the virtual disk being stored locally at the 
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organization site, in addition to the original copy, until the backup data 102A-102B is written to 

the object storage 90. For a large virtual disk, the amount of memory needed to store the copies 

prior to writing the full backup to the public cloud 12 may be excessive and may even exceed the 

capability of the data center. Assembling a portion of the backup data and writing it to the public 

5 cloud 12 while continuing to assemble additional backup data may reduce the local memory 

requirements. Additionally, the backup process for a given virtual disk may be performed as a 

pipeline of multiple processes: a process that assembles the backup data blocks, and another 

process that writes the assembled data to the public cloud 12. Generating multiple backup data 

102A-102B (some of which may be written while others are assembled) may help keep the pipeline 

10 of processes concurrently busy. A given backup metadata 105A-105B may be a list of identifiers 

for the backup data 102A-102B that corresponds to a particular backup. For example, the 

identifiers may be object IDs for the backup data 102A-102B in the public cloud object storage 90.  

[0098] The backup metadata 105A-105B maybe used in a variety of ways. Prior to completing 

the update of the fingerprint database 100 with the fingerprints in a given backup, the backup 

15 metadata 105A-105B may be used to perform a restore from the given backup. That is, the 

fingerprints corresponding to backup data blocks that were captured in the backup data 102A-102B 

for a given backup are not yet represented in the fingerprint database 100 and thus a query for those 

fingerprints may not be found in the fingerprint database 100. The backup metadata 105A-105B 

may be usedto locatethe backup data 102A-102B, whichmay be scannedto locatethe fingerprints.  

20 Additionally, even after the fingerprint database 100 has been updated (and thus the backup data 

blocks may be located via queries to the fingerprint database 100), it may be more efficient during 

a restore operation to first search the backup data 102A-102B for the backup (as identified by the 

backup metadata 105A-105B corresponding to the backup being restored), then querying the 

fingerprint database 100 for any remaining backup data blocks needed for the restore (if any).  

25 [0099] In one embodiment, the fingerprint database 100 may be stored in block storage 

accessible to the data protection service 10 (e.g. the block storage 98a in Fig. 5). The backup data 

descriptors 104A-104C, the backup metadata 105A-105B, and the backup data 102A-102B may 

be objects stored in the object storage 90 in the public cloud 12. As mentioned previously, object 

storage 90 may be significantly less expensive than block storage in the public cloud 12, and thus 

30 storing the relatively large, relatively infrequently accessed backup data 102A-102B, backup 

metadata 105A-105B, and backup data descriptors 104A-104C in the object storage may be cost

effective. The frequently accessed fingerprint database 100 may be stored in the block storage for 

performance. In one embodiment, the fingerprint database 100 may be a DynamoDB available on 

the AWS public cloud. Other embodiments using different public clouds may have other 
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databases.  

[0100] For brevity in the remainder of this description, the backup data descriptors 104A-104C 

may be referred to as L data and the backup data 102A-102B may be referred to as LO data, as 

illustrated in Fig. 6. The backup metadata 105A-105B may referred to as LO metadata, or LOMD 

5 as illustrated in Fig. 6.  

[0101] Fig. 7 is a flowchart illustrating operation of one embodiment of the backup agent 84 

in a data center to perform a virtual machine backup. In one embodiment, the backup agent 84 is 

stateless, and may perform the operation in Fig. 7 responsive to a series of commands issued by 

the backup service 80 through the message queues 94A-94B. In an embodiment, the backup and 

10 restore pipelines include checkpoints. If an agent 84 is restarted for any reason (e.g. due to an 

upgrade), the backup and restore operations may restart from the most recent checkpoint. The 

backup agent 84 may comprise instructions which, when executed on a computer in the data center, 

cause the computer to perform the operations illustrated in Fig. 7. The instructions may be 

responsive to the commands issued by the backup service 80.  

15 [0102] Prior to the operation illustrated in Fig. 7, the IT professional for the data center may 

have registered with the data protection service 10. When the inventory of the data center was 

conducted and the virtual machine was discovered, a full backup was performed and change 

tracking was enabled for the virtual machine in the VC 32 (so that the portions of each virtual disk 

that have changed between backups may be determined).  

20 [0103] The backup agent 84 may communicate with the VC 32 to cause a snapshot of the 

virtual machine to be taken (reference numeral 120). Snapshotting a virtual machine may generally 

include quiescing the virtual machine if it is in execution at the time that snapshot is requested, so 

that the state of the virtual machine is saved to the storage 24. The snapshot may then capture the 

state of the virtual disk(s) for the virtual machine, as well the configuration files that define the 

25 virtual machine. The virtual machine may resume execution once the snapshot is captured.  

[0104] The backup agent 84 may query the change block tracking service in the VC 32 to 

determine which portions of the virtual disk have changed after the most recent backup (reference 

numeral 122). For example, in VMWare, a query changed disk areas (query CDA in Fig. 7, or 

even QCDA) may be supported to determine the changed area. Other virtual machine hypervisors 

30 may have a similar service. Furthermore, file systems and/or databases may employ change 

tracking as well. The change block tracking maybe performed on a different block size than the 

backup data block size used by the data protection service 10, in some embodiments. For example, 

the change block tracking may be performed at a disk sector granularity or disk block granularity, 

which may be larger than the backup data block size. In such a case, each changed block reported 
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by the query may result in multiple backup data blocks. The backup agent 84 may process the 

result from the change block tracking service to determine which backup blocks within the virtual 

disk have changed and thus are to be backed up. The backup agent 84 may read the changed data 

from the virtual disk and divide the data into backup data blocks (reference numeral 124).  

5 [0105] The backup agent 84 may generate a fingerprint for each changed backup data block, 

applying a hash function to the data. As mentioned previously, any hash function may be used 

(reference numeral 126). The backup agent 84 may transmit a fingerprint query including the 

fingerprints for the changed blocks to the data protection service 10 (reference numeral 126). More 

particularly, in an embodiment, the fingerprint query may be provided to the fingerprint query 

10 service 98, which may access the fingerprint database 100 in the storage 98a. The fingerprint query 

may be a list of fingerprints, for example. The fingerprint query service 98 may compare each 

fingerprint to the fingerprint database 100. If a matching fingerprint is detected in the fingerprint 

database 100, a copy of the backup data block is stored in previously backed up data and need not 

be captured again. Thus, matching fingerprints to the fingerprint database 100 may be used to 

15 implement deduplication in the present embodiment. The copy of the backup data block may have 

been captured from a different block location on the virtual disk, a different virtual machine, a 

different organization site, and/or a different organization, depending on the level of deduplication 

permitted by the organization. The fingerprint query service 98 may return a fingerprint query 

result to the backup agent 84, indicating whether or not each queried fingerprint is present or not 

20 present in the fingerprint database 100. The fingerprint query result may be a vector of present/not 

present indications, one indication for each fingerprint provided in the list transmitted with the 

fingerprint query. The present/not present indication may be a bit, for example, with the set state 

indicating present and the clear state indicating not present (or vice versa). Any indication may be 

used in various embodiments.  

25 [0106] The backup agent 84 may select the backup data blocks for which the corresponding 

fingerprints were indicated as not present in the fingerprint query result, compress the blocks, and 

encrypt the blocks (reference numerals 130, 132, and 134). The commands from the backup 

service 80 which cause the backup agent 84 to perform the compression may include the plaintext 

key and corresponding cipher text provided by the key management service 88, and the backup 

30 agent 84 may use the plaintext key to encrypt the blocks. In an embodiment, multiple compression 

schemes may be supported. The backup agent 84 may select among the compression schemes in 

any desired fashion. For example, the backup agent 84 may attempt a first compression scheme, 

and if the amount of compression achieved is greater than a predetermined threshold, the result of 

the first compression scheme may be used. If the amount of compression achieved is not greater 
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than the predetermined threshold, a second compression scheme may be attempted, until the 

supported schemes have been used or an amount of compression exceeds the threshold. In another 

embodiment, each compression scheme may be attempted and the result of the scheme that 

achieves the highest compression may be used. In still another embodiment, the data may be 

5 analyzed to predict which compression scheme will perform best on the data and the predicted 

scheme maybe used.  

[0107] The backup agent 84 may assemble the LI data, LOMD, and LO data for the backup 

(reference numeral 136). More specifically, the backup agent 84 may provide a partially-populated 

LI, with the fingerprints for the backup data blocks that have been changed included at the offsets 

10 within the LI that correspond to the respective backup data blocks. The portions of the LI that 

correspond to unchanged backup data blocks may not be populated. For example, in an 

embodiment, valid fingerprints may be non-zero. That is, at least one bit in the bytes of fingerprint 

data may be set for any valid fingerprint. In such an embodiment, a fingerprint of all zero bytes 

may be provided in non-populated offsets in the Li. Alternatively, each offset may include a 

15 fingerprint and a valid indication (e.g. valid bit) indicating whether or not a fingerprint is present.  

Unpopulated offsets may have the valid indication set to invalid. The LO may be a list of the 

fingerprints corresponding to the changed blocks, concatenated with the changed blocks 

themselves (more particularly, the compressed and encrypted changed blocks). Each fingerprint 

in the LO may be augmented with an offset that points to the corresponding block in the LO. The 

20 header of the LO include the cipher text corresponding to the key used to encrypt the block, an 

indication of the compression scheme used, etc.  

[0108] The backup agent 84 may put the LO, LOMD, and Li data in the object storage 90 of 

the public cloud 12 (reference numeral 138). A put may be an object write, and the writer (e.g.  

the backup agent 84 in this case) may assign an object ID and transmit the object ID to the public 

25 cloud 12 with the object. For example, the object ID may be referred to as a key in the AWS public 

cloud, and the object itself is the value associated with the key. The backup agent 84 may thus 

assign a unique object ID to each object that it puts in the public cloud 12. The backup agent 84 

may have any mechanism to assign object IDs. For example, the backup agent 84 may assign a 

unique file ID to each virtual disk being backed up. The file ID may be different each time the 

30 virtual disk is backed up, and may be unique among file IDs assigned to the same organization. In 

an embodiment, the file ID may be appended with other known data to generate each object ID, so 

that both the backup agent 84 and the backup service 80 may be able to generate the object ID, 

both during the backup operation and at later points such as when a restore is desired. The backup 

service 80 may store the file IDs in the backup database on the storage 80a, along with a backup 
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ID that identifies the particular backup. Alternatively, object IDs may be stored in the backup 

database on the storage 80a for later retrieval. The public cloud 12 may return a success/fail result 

to indicate that the object has been successfully stored in the object storage 90. The actual location 

in the object storage 90 (and the manner of storage, e.g. replication of data, etc.) may not be known 

5 outside the public cloud 12, but a get using the key from an entity that put the object in the object 

storage 90 may be use to return the object.  

[0109] The backup agent 84 may provide the LO, LI, and LOMD object IDs to the backup 

service 80 (reference numeral 140). Alternatively, the backup agent 84 may provide the file ID for 

the backup, from the which the backup service 80 may generate the object IDs. Once the backup 

10 agent 84 provides the object IDs or file ID, the backup may be complete from the point of view of 

the organization. The backup agent 84 may indicate to the VC 32 that the VM snapshot may be 

deleted (reference numeral 142). In an embodiment, various post-processing may be performed 

by the backup service 80 as discussed in more detail below to fully complete the backup.  

[0110] As mentioned previously, the backup agent 84 may comprise multiple processes 

15 operating in parallel to perform the various operations illustrated in Fig. 7. Thus, for example, 

blocks may be compressed and encrypted in parallel with assembling the previously encrypted data 

blocks into an LO. Once the LO reaches a predetermined size, the LO may be put to the object 

storage and the object ID may be captured in the LOMD. The Li and LOMD may be put once the 

backup is complete. Accordingly, a given backup may result in one or more LOs, one LI, and one 

20 LOMD in this embodiment. The maximum size of the LO may be measured in terms of number of 

backup data blocks or in terms of actual storage amount, which may be a variable number of backup 

data blocks depending on how successful the compression of each backup data block is.  

[0111] Fig. 8 is an example of a backup for VM1 virtual disk 1 (vdl) at a time ti, for one 

embodiment. Exemplary backup data blocks in vdI for block offsets 0 through 5 at a preceding 

25 backup time tO are shown (reference numeral 150), as well as the backup data blocks in those same 

offsets at time t1 (reference numeral 152). The letters used to represent the blocks represent the 

content of the block (e.g. letter A indicates a first content, letter B indicates a second content that 

is different from the first content, etc.). If the same content appears in different blocks, the same 

letter is used for those blocks.  

30 [0112] As Fig. 8 illustrates, the backup data blocks at offsets 0, 1, and 2 are unchanged between 

time tO andt (i.e. blocks A, B, and C). The blocks at offsets 3, 4, and 5 have changed betweentO 

and ti. Particularly, the block at offset 3 has changed from D to A. That is, the block at offset 3 

now has the same content as the block at offset 0. The blocks at offsets 4 and 5 have changed from 

E and F at time tO to G and H at time t. The QCDA result at time t1 is 0 for blocks at offsets 0, 
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1, and 2 (indicating unchanged) and 1 for blocks at offsets 3, 4, and 5 (indicating changed) 

(reference numeral 154). In other embodiments, 1 may indicate unchanged and 0 may indicate 

changed in the QCDA results.  

[0113] For the portion of vdl illustrated in Fig. 8, there are three changed blocks and so the 

5 fingerprint query includes three fingerprints: FPA generated from block A, FPG generated from 

block G, and FPH generated from block H (reference numeral 156). If there are more changed 

blocks in the remainder of vdl (not shown in Fig. 8), those fingerprints would be included in the 

fingerprint query as well. Multiple fingerprint queries for portions of the virtual disk may be used 

to support pipelining of the operations performed by the backup agent 84 as mentioned above.  

10 [0114] In the example, the query result indicates present for FPA (reference numeral A, which 

was backed up at least at time tO if not at some preceding time from vdl or a different virtual 

disk/virtual machine). The results for fingerprints FPG and FPH indicate not present. Present is 

illustrated as a P in the query result 158, and not present is illustrated an NP. In an embodiment, 

present may be indicated by a set bit and not present may be indicated by a clear bit, or vice versa.  

15 It is noted that, while block A is duplicated in the vdl virtual disk itself, a given block may be 

indicated as present (and thus deduplicated) if it is a duplicate of a block from a different virtual 

disk at the same site, or a different site from the same organization, or even a different organization, 

in some embodiments.  

[0115] The backup agent 84 generates a partially-populated Li including the fingerprints FPA, 

20 FPG, and FPH in at offsets 3, 4, and 5. The first three offsets (0, 1, and 2) are not populated since 

those blocks were unchanged between time tO and time tI. The LO data (reference numeral 162) 

includes the fingerprints FPG and FPH, and the blocks G and H, since block A is present in 

previous backup data.  

[0116] The backup agent 84 may also generate the LOMD 164 for the backup. In this case, 

25 one LO 162 was generated and thus the LOMD 164 may include one object ID for the LO 162. In 

other cases, in which more than one LO object is generated for a given backup, the LOMD 164 

would include additional object IDs for the other LO objects.  

[0117] Fig. 9 is a flowchart illustrating operation of one embodiment of the backup service 80 

(and certain related services, in an embodiment) to perform a backup of a virtual machine from the 

30 data center of an organization (or any other data set, such as file systems or portions thereof, or 

databases or portions thereof, in other embodiments). The backup service 80 may include 

instructions which, when executed on a computer in the public cloud 12, cause the computer to 

perform operations as illustrated in Fig. 9.  

[0118] As mentioned above, in an embodiment, the backup agent 84 may respond to a series 
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of commands from the backup service 80 to perform the portion of the backup that occurs in the 

data center. The backup service 80 may issue the commands (reference numeral 170). The 

issuance of the commands may occur in parallel with other operations illustrated in Fig. 9. That 

is, not all of the commands need be issued at the start of the backup. The commands may be issued 

5 in batches. For example, in some cases, commands may be issued up to a point at which the backup 

agent 84 may transmit a communication to the backup service 80 (e.g. the fingerprint query).  

Alternatively, the commands may be issued and completed individually, or there may be respective 

groups of commands that implement each operation in Fig. 7 that may be issued and completed as 

groups, in parallel with the operation shown in Fig. 9.  

10 [0119] The fingerprint service 98 may receive a fingerprint query from the backup agent 84 

(reference numeral 172) and may query the fingerprint database 100 for each fingerprint (reference 

numeral 174). The query may include the organization identifier for the organization that owns 

the site from which the backup is being performed, if the organization does not participate in cross

organization deduplication. Alternatively, the query may be "wild carded" if the organization does 

15 participate in cross-organization deduplication, such that a match on the fingerprint may be 

detected for an entry in the fingerprint database 100 if the fingerprints match, even if the 

organization identifier is for a different organization.  

[0120] As previously mentioned, the data protection service 10 may be multi-tenant and thus 

fingerprint database queries may be received from multiple organizations concurrently.  

20 Additionally, organizations that have multiple sites may be transmitting queries from the various 

sites concurrently, and/or multiple backups occurring at a given site may transmit queries. The 

data protection service 10 may attempt to load balance the queries and dynamically add instances 

within the fingerprint query service 98 to manage the load. However, in some cases, the number 

of queries and fingerprints within the queries may be larger than may be managed. In an 

25 embodiment, the fingerprint query service 98 may query the fingerprint database 100 for a subset 

of the fingerprints in a query, and report "not present" for the fingerprints that are not queried. If 

the fingerprints that are not queried are in fact present, a correct result may still be achieved but 

there may end up being more than one copy of the corresponding data block in the backup data 

maintained by the data protection service 10 (i.e. the deduplication may not be as complete as it 

30 could otherwise be). In an embodiment, a history of how frequently a given organization, site, or 

virtual machine has receive "present" results for queries may be used to determine how large a 

subset to select from a given fingerprint query (e.g. higher percentages of "present" results in 

queries may indicate that a larger subset of a current query should be selected since duplication is 

frequently detected).  
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[0121] The fingerprint query service 98 may return the fingerprint query results (reference 

numeral 176). Subsequently, the backup service 80 may receive the LO, LOMD, and LI object IDs 

(or the file ID for the corresponding virtual disk) from the backup agent 84 (reference numeral 

178). As mentioned previously, once the LO, LOMD, and LI data has been stored (put) to the 

5 object storage 90 in the public cloud 12 and the backup agent 84 has delivered the object IDs/file 

ID for the objects to the backup service 80, the backup may be complete from the point of view of 

the organization. That is, a recovery from the backup may be possible at any time after the backup 

is complete, even if the backup post processing performed in the public cloud 12 by the data 

protection service 10/backup agent 80 is not complete. The remainder of the flowchart in Fig. 9 

10 may thus be backup post-processing (indicated by brace 180).  

[0122] The backup postprocessing may include updating the fingerprint database 100 with the 

fingerprints of the blocks captured in the backup. The backup service 80 may get the Li from the 

object storage 90 using the LI object ID (reference numeral 182). A get may be a read from the 

object storage 90, and may include the object ID of the object being read. The object storage 90 

15 may return the object associated with that object ID and entity. The backup service 80 may scan 

the partially-populated LI to identify new fingerprints. That is, the fingerprints in the partially

populated LI may be compared to the fingerprint database 100 (with or without OrgID, depending 

on the level of deduplication permitted by the organization) to identify which fingerprints identify 

new data blocks. In an embodiment, the backup service 80 may transmit a fingerprint query to the 

20 fingerprint query service 98 to identify which fingerprints correspond to the new data blocks. In 

the example of Fig. 8, fingerprint FPA is included at offset 3 because the data block at that offset 

changed, but that fingerprint is already included in the fingerprint database 100 and thus is not 

added (and there is no data for block A in the LO data provided by the backup agent 84, either).  

The new fingerprints and OrgID may be inserted into the fingerprint database 100, along with the 

25 object ID for the LO data object that contains the corresponding block of data (reference numeral 

182). As mentioned previously, there may be multiple LO data objects for a given backup. In an 

embodiment, the backup service 80 may be get the LO data objects from the object storage 90 as 

well, and may scan the LO objects for a given fingerprintto identify which LO object ID to associate 

with the fingerprint. In the example of Fig. 8, fingerprints FPG and FPH may be added to the 

30 fingerprint database 100 in this fashion, with the object ID for the LO 162. It is noted that, because 

the data protection service 10 is multi-tenant and backups from multiple sites and/or organizations 

may be proceeding concurrently, it is possible that a fingerprint that was not represented in the 

fingerprint database 100 when the fingerprint query was transmitted by the backup agent 84 will 

be represented at the time the backup is completed (e.g. inserted due to completion of a 
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concurrently-running backup). Such fingerprints may appear to be duplicates when updating the 

fingerprint database 100, and thus may not be added similar to fingerprint FPA in the example of 

Fig. 8.  

[0123] The backup postprocessing may include merging the LI data from a previous backup 

5 with the partially-populated LI provided by the backup agent 84 to provide a complete LI for the 

backup. In other embodiments, the backup agent 84 may provide a complete LI and the merge 

may not be required. However, permitting the backup agent 84 to provide a partially-populated 

LI may allow for the backup agent 84 to avoid generating fingerprints for data blocks that have 

not changed, which may improve efficiency.  

10 [0124] The merging of the LI data is illustrated via blocks 184, 186, and 188 in Fig. 9. The 

backup service 80 may communicate with the catalog service 78 to obtain a backup ID for the most 

recent backup of the same virtual machine, and may map the backup ID to an object ID to the 

previous Li. That is, the backup service 80 may maintain the backup database in the storage 80a, 

and may use the backup ID to locate the file ID for the previous backup, from which the object IDs 

15 may be derived. Alternatively, the object IDs may be stored in the backup database. In other 

embodiments, the catalog may store the LI, LOMD, and LO object IDs directly. The backup 

service 80 may get the previous LI from the object storage 90 using the object ID (reference 

numeral 184). The backup service 80 may replace each invalid fingerprint in the partially

populated LI for the current backup with the fingerprint from the corresponding offset in the 

20 previous LI, merging the fingerprints for the unchanged blocks to create the complete Li for the 

current backup (reference numeral 186). The backup service 80 may put the complete LI back to 

the object storage 90, overwriting the partially-populated LI with the complete LI (reference 

numeral 188).  

[0125] The backup service 80 may transmit an update to the catalog service 78 (reference 

25 numeral 190), providing the backup ID and other identifying information for the backup (e.g. the 

virtual machine name, site identifier if applicable, organization identifier, etc.). The catalog service 

78 may record the information along with the date and time of the backup.  

[0126] The backup service 80 may also restore the backup to verify the contents of the backup, 

and perform other verification processing such as security scans (reference numeral 192). An 

30 embodiment of the restore and verify processing is shown in greater detail in Fig. 10. Once the 

restore and verify processing is complete, the backup postprocessing 180 implemented by the 

backup service 80 is complete for this embodiment.  

[0127] Fig. 10 is a flowchart illustrating the restore and verify processing performed by one 

embodiment of the backup service 80 (reference numeral 192 in Fig. 9). The backup service 80 
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may include instructions which, when executed on a computer in the public cloud 12, cause the 

computer to perform operations as illustrated in Fig. 10.  

[0128] The public cloud 12 includes significant computing resources, and at times those 

resources are not in use. The public cloud 12 may support a bidding process to claim computing 

5 resources that are not being used at a (potential) discount to the on-demand price charged when a 

computing resource is needed with certainty. The backup service 80 may attempt to make use of 

the bidding process to obtain an instance of a virtual machine for the restore and verify process.  

The instance obtained through the bidding process is referred to as a spot instance of the virtual 

machine, as compared to the on-demand instance that is provided at a fixed price.  

10 [0129] The backup service 80 may bid for a spot instance of a virtual machine (reference 

numeral 200), and if not granted (decision block 202, "no" leg) may continuing bidding up to a 

timeout period expires (decision block 204, "no" leg). If the timeout period expires without the 

grant of a spot instance (decision block 202, "no" leg and decision block 204, "yes"leg), the backup 

service 80 may start an on-demand instance (reference numeral 206). On the other hand, the bid 

15 may be successful and the spot instance may be granted before the timeout expires (decision block 

202, "yes" leg), in which case the spot instance maybe used. The timeout period maybe selected 

as any amount of time. In an embodiment, for example 3 minutes maybe used. Howeverlonger 

or shorter timeouts may be implemented in other embodiments. When bidding for a spot instance, 

a length of time that the spot instance may be held is also specified. The length may be selected to 

20 ensure that the restore and verify processing will be completed before the spot instance expires.  

For example, a multiple of the expected time to perform the processing may be used. In an 

embodiment, the charge for the spot instance may be based on the amount of time actually used, 

not the amount of time that was bid for. However, a longer length of time specified in the bid may 

reduce the likelihood that the bid is successful.  

25 [0130] Once the spot or on-demand VM instance is started, the backup service 80 may establish 

a block storage for the VM instance that is large enough to accommodate the backed-up virtual 

disk (reference numeral 208). The backup service 80 may load code into the VM instance to 

perform the restore and verification process, in an embodiment. The code in the VM instance may 

begin execution by restoring the backup to the VM instance (and more particularly to the block 

30 storage established for the VM instance) (reference numeral 210). The restore process is illustrated 

in greater detail in Fig. 11 and described below. In one embodiment, if there is a snapshot of a 

previous backup available, the snapshot may be instantiated in the block storage and the changed 

blocks from the backup may be restored to the snapshot. Restoring the snapshot and the changed 

blocks may take less time than restoring the backup completely. The code may verify the restored 
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backup (reference numeral 212). For example, the code may generate the fingerprints for each 

backup data block in the block storage and compare the fingerprint to the corresponding fingerprint 

from the Li. If a failure is detected in the backup (decision block 214, "yes" leg), the data 

protection service 10 may transmit a message to the IT professional at the organization from which 

5 the backup was taken. For example, the VM instance may generate an email and transmit it to the 

IT professional (reference numeral 216). In another example, the notification may be transmitted 

through the UI backend 92 to the UI server 93, which may display the notification for the IT 

professional in the UI. A text message may be sent to the IT professional's mobile phone. A log 

file may be updated to indicate the failure. Any set of one or more notifications may be used to 

10 communicate the failure to the IT professional. If no failure is detected, the VM instance may 

create a snapshot of the backup (reference numeral 213). A snapshot may be a feature of the public 

cloud 12, and may be less costly than block storage. Accordingly, snapshots may be used to reduce 

cost and to provide greater efficiency if a subsequent restore is performed. The VM instance may 

scan the files on the virtual disk and generate a file index for the files on the virtual disk (reference 

15 numeral 218). The VM instance may put the file index in the object storage 90, and may associate 

the object ID to the file index with the backup ID for the current backup (e.g. in the backup 

database). Alternatively, in embodiments that store the object IDs in the catalog, the VM instance 

may provide the object ID to the file index to the catalog service 78 to be stored with the other data 

describing the backup. In still another embodiment, the object IDs to the file indexes may be 

20 associated with OrgID and virtual machine name. A backup ID may be provided when the version 

of the file is selected.  

[0131] The code loaded into the VM instance may also include one or more security scanning 

applications (e.g. a virus scanner, ransomware scanner, malware scanner, PII scanner, etc.). The 

VM instance may execute the scanners to scan the backup for various security threats (reference 

25 numeral 220). Alternatively, one or more of the scanners may be a public cloud 12 service or may 

by implemented separate from the VM instance. If so, the VM instance may provide access to the 

backup to perform the scans. In some embodiments, the VM instance may scan the backup for 

likely candidates (e.g. specific files) to be scanned and provide the candidates to the external 

scanners. If one or more of the scanners detects an issue (decision block 222, "yes" leg), the data 

30 protection service 10 may generate a message notifying the organization's IT professional 

(reference numeral 224). Once the scanning is complete, the backup service 80 may delete the VM 

instance and the block storage attached thereto, which may terminate the charges accruing for use 

of the VM instance (whether spot or on-demand) and the block storage (reference numeral 226).  

[0132] For embodiments that implement other data sets, similar post processing may be 
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performed, but may not necessarily be in the context of a virtual machine. For example, a file 

system backup may be restored to a block storage, verified, snapshotted, file indexed, and scanned 

by security scanning applications as in reference numerals 208, 210, 212, 214, 213, 216, 218, 220, 

222, and 224. Then block storage may be deleted subsequent to the completion of the post 

5 processing. Similarly, a database backup may be restored to a block storage, verified, and 

snapshotted as in reference numerals 208, 210, 212, 214, 213, and 216.  

[0133] Fig. 11 illustrates the restore of a backup to a VM instance (reference numeral 210 in 

Fig. 11, and also reference numeral 210 in Fig. 14). The backup service 80 may include 

instructions which, when executed on a computer in the public cloud 12, cause the computer to 

10 perform operations as illustrated in Fig. 10. The instructions may be loaded by the backup service 

80 into a VM instance to be executed in the VM instance to perform the illustrated operations, in 

an embodiment. For other types of data sets, similar operation may be performed to process the 

fingerprints from the LI of the backup to locate corresponding backup data blocks, but not 

necessarily in a VM instance.  

15 [0134] The VM instance may select a fingerprint from the LI for the backup (reference 

numeral 230). The initial selected fingerprint may be the fingerprint at offset zero of the LI, 

corresponding to the backup data block at logical offset zero of the virtual disk, and the restore 

process may progress sequentially through each logical offset until each backup data block of the 

virtual disk has been restored. The Li may be provided to the VM instance by the backup service 

20 80, since the backup service 80 may have a copy of the L from performing the L merge.  

Alternatively, the VM instance may be provided with an object ID for the Li in the object storage 

90 and may get the LI from the object storage 90. The VM instance may transmit the fingerprint 

to the fingerprint query service 98 to access the fingerprint database 100 (along with the OrgID for 

the organization, if the organization does not participate in cross-organization deduplication). The 

25 fingerprint database 100 may return the object ID to the LO data structure that contains the 

corresponding backup data block (reference numeral 232). If the VM instance does not have a 

local copy of the LO data structure (e.g. because the LO has not been previously accessed during 

the restore for another backup data block - decision block 234, "no" leg), the VM instance may 

use the LO object ID to get the LO from the object storage 90 (reference numeral 236). IftheLOis 

30 already local (decision block 234, "yes" leg), the LO need not be obtained from the object storage 

90.  

[0135] In either case, the VM instance may scan the initial portion of the LO to locate the 

fingerprint (reference numeral 238), and obtain the corresponding offset to the backup data block.  

The VM instance may read the backup data block from the offset within the LO (reference numeral 
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240), and may decrypt and decompress the backup data block (reference numeral 242). The VM 

instance may use the cipher text associated with the backup data block in the LO data structure to 

request the plaintext key from the key management service 88 to perform the decryption. The VM 

instance may write the decrypted, decompressed block to the block storage at the current offset 

5 (reference numeral 244). If all blocks of the virtual disk have not yet been restored (decision block 

246, "no" leg), the VM instance may select the next sequential fingerprint and continue the 

processing (reference numeral 230 and following as illustrated in the flowchart). Once all the 

blocks have been restored (decision block 246, "yes" leg), the backup is restored to the VM 

instance and further processing may be performed.  

10 [0136] The above discussion describes a restore using the FP database 100 for each fingerprint 

to locate the corresponding backup data block in an LO data structure. In an embodiment, if there 

is an LOMD data structure available for the backup, the VM instance may scan the LO data 

structures identified by the LOMD data structure for the fingerprint prior to transmitting the 

fingerprint to the fingerprint database. If a match is found, the VM instance may read the backup 

15 data block and proceed to process the backup data block as discussed above (reference numerals 

242 and 244). If the fingerprint does not match in the LO data structures located by the LOMD, the 

FP database 100 may be consulted to locate the LO data structure (reference numerals 232, 234, 

236, and 238).  

[0137] As mentioned previously, employing a cloud-based data protection solution may permit 

20 the elastic expansion and contraction of resources as needed to scale the data protection service 

across multiple backup sets (e.g. virtual machines) from a site, multiple sites, and/or multiple 

tenants. The expansion and contraction may include load balancing within a service by starting 

additional instances of the service. Additionally, the establishment of VM instances to perform 

backup verification and other post processing operations such as file index operations, etc. may be 

25 scalable. Any number of VM instances may be started to perform the desired operations, and then 

the instances may be deleted once the post-processing is complete. Fig. 12 illustrates the backup 

service 80 executing in the public cloud 12, with a VM instance 250A with corresponding block 

storage 252A to verify a backup data set. If additional backup data sets are ready to be verified, 

the backup service 80 may start additional VM instances such as instances 250B-250C, with block 

30 storages 252B-252C, to verify the backup data sets in parallel and independently.  

[0138] Fig. 13 is an example of file indexes that may be generated for virtual disk backups at 

various points in time, for an embodiment. Illustrated in Fig. 13 is a file index 260 for a backup of 

a virtual disk at time to, and another file index 262 for a backup of the virtual disk at a time tI.  

Similarly, file indexes may be generated from file system backups (or portions of the file system, 
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such as a volume). Additional file indexes for other points in time may also be generated. The file 

index may include a filename, a timestamp indicating the time at which the file was most recently 

modified ("Modify Time"), a full path name for the file in the directory structure of the virtual 

disk, and a checksum computed over the contents of the file ("Chksum"). The checksum field may 

5 be used to search for a file by content rather than by filename.  

[0139] The file indexes 260 and 262 may use a Parquet format sorted by filename. The Parquet 

format is defined as part of the Apache server, and is a well-known open-source column-oriented 

data format for storing data for efficient write. Optimizing the file indexes for write may be desired 

since the file indexes may be written for each backup (and there may be numerous files in a given 

10 backup, e.g. on the order of millions of files), which is a frequent occurrence. On the other hand, 

the file indexes may only be read when a file-level restore is desired, an infrequent occurrence.  

[0140] When a file-level restore is desired, the file indexes may be searched in parallel using 

multiple threads (e.g. one thread per file index) performing a binary search on each file index to 

locate a desired file name. The public cloud 12 may support a search thread service that may be 

15 used for this purpose. For example, in the Amazon AWS public cloud, Athena is a serverless 

interactive query service that may conduct searches using standard structured query language 

(SQL) searches.  

Restore Operation (Figs. 14-16) 

[0141] In one embodiment, the data protection service may support restore of complete 

20 backups or a file-level restore in which one or more files are identified to be restored from a backup 

data set by the IT professional responsible for a given site. A complete restore may include 

transferring all of the data in a data set to the target of the restore. For example, for a virtual 

machine embodiment, the data set may be the virtual machine (e.g. the virtual disk(s) forming the 

virtual machine). For a database, the data set may be the complete database data structure. For a 

25 file system, the data set may be a volume, a set of volumes, or the entire file system. As with the 

preceding discussion, the description below will refer to the restore of a virtual machine backup, 

but similar operation may be supported for a database or file system backup as well.  

[0142] Fig. 14 is a flowchart illustrating operation of one embodiment of the data protection 

service 10 to perform a restore operation for a virtual machine backup. The operation of Fig. 14 

30 may be performed in response to a restore request generated by the IT professional. For example, 

the IT professional may interact with the data protection service 10 via the UI server 93/UI backend 

92 to request a restore operation. The UI server 93 may present the IT professional with a list of 

available backup data sets for a given virtual machine. The UI backend 92 may, for example, 

communicate the virtual machine name (and OrgID for the organization) to the catalog service 78 
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to identify available backups and may provide a listing of the available backups to the UI server 

93 to provide for the IT provisional. The IT professional may select the desired backup, and the 

catalog service 78 may provide the backup ID for that backup to the backup service 80 with a 

restore request. Alternatively, the catalog service 78 may provide one or more object IDs for the 

5 backup data set in the object storage 90. For example, the object ID for the data descriptor for the 

backup data set (e.g. the LI for the backup, in an embodiment) may be provided. The IT 

professional may then initiate the restore. In the case of a file-level restore, the IT professional 

may search for a file name across the file indexes for a given virtual machine, and may select the 

version desired for the restore. Alternatively, the IT professional may search based on file contents 

10 (e.g. using the checksum of the desired contents and the checksums in the file indexes) to identify 

the desired version. The UI backup 92 may communicate with the catalog service 78/backup 

service 80 to identify the file indexes, and may cause the search to occur based on the file 

name/checksum data provided by the IT professional. The IT professional may select a file 

version, and the backup data set containing that file may be identified and restored to the VM 

15 instance (or sent to the IT professional for placement in the desired location). The data protection 

service 10 (and more particularly the backup service 80) may include instructions which, when 

executed on a computer in the public cloud 12, cause the computer to perform operations as 

illustrated in Fig. 14. For a portion of Fig. 14, e.g. blocks 210 and 270-280, the instructions may 

be loaded by the backup service 80 into a VM instance to be executed in the VM instance to 

20 perform the illustrated operations, in an embodiment.  

[0143] Similar to the restore and verify processing discussed above with regard to Fig. 10, the 

backup service 80 may establish a VM instance for the restore operation by bidding for a spot 

instance and/or using on on-demand instance (reference numerals 200, 202, 204, and 206), may 

establish a block storage for the VM instance (reference numeral 208). The backup service 80 may 

25 check for a snapshot corresponding to the backup in the snapshots that are being maintained by the 

data protection service 10 for previous backups. If there is a snapshot available (decision block 

271, "yes" leg), the backup service 80 may copy the snapshot to the block storage to restore the 

backup (reference numeral 273). In an embodiment, the backup service 80 may check for earlier 

snapshots for the same virtual machine as well. If there is an earlier snapshot, the backup service 

30 80 may copy the earlier snapshot to the block storage and then restore the difference between the 

earlier snapshot and the selected backup. If there is not a snapshot available (decision block 271, 

"no" leg), the backup service may restore the backup to the VM instance (reference numeral 210).  

In this case, the backup data set may be identified by the object ID for the LI data descriptor that 

describes the virtual disk for the virtual machine (or multiple LI data descriptors for multiple 
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virtual disks). The restore may be performed by searching for the fingerprints in the LI in LO 

metadata for the backup and/or in the fingerprint database 100, locating the backup data blocks, 

decrypting and decompressing, etc. as shown in Fig. 11.  

[0144] If the restore operation is a full restore (decision block 270, "yes" leg), the backup 

5 service 80 may use restore data blocks to transmit the restore data to the site. The restore data 

blocks may each contain a plurality of the backup data blocks used to form the backup. For 

example, as previously described, the backup data blocks may be 16 kB in size. A restore data 

block may be 64 megabytes (MB) in size, although larger or smaller sizes may be defined for the 

restore data block in other embodiments. The backup data blocks may be smaller to permit 

10 reasonably-sized fingerprints to be defined and to allow for more frequent deduplication, for 

example. On the other hand, restore data blocks may be defined to allow for greater compression 

to be achieved, reducing the amount of object storage and bandwidth consumed to transmit the 

blocks to the restore site.  

[0145] The restore may rely on the resources in the public cloud 12 to perform the bulk of the 

15 processing for the restore operation. For example, when a snapshot is not available, the full restore 

may be assembled by reading the LOMD (if any) and/or the fingerprint database 100 for each 

fingerprint in the backup, reading the corresponding LO data structure identified for each 

fingerprint, decrypting and decompressing the backup data block, assembling the restore data 

blocks, compressing and encrypting the restore data blocks and putting them restore data blocks in 

20 the object storage 90. The backup agent 84 on the site may get the restore data blocks, decrypt and 

decompress the restore data blocks, and assemble the restore data blocks onto the restored virtual 

machine.  

[0146] For a full restore, the restore data blocks may be a plurality of consecutive backup data 

blocks from the backup data set. That is, the initial restore data block for a restore operation may 

25 be the plurality of backup data blocks from the initial logical offsets in the virtual disk, 

concatenated together. For 16 kB backup data blocks and 64 MB restore data blocks, for example, 

the 16 kB backup data blocks from the initial 4000 offsets may be concatenated to form the initial 

restore data block (assuming base 10 kB and MB, i.e. 1 kB = 1000 bytes and 1 MB = 1,000,000 

bytes). The next consecutive 4000 backup data blocks may form the next restore data block, etc.  

30 [0147] The VM instance may read the restore data blocks from the block storage (reference 

numeral 272) and may compress and encrypt the restore data blocks (reference numeral 274). In 

other embodiments, compression and/or encryption may not be performed or may be optional. The 

encryption may use a temporary key (e.g. a key different from the key(s) used to encrypt the backup 

data blocks). The temporary key may be obtained from the key management service 88, but may 
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not be retained after the restore operation. The VM instance may put the restore blocks in the 

object storage 90 (reference numeral 276), and may provide the object IDs for the restore blocks 

to the backup agent 84 to get the restore blocks (reference numeral 278). The backup service 80 

may provide the temporary key with the restore block object IDs for decryption. Once the restore 

5 blocks have been placed in the object storage and the object IDs provided, the restore operation 

may be complete and the backup service 80 may delete the VM instance and the block storage 

allocated to that VM instance (reference numeral 282).  

[0148] For a file level restore (decision block 270, "no" leg), the IT professional may have 

searched for the file in the file indexes and identified the backup data set that has been restored to 

10 the VM instance as the backup of the file. The VM instance may be provided with the full 

pathname to the file, and may retrieve the file. The requested file may be returned to the IT 

professional, who may determine where to place the restored file (reference numeral 280). For 

example, the IT professional may choose to restore to file it to its original location in the source 

virtual machine, or may place the file in another location in the virtual machine or otherwise make 

15 the file accessible to the user of the virtual machine to access and restore to the desired location.  

The file may be passed through the object storage 90, or may be provided in a message, as desired.  

[0149] As mentioned previously, other data sets may be supported by the data protection 

service 10 and a similar restore process may be performed. For example, for a file system or 

portion thereof, a block storage may be established, a snapshot of the backup may be copied or the 

20 backup may be restored from LI, LO, and LOMD data for the backup, restore blocks may be read, 

compressed, encrypted, and put to the object storage 90, object IDs for the restore blocks and the 

temporary key may be provided to the backup agent, and the block storage may be deleted, similar 

to reference numerals 208, 271, 273, 210, 270, 272, 274, 276, 278, and 282. File level restores 

may be performed as well similar to reference numeral 280. For a database or portion thereof, a 

25 block storage may be established, a snapshot of the backup may be copied or the backup may be 

restored from LI, LO, and LOMD data for the backup, restore blocks may be read, compressed, 

encrypted, and put to the object storage 90, object IDs for the restore blocks and the temporary key 

may be provided to the backup agent, and the block storage may be deleted, similar to reference 

numerals 208, 271, 273, 210, 270, 272, 274, 276, 278, and 282.  

30 [0150] In addition to the operation shown in Fig. 14, the backup service 80 may also transmit 

a series of commands to the backup agent 84 to perform the full restore at the data center as well, 

similar to the discussion above for capturing a backup. Fig. 15 is a flowchart illustrating operation 

of the backup agent 84, responsive to the commands, to restore the data at the data center. The 

backup agent 84 may include instructions which, when executed on a computer in the data center, 
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cause the computer to perform operations as illustrated in Fig. 15.  

[0151] The backup agent 84 may create a new virtual machine to receive the restore (reference 

numeral 288). Creating a new virtual machine, rather than restoring the backup to the original 

virtual machine, may allow the IT professional or virtual machine user to review the restored 

5 backup to ensure that the desired backup has been restored, an may allow the IT professional to 

control the ultimate disposition of the original virtual machine (e.g. deleting the original virtual 

machine if the restore virtual machine is correct and acceptable). If the backup were restored to 

the original virtual machine, the current state of the original virtual machine may be lost if there is 

no recent backup of the current state. That loss may be undesirable if, e.g., the selected backup 

10 that was restored did not include some desired data. For example, the selected backup may actually 

have been older than desired, which may be discovered when the content of the restored backup is 

reviewed. Similarly, a new file system volume may be created to restore the file system, and a 

new database managed by the one of the DB servers 50A-50B may be created to restore a database.  

[0152] The backup agent 84 may receive the object IDs for the restore data blocks and the 

15 temporary key from the backup service 80 (reference numeral 290). The object IDs for the restore 

data blocks may be provided in consecutive order of the restore data blocks in the virtual disk, so 

the backup agent 84 may process the blocks in order to obtain the restore copy of the virtual disk.  

The backup agent 84 may get the restore blocks from the object storage 90 (reference numeral 

292), decrypt and decompress the blocks (reference numeral 294), and write the restore blocks to 

20 the virtual disk file for the new VM (reference numeral 296). Once the blocks have been processed, 

the virtual disk file may be complete. If there is more than one virtual disk, additional restore 

pointers may be provided and the backup agent 84 may restore the additional virtual disks in a 

similar fashion.  

[0153] As discussed above for performing backups, the restore operations performed by the 

25 backup agent 84 may be pipelined among independent processes. That is, a process may get restore 

blocks, another process may decrypt the restore blocks, yet another process may decompress the 

restore blocks, and yet another process may write the restore blocks to the virtual disk file (and 

delete the copies of the restore blocks). The pipelining may permit efficient processing and prevent 

consumption of significant amounts of memory with restore blocks waiting to be processed, for 

30 example.  

[0154] To perform a file-level restore (as opposed to a complete restore of a virtual machine 

or file system data set), the IT professional may first identify the file and version of the file to be 

restored, in an embodiment. Fig. 16 is a flowchart illustrating operation of one embodiment of the 

data protection service 10 supporting a search for a file, for one embodiment. The data protection 
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service 10 may include instructions which, when executed on a computer in the public cloud 12, 

cause the computer to perform operations as illustrated in Fig. 16.  

[0155] The IT professional may provide a search request for a file (e.g. interacting through the 

UI server 93/UI backend 92) (reference numeral 300). The search request may identify the virtual 

5 machine/file system and may provide one or more characters in the file name, for example. A 

search by file content may be supported as well, in which the search request may identify the virtual 

machine and provide a checksum to be matched in the file indexes. The data protection service 10 

may identify file indexes corresponding to backups of the specified virtual machine. In an 

embodiment, the object IDs for the file indexes may be associated with OrgID and virtual machine 

10 name. Object IDs for the file indexes in the object storage 90 maybe provided (reference numeral 

302). The data protection service 10 may get the file indexes, and may launch a multi-threaded 

search of the file indexes (reference numeral 304). For example, one thread per file index may be 

used. The thread may perform a binary search on each file index to locate a desired file name or 

checksum (or multiple file names that match a partial file name request, in an embodiment). The 

15 public cloud 12 may support a search thread service that may be used for this purpose. For 

example, in the Amazon AWS public cloud, Athena is a serverless interactive query service that 

may conduct searches using standard structured query language (SQL) searches.  

[0156] The data protection service may combine the results of the searches from each file 

index, and may return the combined results to the IT professional to select which version of the 

20 file is desired (reference numeral 306). When multiple backup data sets have the same version of 

the file (e.g. the same full path and modify time), the results may be consolidated so that the modify 

time is presented once. The number of copies may also be indicated, in an embodiment.  

[0157] As mentioned previously, while the above description refers to virtual machines and 

restore of a virtual disk, other embodiments may perform restores of other types of data sets (e.g.  

25 a database, a file system, a subset of a file system such as a volume, etc.). That is, the data 

protection service 10 in the public cloud 12 may restore the data set, assemble restore data blocks 

that are a multiple of the size of the backup data blocks from the restored data set, compress and 

encrypt the restore data blocks, put the restore data blocks in the object storage 90, and provide the 

object IDs to the restore data blocks to the site. The site may get the restore data blocks, 

30 decompress and decrypt the restore data blocks, and assemble the restored data set from the restore 

data blocks.  

Change-Based Restore (Figs. 17-19) 

[0158] The above discussion for performing a restore from a backup refers to restoring the 

entire data set or performing restore of individual files. However, for many types of workloads, 
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the amount of change from backup to backup may be fairly small (e.g. on the order of 3-5% of the 

data may change per day). Accordingly, to restore the state of a data set to a given backup that 

was captured relatively recently, it may only be necessary to restore a small portion of the overall 

data set (e.g. the portion that has been modified after the given backup was captured). Viewed in 

5 another way, if a restore is being performed because of corruption to the data set or data loss within 

the data set, and the event that caused the corruption/loss occurred after a given backup was 

captured, then the corruption/loss is known to be limited to the data that has been changed in the 

data set since the given backup was captured. Restoring the data that has been changed may 

recover from the corruption/data loss event, and may be less time consuming, may consume fewer 

10 resources, and may be less costly than a full restore.  

[0159] In an embodiment, the change block tracking service/mechanism used to determine the 

changed data to perform an incremental backup may also be used to identify the data that has been 

modified since the given backup was made. Instead of using the changed data information to 

capture data to back up, the changed data information may be used to determine which backup data 

15 blocks to restore. The amount of data transferred to have the effect of a full restore to the backup 

may be significantly reduced compared to the full restore, which may improve performance and 

reduce cost in some embodiments.  

[0160] Determining which backup data blocks have changed since a given backup has been 

performed and restoring only the blocks that have changed to have the effect of a full restore may 

20 be referred to herein as a "change-based restore." Change-based restore techniques may be used 

for any type of data center and corresponding backup data set (e.g. virtual machines, file systems, 

databases, etc.). Virtual machines will be used as an example in more detail below, but similar 

discussion applies to any data set.  

[0161] Fig. 17 is a block diagram illustrating the state of virtual disk 1 (vdl) for VM1 at a time 

25 tO that a backup was taken and at a time t1. The time t1 may be the present time, for example, if a 

change-based restore is being performed. The time t1 may also be any other desired time. The 

backup data blocks of vd1 corresponding to block offsets 0 through 5 are shown, where a different 

letter signifies different content and the same letter signifies the same content. Thus, at time tO 

(reference numeral 310), the blocks at offsets 0 through 5 have contents A, B, C, D, E, and F. At 

30 time t1 (reference numeral 312), the blocks at offsets 0 through 2 and 4 remain unmodified (A, B, 

C, and E, respectively). However, the contents of the blocks at offsets 3 and 5 have changed (from 

D to A, and from F to H, respectively). Accordingly, a QCDA may produce a result (reference 

numeral 314) including zero (unchanged) for blocks at offsets 0 through 2 and 4, and one (changed) 

for blocks at offsets 3 and 5. To restore vdl to the state at time tO for the blocks shown, the blocks 
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at offsets 3 and 5 need to be restored to D and F, respectively. By returning the blocks indicated 

as changed in the QCDA result 314 from the backup at time to, and writing the blocks to the current 

state vdI at the corresponding offsets, the effect of a full restore to the time tO may be achieved.  

[0162] Fig. 18 is a flowchart illustrating operation of one embodiment of the data protection 

5 service 10 on the public cloud 12 to implement a change-based restore. The operation of Fig 18 

may be initiated in response to a restore request from organization (e.g. initiated by an IT 

professional from the organization). For example, the IT professional may interact with the data 

protection service 10 via the UI server 93/UI backend 92 to request a restore operation. The UI 

server 93 may present the IT professional with a list of available backup data sets for a given virtual 

10 machine. The UI backend 92 may, for example, communicate the virtual machine name (and 

OrgID for the organization) to the catalog service 78 to identify available backups and may transmit 

a list of available backups to the UI server 93 to display for the IT provisional. The IT professional 

may select the desired backup, and the catalog service 78 may provide one or more object IDs to 

the backup data set in the object storage 90 (or may provide the backup ID to the backup service 

15 80, which may provide the object IDs). For example, the object ID to the data descriptor for the 

backup data set (e.g. the LI for the backup, in an embodiment) may be provided. The IT 

professional may then initiate the restore through the UI server 93, which may cause the UI 

backend 92 to provide the restore request and the LI pointer to the backup service 80. The data 

protection service 10 (and more particularly the backup service 80) may include instructions which, 

20 when executed on a computer in the public cloud 12, cause the computer to perform operations as 

illustrated in Fig. 18. For a portion of Fig. 18, e.g. blocks 326-334, the instructions may be loaded 

by the backup service 80 into a VM instance to be executed in the VM instance to perform the 

illustrated operations, in an embodiment.  

[0163] The backup service 80 may transmit a QCDA request to the backup agent 84 (reference 

25 numeral 320). The QCDA request may include the name of the virtual machine and the time stamp 

corresponding to the backup that is to be restored (e.g. tO in the example of Fig. 17). The backup 

service 80 may receive the QCDA results from the backup agent 84 (reference numeral 322). The 

backup service 80 may establish a VM instance and establish a block storage for the VM instance 

(reference numeral 324) and may load instructions into the VM instance to perform the remainder 

30 of the operation illustrated in Fig. 18, in an embodiment. Establishing the VM instance may 

including bidding for a spot instance and either successfully winning the bid or establishing an on

demand instance, and establishing a block storage for the VM instance, similar to blocks 200, 202, 

204, 206, and 208 as shown in Figs. 10 and 14.  

[0164] The VM instance may restore the backup to the block storage associated with the VM 
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instance (reference numeral 326). Restoring the backup may include determining if there is a 

snapshot available and copying the snapshot, and restoring the VM instance as described for 

reference numeral 210, e.g. as shown in Fig. 11, if a snapshot is not available. Alternatively, in 

this embodiment, the restore may skip the backup data blocks that are not indicated as changed in 

5 the QCDA results, and may restore only the backup data blocks that have been changed (at their 

respective offsets in the block storage). The VM instance may read the backup data blocks from 

the block storage that are identified as changed in the QCDA results, and may concatenate the 

blocks to form one or more restore data blocks (reference numeral 328). Since the backup data 

blocks are a known size and the QCDA results identify the offsets to which the blocks are to be 

10 restored, concatenating the blocks into restore blocks for compression and encryption may allow 

for efficient transfer of the data, and once decrypted and decompressed, the backup data blocks 

may be separated again and written to the restore target at the respective offsets based on the QCDA 

results.  

[0165] The VM instance may compress and encrypt the one or more restore blocks (using a 

15 temporary key obtained from the key management service 88, similar to the discussion for a full 

restore above with regard to Fig. 14) (reference numeral 330), and may put the restore blocks in 

the object storage 90 (reference numeral 332). The VM instance may provide the object ID(s) for 

the restore block(s) and the temporary key to the backup agent 84 (reference numeral 334). The 

backup service may then delete the VM instance and block storage (reference numeral 336).  

20 [0166] For a file system embodiment, a similar set of operations may be performed, but not 

necessarily in the context of a virtual machine. That is, the changed blocks of the file system (or 

portion thereof to be restored) may be determined based on the change block tracking service, a 

block storage may be established and the backup from the preceding time stamp may be restored, 

the backup blocks identified as changed may be read and restore blocks may be performed, 

25 compression and encryption may be performed, the restore blocks may be placed in the object 

storage, object IDs may be provided to the backup agent, and the block storage may be deleted as 

in reference numerals 320, 322, 324, 326, 328, 330, 332, 334, and 336. Similarly, for a database 

embodiment that supports change block tracking in the database, a restore may be performed as in 

reference numerals 320, 322, 324, 326, 328, 330, 332, 334, and 336.  

30 [0167] Fig. 19 is a flowchart illustrating operation of one embodiment of the backup agent 84 

at that data center site to which the change-based restore is to be performed. As mentioned 

previously, the backup service 80 may transmit commands to the backup agent 84 to perform the 

operations illustrated in Fig. 19. The backup agent 84 may include instructions which, when 

executed on a computer in a data center, cause the computer to perform operations as illustrated in 
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Fig. 19.  

[0168] Similar to the full restore, a new virtual machine may be created to receive the change

based restore. In this case, the new virtual machine may receive a copy of the virtual disks from 

the virtual machine being restored (reference numeral 338). The backup agent 84 may receive the 

5 QCDArequest from the backup service 80 (reference numeral 340), and may perform the query 

and transmit the results to the backup service 80 (reference numeral 342). The backup service 80 

may subsequently transmit the object IDs for the restore blocks in the object storage 90 and the 

temporary key, along with commands to process the restore blocks and update the restore target.  

The backup agent 84 may receive the object IDs for the restore blocks (reference numeral 344), 

10 and may get the restore blocks from the object storage 90 (reference numeral 346). The backup 

agent 84 may decrypt and decompress the restore blocks (reference numeral 348). The QCDA 

results may be used to selectively update the virtual disk file blocks. That is, the backup agent 84 

may select the first backup data block from the decrypted, decompressed restore blocks and write 

the first backup data block to the first offset indicated in the QCDA results as changed; select the 

15 second backup data block from the decrypted, decompressed restore blocks and write the second 

backup data block to the second offset indicated in the QCDA results as changed; etc. until the 

backup data blocks have been restored. For the example of Fig. 17, the first data block would be 

data block D and would be restored to offset 3, followed by the second data block (data block F) 

restored to offset 5.  

20 [0169] For file system or database embodiments, similar operation to reference numerals 338, 

340, 342, 344, 346, 348, and 350 may be performed but not necessarily in the context of a virtual 

machine. For example, a new file system or portion thereof, or new database or portion thereof, 

may be created and the current file system/portion or database/portion may be copied to the newly 

created data set. The restore blocks may be restored in a similar fashion.  

25 [0170] As mentioned previously, the operations illustrated in Fig. 19 may be pipelined among 

multiple independent processes form the backup agent 84, for efficiency and to prevent significant 

memory consumption by the restore blocks.  

Medium and System (Figs. 20-21) 

[0171] Turning now to Fig. 20, a block diagram of one embodiment of a computer accessible 

30 storage medium 400 is shown. Generally speaking, a computer accessible storage medium 400 

may include any storage media accessible by a computer during use to provide instructions and/or 

data to the computer. For example, a computer accessible storage medium may include storage 

media such as magnetic or optical media, e.g., disk (fixed or removable), tape, CD-ROM, DVD

ROM, CD-R, CD-RW, DVD-R, DVD-RW, or Blu-Ray. Storage media may further include 
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volatile or non-volatile memory media such as RAM (e.g. synchronous dynamic RAM (SDRAM), 

Rambus DRAM (RDRAM), static RAM (SRAM), etc.), ROM, or Flash memory. The storage 

media may be physically included within the computer to which the storage media provides 

instructions/data. Alternatively, the storage media may be connected to the computer. For 

5 example, the storage media may be connected to the computer over a network or wireless link, 

such as network attached storage. The storage media may be connected through a peripheral 

interface such as the Universal Serial Bus (USB). Generally, the computer accessible storage 

medium 400 may store data in a non-transitory manner, where non-transitory in this context may 

refer to not transmitting the instructions/data on a signal. For example, non-transitory storage may 

10 be volatile (and may lose the stored instructions/data in response to a power down) or non-volatile.  

[0172] The computer accessible storage medium 400 in Fig. 20 may one or more of the data 

protection service 10 and the local agent 26. The data protection service 10 and the local agent 26 

may each include instructions which, when executed on a computer, cause the computer to perform 

the operations described for the data protection service 10 and/or the local agent 26. Any portion 

15 of the local agent 26 and/or the data protection service 10 may be stored, in various embodiments.  

For example, any subset of the services illustrated in Fig. 5 for the data protection service 10 may 

be stored. Any subset of the local agent 26 as illustrating in Fig. 5 may be stored as well.  

[0173] Fig. 21 is a block diagram of one embodiment of a computing device (which may also 

be referred to as a computing system or simply a computer) 1110, according to some embodiments.  

20 The computing device 1110 may be used to implement various portions of this disclosure. The 

computing device 1110 is one example of a device that may be used as a server computing system 

in a data center 22 that hosts a virtual machine, database, or file server, a server computing system 

in the public cloud 12, or any other computing system implementing portions of this disclosure.  

[0174] The computing device 1110 may be any suitable type of device, including, but not 

25 limited to, a personal computer system, desktop computer, laptop or notebook computer, mobile 

phone, mainframe computer system, web server, workstation, or network computer. As shown, 

the computing device 1110 includes a processing unit 1150, a storage subsystem 1112, and an 

input/output (I/O) interface 1130 coupled via an interconnect 1160 (e.g., a system bus). The I/O 

interface 1130 may be coupled to one or more I/O devices 1140. The computing device 1110 

30 further includes a network interface 1132, which may be coupled to a network 1120 for 

communications with, for example, other computing devices. For example, the network 1120 may 

be part of or all of a network in a data center, the network between the data center and the public 

cloud, 12, the network in the public cloud 12, etc.  

[0175] The processing unit 1150 may include one or more processors. In some embodiments, 
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the processing unit 1150 includes one or more coprocessor units. In some embodiments, multiple 

instances of the processing unit 1150 may be coupled to the interconnect 1160. The processing 

unit 1150 (or each processor within processing unit 1150) may contain a cache or other form of 

on-board memory. In some embodiments, the processing unit 1150 may be implemented as a 

5 general-purpose processing unit, and in other embodiments it may be implemented as a special 

purpose processing unit (e.g., an ASIC). In general, the computing device 1110 is not limited to 

any particular type of processing unit or processor subsystem.  

[0176] As used herein, the terms "processing unit" or "processing element" refer to circuitry 

configured to perform operations or to a memory having program instructions stored therein that 

10 are executable by one or more processors to perform operations. Accordingly, a processing unit 

may be implemented as a hardware circuit implemented in a variety of ways. The hardware circuit 

may include, for example, custom very-large-scale integration (VLSI) circuits or gate arrays, off

the-shelf semiconductors such as logic chips, transistors, or other discrete components. A 

processing unit may also be implemented in programmable hardware devices such as field 

15 programmable gate arrays, programmable array logic, programmable logic devices, or the like. A 

processing unit may also be configured to execute program instructions or computer instructions 

from any suitable form of non-transitory computer-readable media to perform specified operations.  

[0177] The storage subsystem 1112 is usable by processing unit 1150 (e.g., to store instructions 

executable by and data used by processing unit 650). Storage subsystem 1112 maybe implemented 

20 by any suitable type of physical memory media, including hard disk storage, floppy disk storage, 

removable disk storage, flash memory, random access memory (RAM-SRAM, EDO RAM, 

SDRAM, DDR SDRAM, RDRAM, etc.), ROM (PROM, EEPROM, etc.), and so on. The storage 

subsystem 1112 may consist solely of volatile memory in some embodiments. The storage 

subsystem 1112 may store program instructions executable by the computing device 1110 using 

25 the processing unit 1150, including program instructions executable to cause the computing device 

110 to implement the various techniques disclosed herein. Thus, the storage subsystem 1112 may 

include the computer accessible storage medium 400 storing instructions forming the data 

processing service 10 and/or the local agent 26, for example.  

[0178] The I/O interface 1130 may represent one or more interfaces and may be any of various 

30 types of interfaces configured to couple to and communicate with other devices, according to 

various embodiments. In some embodiments, the I/O interface 1130 is a bridge chip from a front

side to one or more back-side buses. I/O interface 1130 maybe coupled to one or more I/O devices 

110 via one or more corresponding buses or other interfaces. Examples of I/O devices include 

storage devices (hard disk, optical drive, removable flash drive, storage array, SAN, or an 
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associated controller), network interface devices, user interface devices or other devices (e.g., 

graphics, sound, etc.). Particularly, the computer readable medium 400 may be an I/O device 1140 

ore maybe coupled to the I/O devices 1140 to supply instructions and/or data to the computing 

device 1110.  

5 [0179] Realizations of the subject matter of this application include, but are not limited to, the 

following examples: 

Examples: Public Cloud Data Protection Service 

1. A method comprising: 

determining, in a public cloud-based data protection service, that a backup of a first data 

10 set at a first data center is to be performed; 

issuing one or more commands from the data protection service to a backup agent at the 

first data center responsive to determining that the backup is to be performed; 

responsive to the one or more commands, the backup agent: 

determining one or more first data blocks in the first data set that have changed 

15 since a previous backup of the first data set; 

generating one or more first fingerprints indicative of a content of respective ones 

of the one or more first data blocks; 

assembling the one or more first fingerprints and the one or more first data blocks 

as a first backup data; 

20 putting the first backup data in an object storage in the public cloud; and 

providing one or more identifiers for the first backup data in the object storage to 

the data protection service.  

2. The method of example 1 wherein the first backup data comprises a list of the one or more first 

fingerprints concatenated with the one or more first data blocks, and wherein the list includes an 

25 offset into the first backup data for a given fingerprint of the one or more first fingerprints to a 

corresponding data block of the one or more first data blocks.  

3. The method of examples 1 or 2 further comprising compressing, by the backup agent, the one 

or more first data blocks prior to assembling the first backup data.  

4. The method of any of examples 1-3 further comprising encrypting, by the backup agent, the 

30 one or more first data blocks.  

5. The method of example 4 wherein the one or more commands include a first command 

providing a first key to perform the encrypting.  

6. The method of example 5 further comprising obtaining, by the data protection service, the first 

key from a key management service provided by the public cloud.  
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7. The method of example 6 wherein obtaining the first key further comprises obtaining a first 

cipher text corresponding to the first key, wherein the first cipher text identifies the first key to the 

key management service.  

8. The method of example 7 wherein assembling the first backup data comprises providing the 

5 first cipher text in the first backup data.  

9. The method of example 8 wherein the first cipher text is included in a header of the first backup 

data.  

10. The method of any of examples 1-9 further comprising: 

assembling, by the backup agent, a first data descriptor having a location for each data 

10 block within the first data set; and 

partially populating the first data descriptor, by the first backup agent, with the one or more 

first fingerprints at locations corresponding to the one or more first data blocks.  

11. The method of example 10 further comprising, responsive to the plurality of commands, the 

backup agent putting the first data descriptor in the object storage.  

15 12. The method of example 11 further comprising: 

getting, by the data protection service, the first data descriptor from the object storage; 

getting, by the data protection service, a second data descriptor from the object storage, the 

second data descriptor corresponding to the previous backup of the first data set; 

and 

20 merging, by the data protection service, fingerprints from the second data descriptor to the 

first data descriptor in locations in the first data descriptor for which corresponding 

blocks did not change since the previous backup.  

13. The method of example 12 further comprising putting the merged first data descriptor in the 

object storage, replacing the first data descriptor in the object storage.  

25 14. The method of any of examples 1-13 further comprising: 

the backup agent transmitting the one or more first fingerprints to the data protection service 

to query a database of fingerprints, wherein the database of fingerprints corresponds 

to data blocks that have previously been backed up; 

the data protection service returning a result indicating which ones of the one or more first 

30 fingerprints match in the database of fingerprints; and 

responsive to the result, the backup agent eliminating the matched first fingerprints and 

corresponding first data blocks from the first backup data.  

15. The method of example 14 wherein the data protection service is multi-tenant, and wherein 

the database of fingerprints includes an organization identifier identifying an organization that is 
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one of the tenants, and wherein the backup agent transmits a first organization identifier identifying 

a first organization that owns the first data center with the one or more first fingerprints.  

16. The method of example 15 further comprising matching, by the data protection service, the 

first organization identifier and a given fingerprint of the one or more first fingerprints to an entry 

5 in the database to detect a match in the database.  

17. The method of example 15 further comprising matching, by the data protection service, a given 

fingerprint of the one or more first fingerprints to a second fingerprint in the database to detect a 

match in the database even in an event that the first organization identifier does not match the 

organization identifier associated with the second fingerprint in the database.  

10 18. The method of any of examples 1-17 further comprising: 

storing the first backup data in a plurality of data structures; and 

providing a second data structure that includes a list of identifiers for the plurality of data 

structures.  

19. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

15 when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 1-18.  

20. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 19.  

21. A method comprising: 

20 initiating, from a public cloud-based data protection service, a backup of a first data set at 

a first data center; 

responsive to the initiating, a backup agent at the first data center: 

generating one or more first fingerprints indicative of a content of one or more first 

data blocks in the first data set; 

25 assembling the one or more first fingerprints and the one or more first backup data 

blocks as one or more objects; 

putting the one or more objects in an object storage in the public cloud; and 

providing one or more identifiers for the one or more objects in the object storage 

to the public cloud-based data protection service.  

30 22. The method of example 21 wherein the one or more objects comprises a data descriptor 

including the one or more first fingerprints.  

23. The method of example 22 further comprising: 

determining, by the backup agent, that the one or more first backup data blocks have 

changed in the first data set since a previous backup of the first data set; and 
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partially populating the data descriptor with the one or more first fingerprints corresponding 

to the one or more first backup data blocks, wherein the data descriptor excludes 

fingerprints for backup data blocks in the first data set that have not changed.  

24. The method of any of examples 21-23 wherein the one or more objects further comprise one 

5 or more backup data objects, wherein each of the one or more backup data objects comprises a list 

of first fingerprints and the corresponding first backup data blocks, and an offset from each of the 

first fingerprints to the corresponding first backup data block in the backup data object.  

25. The method of example 24 further comprising compressing, by the backup agent, the one or 

more first backup data blocks prior to assembling the one or more backup data objects.  

10 26. The method of example 24 or 25 further comprising encrypting, by the backup agent, the one 

or more first backup data blocks.  

27. The method of example 26 further comprising providing, from the data protection service, a 

first key to perform the encrypting.  

28. The method of example 27 further comprising obtaining, by the data protection service, the 

15 first key from a key management service provided by the public cloud.  

29. The method of example 28 wherein obtaining the first key further comprises obtaining a first 

cipher text corresponding to the first key, wherein the first cipher text identifies the first key to the 

key management service.  

30. The method of example 29 wherein assembling the first backup data comprises providing the 

20 first cipher text in the first backup data.  

31. The method of example 30 wherein the first cipher text is included in a header of one or more 

backup data objects.  

32. The method of any of examples 21-31 further comprising: 

the backup agent transmitting the one or more first fingerprints to the data protection service 

25 to query a database of fingerprints, wherein the database of fingerprints corresponds 

to data blocks that have previously been backed up; 

the data protection service returning a result indicating which ones of the one or more first 

fingerprints match in the database of fingerprints; and 

responsive to the result, the backup agent eliminating the matched first fingerprints and 

30 corresponding first data blocks from the one or more backup data objects.  

33. The method of example 32 wherein the data protection service is multi-tenant, and wherein 

the database of fingerprints includes an organization identifier identifying an organization that is 

one of the tenants, and wherein the backup agent transmits a first organization identifier identifying 

a first organization that owns the first data center with the one or more first fingerprints.  

52



WO 2020/223103 PCT/US2020/029511 

34. The method of example 33 further comprising matching, by the data protection service, the 

first organization identifier and a given fingerprint of the one or more first fingerprints to an entry 

in the database to detect a match in the database.  

35. The method of example 33 further comprising matching, by the data protection service, a given 

5 fingerprint of the one or more first fingerprints to a second fingerprint in the database to detect a 

match in the database even in an event that the first organization identifier does not match the 

organization identifier associated with the second fingerprint in the database.  

36. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

10 of the method of any of examples 21-35.  

37. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 36.  

Examples: Deduplication 

38. A method comprising: 

15 transmitting a first fingerprint identifying a first block of backup data to a cloud-based data 

protection service from a first site of a first organization; 

detecting a match for the first fingerprint to at least one fingerprint in a fingerprint database 

maintained by the data protection service, wherein blocks of backup data 

corresponding to the fingerprints in the fingerprint database are included in previous 

20 backups performed by the data protection service from a plurality of sites including 

the first site; and 

excluding the first block from the backup data responsive to detecting the match.  

39. The method of example 38 wherein the fingerprint database further includes an organization 

identifier corresponding to each fingerprint in the fingerprint database, wherein transmitting the 

25 first fingerprint further comprises transmitting a first organization identifier identifying the first 

organization, and wherein detecting the match includes detecting a match for the first organization 

identifier to the organization identifier corresponding to the at least one fingerprint that matches 

the first fingerprint.  

40. The method of example 38 wherein the fingerprint database further includes an organization 

30 identifier corresponding to each fingerprint in the fingerprint database, wherein transmitting the 

first fingerprint further comprises transmitting a first organization identifier identifying the first 

organization, and wherein the match is detected even if the first organization identifier does not 

match the organization identifier corresponding to the at least one fingerprint that matches the first 

fingerprint.  
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41. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 38-40.  

42. One or more computer systems, each of the one or more computer systems comprising one or 

5 more processors coupled to the computer accessible storage medium of example 41.  

43. A method comprising: 

transmitting a first plurality of fingerprints from a first site of a first organization to a cloud

based data protection service, wherein the first plurality of fingerprints identify a 

first plurality of data blocks that are to be backed up from the first site to the data 

10 protection service; 

comparing the first plurality of fingerprints to a second plurality of fingerprints at the data 

protection service, wherein the second plurality of fingerprints identify a second 

plurality of data blocks that have previously been backed up at the data protection 

service, and wherein the second plurality of data blocks have been backed up from 

15 sites of a plurality of organizations including the first organization, and wherein the 

comparing is independent of which organization of the plurality of organizations 

was a source of a given data block in a previous backup; and 

excluding selected ones of the first plurality of data blocks from backup data sent from the 

first site to the data protection service responsive to corresponding ones of the first 

20 plurality of fingerprints matching one or more of the second plurality of 

fingerprints.  

44. The method of example 43 further comprising: 

transmitting a third plurality of fingerprints from a second site of a second organization to 

the data protection service, wherein the third plurality of fingerprints identify a third 

25 plurality of data blocks that are to be backed up from the second site to the data 

protection service; 

transmitting a first organization identifier identifying the second organization to the data 

protection circuit; 

comparing the third plurality of fingerprints to the second plurality of fingerprints at the 

30 data protection service; 

comparing the first organization identifier to a plurality of organization identifiers 

corresponding to the second plurality of fingerprints, wherein the plurality of 

organization identifiers identify organizations corresponding to sites that sourced 

respective ones of the second data blocks; 
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detecting a match for a first fingerprint of the third plurality fingerprints responsive to 

matching a second fingerprint of the second plurality of fingerprints as a result of 

comparing the third plurality of fingerprints to the second plurality of fingerprints 

and further responsive to matching the first organization identifier to a second 

5 organization identifier of the plurality of organization identifiers, wherein the 

second organization identifier corresponds to the second fingerprint; and 

excluding a first data block of the third plurality of data blocks from the backup data sent 

from the second site to the data protection service responsive to detecting the match 

for the first fingerprint, wherein the first fingerprint identifies the first data block.  

10 45. The method of example 43 or 44 further comprising generating the first plurality of fingerprints 

by hashing the first plurality of data blocks.  

46. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 43-45.  

15 47. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 46.  

Examples: Backup post processing 

48. A method comprising: 

receiving a partially-populated data descriptor corresponding to a backup from a first site 

20 at a data protection service, wherein the data descriptor is a list of fingerprints 

identifying data blocks in a corresponding backup data from the first site, and 

wherein the partially-populated data descriptor includes fingerprints for data blocks 

that have changed from a previous backup from the first site; 

obtaining a second data descriptor corresponding to the previous backup; and 

25 merging fingerprints from the second data descriptor into unpopulated locations in the data 

descriptor to complete the data descriptor.  

49. The method of example 48 wherein the receiving the partially-populated data descriptor 

comprises: 

receiving an identifier for the partially-populated data descriptor, the identifier identifying 

30 the partially-populated data descriptor in an object storage of a public cloud that 

hosts the data protection service; and 

getting the partially-populated data descriptor from the object storage.  

50. The method of example 49 further comprising putting the completed data descriptor in the 

object storage using the identifier, overwriting the partially-populated data descriptor in the object 
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storage.  

51. The method of any of examples 48-50 further comprising: 

restoring the backup in the public cloud; and 

verifying the restored backup.  

5 52. The method of example 51 wherein the backup corresponds to a first virtual machine from the 

first site, and wherein restoring the backup comprises establishing a virtual machine in the public 

cloud and restoring the backup virtual disk data to a block storage provided to the virtual machine.  

53. The method of example 52 wherein establishing the virtual machine comprises successfully 

bidding for a spot instance of the virtual machine.  

10 54. The method of example 52 wherein establishing the virtual machine comprises unsuccessfully 

bidding for a spot instance of the virtual machine and establishing an on-demand instance of the 

virtual machine.  

55. The method of any of examples 51-54 further comprising generating a file listing from the 

restored backup.  

15 56. The method of example 55 further comprising putting the file listing in the object storage.  

57. The method of example 56 further comprising storing data identifying the backup in the catalog 

and associating the file listing with the data identifying the backup.  

58. The method of any of examples 51-57 further comprising: 

scanning the restored backup for one or more security risks; and 

20 notifying an information technology (IT) professional responsive to detecting a security 

risk.  

59. The method of example 58 wherein scanning the restored backup comprises scanning the 

backup for viruses.  

60. The method of example 58 or 59 wherein scanning the restored backup comprises scanning 

25 the backup for malware.  

61. The method of any of examples 58-60 wherein scanning the restored backup comprises 

scanning the backup for ransomware.  

62. The method of any of examples 58-61 wherein scanning the restored backup comprises 

scanning the backup for personally identifiable information.  

30 63. The method of any of examples 51-62 further comprising snapshotting the restored backup in 

the public cloud.  

64. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 48-63.  
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65. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 64.  

66. A method comprising: 

receiving a backup of a first virtual machine from a first site in a cloud-based data protection 

5 service; 

establishing a second virtual machine in the cloud; 

restoring the backup to the second virtual machine; and 

verifying the backup in the second virtual machine.  

67. The method of example 66 further comprising generating a file index from the backup.  

10 68. The method of example 66 or 67 further comprising scanning the backup for one or more 

security threats.  

69. The method of example 68 wherein the one or more security threats comprise viruses.  

70. The method of example 68 or 69 wherein the one or more security threats comprise 

ransomware.  

15 71. The method of any of examples 68 to 70 wherein the one or more security threats comprise 

malware.  

72. The method of any of examples 68 to 71 wherein the one or more security threats comprise 

personally identifiable information.  

73. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

20 when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 66-72.  

74. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 73.  

Examples: Restore 

25 75. A method comprising: 

restoring a data set in a public-cloud based data protection service from an object storage 

in the public cloud; 

reading a plurality of restore data blocks from the data set, wherein each restore data block 

comprises a plurality of backup data blocks, wherein a backup data block is a unit 

30 of data storage for a backup of the data set; and 

putting the plurality of restore data blocks in the object storage.  

76. The method of example 75 further comprising compressing the plurality of restore data blocks 

prior to putting the plurality of restore data blocks in the object storage.  

77. The method of examples 75 or 76 further comprising encrypting the plurality of restore data 
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blocks prior to putting the plurality of restore data blocks in the object storage.  

78. The method of example 77 further comprising providing a key used to perform the encryption 

to a requestor that generated the request.  

79. The method of any of examples 75-78 wherein restoring the data set comprises restoring the 

5 data set to a block storage in the public cloud.  

80. The method of any of examples 75-79 wherein the data set comprises a virtual disk 

corresponding to a virtual machine, and wherein restoring the data set comprises invoking a virtual 

machine instance in the public cloud and restoring the virtual disk to the virtual machine instance.  

81. The method of example 80 further comprising establishing a block storage for the virtual 

10 machine instance, wherein the virtual disk is restored to the block storage.  

82. The method of examples 80 or 81 further comprising deleting the virtual machine instance 

responsive to putting the plurality of restore blocks in the object storage.  

83. The method of any of examples 75-82 further comprising providing a plurality of identifiers 

for the plurality of restore blocks in the object storage to a requestor that generated the request.  

15 84. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

of the method of any of examples 75-83.  

85. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 84.  

20 86. A method comprising: 

restoring a virtual disk from a backup to a virtual machine instance in a public cloud; 

reading a plurality of restore data blocks from the virtual disk, wherein each restore data 

block comprises a plurality of backup data blocks, and wherein a backup data block 

is a block of data backed up as a unit in the backup; 

25 putting the plurality of restore blocks in an object storage in the public cloud; and 

getting the plurality of restore blocks from the object storage into a site from which the 

virtual disk was previously backed up; and 

restoring the restore blocks to a virtual machine at the site.  

87. The method of example 86 further comprising compressing the plurality of restore data blocks 

30 prior to putting the plurality of restore data blocks in the object storage.  

88. The method of examples 86 or 87 further comprising encrypting the plurality of restore data 

blocks prior to putting the plurality of restore data blocks in the object storage.  

89. The method of example 88 further comprising providing a key used to perform the encryption 

to the site.  
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90. The method of any of examples 86-89 wherein restoring the data set comprises restoring the 

data set to a block storage in the public cloud, wherein the block storage is associated with the 

virtual machine instance.  

91. The method of any of examples 86-90 further comprising deleting the virtual machine instance 

5 responsive to putting the plurality of restore blocks in the object storage.  

92. The method of any of examples 86-91 further comprising providing a plurality of identifiers 

for the plurality of restore blocks in the object storage to the site.  

93. A non-transitory computer accessible storage medium storing a plurality of instructions which, 

when executed on one or more computers, cause the one or more computers to perform operations 

10 of the method of any of examples 86-92.  

94. One or more computer systems, each of the one or more computer systems comprising one or 

more processors coupled to the computer accessible storage medium of example 93.  

95. A method comprising: 

restoring a data set in a public-cloud based data protection service from an object storage 

15 in the public cloud; 

reading a plurality of restore data blocks from the data set; and 

putting the plurality of restore data blocks in the object storage.  

Examples: Change-Based Restore 

96. A method comprising: 

20 obtaining an indication of a subset of backup data blocks in a data set have been modified 

after a first backup data set corresponding to the data set was captured, the subset 

comprising one or more backup data blocks; 

restoring at least the subset of backup data blocks from the first backup data set in a public 

cloud using a cloud-based data protection service; 

25 reading the subset of backup data blocks from the first backup data set in the public cloud 

responsive to the indication; and 

selectively updating the data set at a source of the data set with the backup data blocks from 

the subset.  

97. The method of example 96 wherein the source implements a change tracking service, and 

30 wherein obtaining the indication comprises querying the change tracking service.  

98. The method of example 97 wherein the querying includes a time at which the first backup data 

set was captured, and wherein a result of the querying identifies the subset of the backup data 

blocks that have been modified between the time and a present time.  

99. The method of any of examples 96-98 further comprising concatenating a plurality of the 
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backup data blocks from the subset into a restore data block.  

100. The method of example 99 further comprising compressing the restore data block.  

101. The method of example 99 or example 100 further comprising encrypting the restore data 

block.  

5 102. The method of any of examples 99-101 further comprising providing the restore block to the 

source.  

103. The method of any of examples 99-102 wherein providing the restore block comprises putting 

the restore block in an object storage of the public cloud by the cloud-based data protection service 

and getting the restore from the object storage at the source.  

10 104. A non-transitory computer accessible storage medium storing a plurality of instructions 

which, when executed on one or more computers, cause the one or more computers to perform 

operations of the method of any of examples 96-103.  

105. One or more computer systems, each of the one or more computer systems comprising one 

or more processors coupled to the computer accessible storage medium of example 104.  

15 106. A method comprising: 

querying a change tracking service to determine which backup data blocks of a virtual disk 

for a virtual machine have been modified since a first backup of the first virtual 

disk; 

restoring at least the backup data blocks indicated as modified from the first backup in a 

20 virtual machine instance in a public cloud; 

reading the backup data blocks indicated as modified by the change tracking service from 

the restored first backup in the public cloud; and 

restoring the virtual disk to the first backup by updating the virtual disk at a site with the 

backup data blocks from the first backup.  

25 107. The method of example 106 further comprising concatenating a plurality of the backup data 

blocks to form a restore data block.  

108. The method of example 107 further comprising compressing the restore data block 

109. The method of example 107 or example 108 further comprising encrypting the restore data 

block.  

30 110. The method of example 109 further comprising decrypting the restore data block and 

decompressing the restore data block.  

111. The method of any of examples 106-110 wherein the updating is based on an indication from 

the change tracking service identifying which backup data blocks in the virtual disk were modified.  

112. The method of any of examples 106-111 further comprising putting the backup data blocks 
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in an object storage in the cloud and getting the backup data blocks from the object storage to the 

site.  

113. The method of example 112 further comprising concatenating the backup data blocks into 

one or more restore blocks, wherein each of the one or more restore blocks comprises a plurality 

5 of backup data blocks, wherein putting the backup data blocks in the object storage comprises 

putting the one or more restore blocks into the object storage and getting the backup data blocks 

from the object storage comprises getting the one or more restore blocks from the backup storage.  

114. The method of example 113 further comprising compressing and encrypting the one or more 

restore blocks prior to putting the one or more restore blocks in the object storage.  

10 115. The method of example 114 further comprising decrypting and decompressing the one or 

more restore blocks in the data center.  

116. The method of example 114 or 115 further comprising obtaining a key from key management 

service in the public cloud to perform the encrypting and the decrypting.  

117. A non-transitory computer accessible storage medium storing a plurality of instructions 

15 which, when executed on one or more computers, cause the one or more computers to perform 

operations of the method of any of examples 106-116.  

118. One or more computer systems, each of the one or more computer systems comprising one 

or more processors coupled to the computer accessible storage medium of example 117.  

[0180] Numerous variations and modifications will become apparent to those skilled in the art 

20 once the above disclosure is fully appreciated. It is intended that the following examples be 

interpreted to embrace all such variations and modifications.  
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WHAT IS CLAIMED IS: 

1. A non-transitory computer accessible storage medium storing a plurality of instructions forming 

a data protection service which, when executed on one or more computer systems in a cloud, cause 

the one or more computer systems to perform operations comprising: 

receiving a fingerprint identifying a block of backup data from a given site, the block of 

backup data corresponding to a backup being performed from the given site to the 

cloud; 

detecting a match between the fingerprint and at least one fingerprint in a fingerprint 

database maintained by the data protection service, wherein fingerprints in the 

fingerprint database correspond to blocks of backup data included in previous 

backups performed by the data protection service for a plurality of sites including 

the given site, wherein the fingerprint matches the at least one fingerprint in the 

fingerprint database when the corresponding block of backup data was included in 

backup data from a previous backup from a different site of the plurality of sites 

even when the corresponding block of backup data was not included in a previous 

backup from the given site; and 

causing the block to be excluded by the given site from being backed up to the cloud as 

part of the backup from the site responsive to detecting the match and the at least 

one fingerprint corresponds to a previous backup from the different site.  

2. The non-transitory computer accessible storage medium as recited in claim 1 wherein the 

fingerprint database further includes a first organization identifier corresponding to each 

fingerprint in the fingerprint database, wherein receiving the fingerprint further comprises 

receiving a second organization identifier identifying an organization associated with the given 

site, and wherein detecting the match includes detecting a match between the second organization 

identifier and the first organization identifier corresponding to the at least one fingerprint that 

matches the fingerprint.  

3. The non-transitory computer accessible storage medium as recited in claim 1 wherein the 

fingerprint database further includes a first organization identifier corresponding to each 
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fingerprint in the fingerprint database, wherein receiving the fingerprint further comprises 

receiving a second organization identifier identifying an organization associated with the given 

site, and wherein the match is detected even if the second organization identifier does not match 

the first organization identifier corresponding to the at least one fingerprint that matches the 

fingerprint.  

4. The non-transitory computer accessible storage medium as recited in any of claims 1-3 wherein 

the fingerprint is one of a plurality of fingerprints received from the given site, and wherein the 

operations further comprise: 

matching a subset of the plurality of fingerprints to the fingerprint database; 

providing match results for the subset of the plurality of fingerprints; and 

indicating that the at least one fingerprint of the plurality of fingerprints that is not in the 

subset is not present in the fingerprint database.  

5. The non-transitory computer accessible storage medium as recited in claim 4 wherein matching 

the subset is performed responsive to a load on a fingerprint query service that performs matches 

on the fingerprint database.  

6. The non-transitory computer accessible storage medium as recited in claim 5 wherein matching 

the subset is performed responsive to the load exceeding an ability of the fingerprint database to 

perform matches.  

7. The non-transitory computer accessible storage medium as recited in claim 5 wherein matching 

the subset is performed subsequent to adding instances of the fingerprint query service and load 

balancing among the instances.  

8. The non-transitory computer accessible storage medium as recited in any of claims 1-7 wherein 

causing the block to be excluded comprises transmitting an indication of the match from the data 

protection service to the given site.  

9. The non-transitory computer accessible storage medium as recited in claim 8 wherein the 
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plurality of instructions comprise a backup agent executed at the given site, the backup agent 

receiving the indication of the match and excluding the block from the backup data transmitted to 

the cloud.  

10. A method comprising: 

receiving a first plurality of fingerprints from a first site of a first organization at a data 

protection service executing in a cloud, wherein the first plurality of fingerprints 

identify a first plurality of data blocks that are to be backed up from the first site to 

the data protection service; 

comparing the first plurality of fingerprints to a second plurality of fingerprints at the data 

protection service, wherein the second plurality of fingerprints identify a second 

plurality of data blocks that have previously been backed up at the data protection 

service, and wherein the second plurality of data blocks have been backed up from 

a plurality of sites, and wherein the comparing is independent of which site of the 

plurality of sites was a source of a given data block in a previous backup and a 

match is detected between one of the first plurality of fingerprints and a given 

fingerprint of the second plurality of fingerprints when the given data block was 

included in the backup data from a different site of the plurality of sites than the 

first site; and 

causing selected ones of the first plurality of data blocks to be excluded from backup data 

sent from the first site to the data protection service responsive to corresponding 

ones of the first plurality of fingerprints matching one or more of the second 

plurality of fingerprints from the different site.  

11. The method as recited in claim 10 further comprising: 

receiving a third plurality of fingerprints from a second site of a second organization at the 

data protection service, wherein the third plurality of fingerprints identify a third 

plurality of data blocks that are to be backed up from the second site to the data 

protection service; 

receiving a first organization identifier identifying the second organization to the data 

protection service; 
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comparing the third plurality of fingerprints to the second plurality of fingerprints at the 

data protection service; 

comparing the first organization identifier to a plurality of organization identifiers 

corresponding to the second plurality of fingerprints, wherein the plurality of 

organization identifiers identify organizations corresponding to sites that sourced 

respective ones of the second plurality of data blocks; 

detecting a match for a first fingerprint of the third plurality of fingerprints responsive to 

matching a second fingerprint of the second plurality of fingerprints as a result of 

comparing the third plurality of fingerprints to the second plurality of fingerprints 

and further responsive to matching the first organization identifier to a second 

organization identifier of the plurality of organization identifiers, thereby 

identifying the second site and the first site as being associated the same 

organization, wherein the second organization identifier corresponds to the second 

fingerprint; and 

causing a first data block of the third plurality of data blocks to be excluded from the 

backup data sent from the second site to the data protection service responsive to 

detecting the match for the first fingerprint, wherein the first fingerprint identifies 

the first data block.  

12. The method as recited in either claim 10 or 11 further comprising generating the first plurality 

of fingerprints by hashing the first plurality of data blocks.  

13. The method as recited in any of claims 10-12 further comprising: 

receiving a fourth plurality of fingerprints from the first site at the data protection service 

executing in the cloud, wherein the fourth plurality of fingerprints identify a fourth 

plurality of data blocks that are to be backed up from the first site to the data 

protection service; 

comparing a subset of the fourth plurality of fingerprints to the second plurality of 

fingerprints at the data protection service; and 

causing selected ones of the fourth plurality of data blocks to be excluded from backup 

data sent from the first site to the data protection service responsive to 
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corresponding ones of the fourth plurality of fingerprints matching one or more of 

the second plurality of fingerprints.  

14. The method as recited in claim 13 further comprising including one or more fourth data blocks 

in the backup data, wherein the one or more fourth data blocks correspond to one or more fourth 

fingerprints that are not included in the subset.  

15. The method as recited in claim 14 further comprising indicating the one or more fourth 

fingerprints are not present as a match result.  

16. The method as recited in any of claims 13-15 wherein comparing the subset is performed 

responsive to a load on a fingerprint query service that performs the comparing.  

17. One or more computer systems in a cloud, each of the one or more computer systems 

comprising one or more processors, the one or more processors coupled to a non-transitory 

computer accessible storage medium storing a plurality of instructions forming a data protection 

service that is executable in the cloud on the one or more processors in the one or more computer 

systems, wherein the plurality of instructions, when executed by the one or more processors, cause 

the one or more computer systems to perform operations comprising: 

receiving a first fingerprint identifying a first block of backup data from a first site; 

detecting a match for the first fingerprint to at least one fingerprint in a fingerprint database 

maintained by the data protection service, wherein blocks of backup data 

corresponding to the fingerprints in the fingerprint database are included in 

previous backups performed by the data protection service from a plurality of sites 

including the first site, wherein the fingerprint matches the at least one fingerprint 

in the database when the corresponding block of backup data was included in 

backup data from a previous backup from a different site of the plurality of sites 

even when the corresponding block of backup data was not included in a previous 

backup from the first site; and 

causing the first block to be excluded by the first site from the backup data responsive to 

detecting the match and the match corresponds to a previous backup from the 
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different site.  

18. The one or more computer systems as recited in claim 17 wherein the fingerprint database 

further includes an organization identifier corresponding to each fingerprint in the fingerprint 

database, wherein transmitting the first fingerprint further comprises transmitting a first 

organization identifier identifying a first organization associated with the first site, and wherein 

detecting the match includes detecting a match for the first organization identifier to the 

organization identifier corresponding to the at least one fingerprint that matches the first 

fingerprint.  

19. The one or more computer systems as recited in claim 17 wherein the fingerprint database 

further includes an organization identifier corresponding to each fingerprint in the fingerprint 

database, wherein transmitting the first fingerprint further comprises transmitting a first 

organization identifier identifying a first organization associated with the first site, and wherein 

the match is detected even if the first organization identifier does not match the organization 

identifier corresponding to the at least one fingerprint that matches the first fingerprint.  

20. The one or more computer systems as recited in any of claims 17-19 wherein the first 

fingerprint is one of a plurality of fingerprints received from the first site, and wherein the 

operations further comprise: 

matching a subset of the plurality of fingerprints to the fingerprint database; 

providing match results for the subset of the plurality of fingerprints; and 

indicating at least one fingerprint of the plurality of fingerprints that is not in the subset is 

not present in the fingerprint database.  
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