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(57) Abstract: A method and device for identifying an abnormal application are provided. The method includes: executing abnormal
applications; obtaining dynamic behavior information of the abnormal applications; inputting the dynamic behavior information of
the abnormal applications into a preset detection network; obtaining a behavior rule of the dynamic behavior information via the de -
tection network; and identifying a detected application according to the behavior rule to determine whether the detected application
is an abnormal application. The present disclosure may identify new abnormal applications, such as viruses or Trojans in time and
enhance the scanning and killing efficiency of the viruses.
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METHOD AND DEVICE FOR IDENTIFYING ABNORMAL APPLICATION

This application claims the benefit of priority from Chinese Patent Application,
No. 201210436204.0, entitled “Method and device for identifying and abnormal
application” and filed on November 05, 2012, the entire content of which is

hereby incorporated by reference.
FIELD OF THE INVENTION

[0001] The present disclosure relates to an Internet field, and more particularly,

to a method and device for identifying an abnormal application.
BACKGROUND

[0002] With the growing popularity of the Internet, a high requirement is put

forward for a network security performance.

[0003] After a user logs on the Internet using a computer, the computer may be
infected by a virus or Trojan for a variety of reasons. In the prior art, there are two

methods for identifying the virus or Trojan.

[0004] The first method is a feature scanning method. With this method, if the
user finds a new virus, the virus is analyzed, a virus feature is extracted
according to characteristics of the virus and the extracted virus feature is added
to a virus feature database. In the subsequent virus scanning process, if a
suspicious file is found, the suspicious file is compared with virus features in the
virus feature database to determine whether the suspicious file is infected by a
virus. The weak point of the method is that this method cannot identify an
unknown virus. With the increase of types of viruses, especially with the
development of polymorphic viruses and hidden viruses, the virus feature
database is becoming larger. Apparently, this method cannot satisfy the

requirement for rapidly scanning and killing the virus.

[0005] The second method is a human rule behavior heuristic scanning method.
With this method, a virus sample is manually analyzed, behavior rules of the virus
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sample are summarized and the summarized behavior rules are saved in a
database. When the suspicious file is found, runtime behavior of the suspicious
file is compared with behavior rules which are stored in advance one by one. If a
behavior rule matching with the runtime behavior of the suspicious file is found,
suspicious file is determined as the virus. The method may identify some
unknown viruses. With the continuing development of the viruses, new viruses
appear continuously and virus behavior also changes. The method for manually
analyzing and summarizing the virus behavior is inefficient and cannot satisfy the

requirement for scanning and killing the viruses.

[0006] In summary, one of technical problems needed to be solved is identifying

new viruses in time, enhancing scanning and killing efficiency of the viruses.
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SUMMARY

[0007] The present disclosure provides a method for identifying an abnormal
program to identify new viruses in time and enhance scanning and killing

efficiency of the viruses.

[0008] In order to achieve the above technical effect, the present disclosure
provides a method for identifying an abnormal application, including:
executing abnormal applications;

obtaining dynamic behavior information of the abnormal applications;

inputting the dynamic behavior information of the abnormal applications into
a preset detection network;

obtaining a behavior rule of the dynamic behavior information via the
detection network; and

identifying a detected application according to the behavior rule to determine
whether the detected application is an abnormal application.

[0009] In an example of the present disclosure, before executing the abnormal
applications, the method further includes:

presetting the detection network.

[0010] In an example of the present disclosure, the method for inputting the
dynamic behavior information of the abnormal applications into the preset
detection network includes:

converting the dynamic behavior information of the abnormal applications
into a behavior vector; and

inputting the behavior vector into the detection network.

[0011] In an example of the present disclosure, before executing the abnormal
applications, the method further includes:

establishing a dynamic behavior information monitoring point; and

obtaining the dynamic behavior information of the abnormal applications via

the dynamic behavior information monitoring point.
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[0012] In an example of the present disclosure, the detection network is a back
propagation network.

[0013] The present disclosure provides a device for identifying an abnormal
program to identify new viruses in time and enhance scanning and killing

efficiency of the viruses.

[0014] In order to achieve the above technical effect, the present disclosure
provides a device for identifying an abnormal application. The device includes:

a dynamic behavior information obtaining module, to execute abnormal
applications and obtain dynamic behavior information of the abnormal
applications;

a dynamic behavior information transmission module, to input the dynamic

behavior information of the abnormal applications into a preset detection network;

a behavior rule obtaining module, to obtain a behavior rule of the dynamic

behavior information via the detection network; and

an identification module, to identify a detected application according to the
behavior rule to determine whether the detected application is an abnormal

application.

[0015] In an example of the present disclosure, the device further includes: a
detection network generation module, to preset the detection network.

[0016] In an example of the present disclosure, the device further includes: a
behavior vector conversion module, to convert the dynamic behavior information
of the abnormal applications into a behavior vector. The dynamic behavior
information transmission module is further to input the behavior vector into the

detection network.

[0017] In an example of the present disclosure, the device further includes a
monitoring point establishment module, to establish a dynamic behavior
information monitoring point. The dynamic behavior information obtaining module
is further to obtain the dynamic behavior information of the abnormal applications

via the dynamic behavior information monitoring point.

[0018] In an example of the present disclosure, the detection network is a back
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propagation network.

[0019] The present disclosure further provides a  non-transitory
computer-readable medium storing instructions which, when executed by one or
more processors, cause a device to perform a method for identifying an abnormal
application. The method includes:

executing abnormal applications;

obtaining dynamic behavior information of the abnormal applications;

inputting the dynamic behavior information of the abnormal applications into
a preset detection network;

obtaining a behavior rule of the dynamic behavior information via the
detection network;

identifying a detected application according to the behavior rule to determine

whether the detected application is an abnormal application.

[0020] Compared with the conventional method, in the present disclosure, a
detection network is established in advance, stored abnormal applications are
executed, the dynamic behavior information of the abnormal applications is
obtained, the obtained dynamic behavior information is input into the detection
network, the behavior rule for obtaining the abnormal applications is summarized
by the detection network and other abnormal applications are identified according
to the behavior rule. Apparently, the present disclosure may identify the new

viruses in time and enhance the scanning and killing efficiency of the viruses.
BRIEF DESCRIPTION OF THE DRAWINGS

[0021] Figure 1ais a flow chart illustrating a method for identifying an abnormal
application in accordance with example of the present disclosure;

[0022] Figure 1 is a flow chart illustrating another method for identifying an
abnormal application in accordance with an example of the present disclosure;

[0023] Figure 2 is a schematic diagram illustrating a model of a detection
network in accordance with an example of the present disclosure; and

[0024] Figure 3 is a schematic diagram illustrating a device for identifying an
abnormal application in accordance with an example of the present disclosure.
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DETAILED DESCRIPTION

[0025] For simplicity and illustrative purposes, the present disclosure is
described by referring to examples. In the following description, numerous
specific details are set forth in order to provide a thorough understanding of the
present disclosure. It will be readily apparent however, that the present
disclosure may be practiced without limitation to these specific details. In other
instances, some methods and structures have not been described in detail so as
not to unnecessarily obscure the present disclosure. As used throughout the
present disclosure, the term “includes” means includes but not limited to, the term
“‘including” means including but not limited to. The term “based on” means
based at least in part on. In addition, the terms “a” and “an” are intended to

denote at least one of a particular element.

[0026] Referring to figure 1a, figure 1a is a flow chart illustrating a method for
identifying an abnormal application in accordance with example of the present
disclosure. The method includes the following blocks.

[0027] In block 101a, abnormal applications are executed.

[0028] In the present disclosure, in general, the abnormal applications are
dangerous applications, such as the viruses and Trojans affecting the normal

operation of the computer.

[0029] In block 102a, dynamic behavior information of the abnormal applications

is obtained.

[0030] In block 103a, the dynamic behavior information of the abnormal

applications is input into a preset detection network.

[0031] In block 104a, a behavior rule of the dynamic behavior information is

obtained via the detection network.

[0032] In block 105a, a detected application is identified according to the
behavior rule to determine whether the detected application is an abnormal

application.

[0033] Referring to figure 1, figure 1 is a flow chart illustrating another method
for identifying an abnormal application in accordance with example of the present
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disclosure.
[0034] In block S101, a detection network is preset.

[0035] The detection network provided by the present disclosure may be a Back
Propagation (BP) neural network. The BP neural network is a multi-layer
feed-forward network trained according to an error back propagation algorithm.
The BP neural network learns and stores a large number of input/output mode
mapping relationships and needs not to real mathematical equations describing
the above mapping relationships in advance.

[0036] In block S102, stored abnormal applications are executed and dynamic
behavior information of the abnormal applications is obtained.

[0037] For example, the abnormal applications may be a virus or a Trojan
program and may be an improper program affecting the usage of the computer or

the terminal device. The abnormal applications are not listed here.

[0038] In practice, the stored abnormal applications may be executed on a
virtual machine and the dynamic behavior information of the abnormal
applications is obtained via a pre-established behavior monitoring point. For
example, a danger registry operation monitoring point, a sensitive file operation
monitoring point, a network connection monitoring point or Application
Programming Interface (API) call monitoring point, etc. may be established on the
virtual machine, which is described in detail hereinafter.

[0039] In block $S103, the obtained dynamic behavior information is converted
into a behavior vector and the behavior vector is input into the preset detection

network.

[0040] In practice, a behavior vector mapping rule is established in the present
disclosure in advance and the obtained dynamic behavior information is mapped
into the behavior vector.

[0041] Whether an operation is performed on a danger registry is determined. If
an operation is performed on the danger registry, the result is 1; otherwise, the

result is 0.

[0042] Whether an operation is performed on a sensitive file is determined. If an
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operation is performed on the sensitive file, the result is 1; otherwise, the result is
0.

[0043] Whether a dangerous operation is performed on network connection is
determined. If a dangerous operation is performed on the network connection,

the result is 1; otherwise, the result is 0.

[0044] Whether an operation is performed on APl (1) is determined. If an
operation is performed on API (1), the result is 1; otherwise, the result is 0.

[0045] Whether an operation is performed on APl (2) is determined. If an

operation is performed on API (2), the result is 1; otherwise, the result is 0.

[0046] A result output vector {0, 1, 0, 1, 1...... } representing the dynamic

behavior information is generated.

[0047] The input of the detection network is the behavior vector and the output
of the detection network is the result output vector. The result output vector
denotes whether the scanned application is in danger, 1 represents that the
scanned application is not in danger and O represents that the scanned
application is in danger.

[0048] An example is given hereinafter taking the detection network as the BP
neural network for example. The process for converting the obtained dynamic
behavior information into the behavior vector is as follows. Assume that an
expression of the BP neural network is y=f(x), x represents the input behavior
vector and y represents the result output vector. The result that y equals to 1
represents normal (the result that y equals to 1 or y is closing to 1 is determined
as normal). The result that y equals to O represents abnormal (The result that y
equals to 0 or y is closing to O is determined as abnormal). There is a behavior
vector, in which x equals to {1, 1, 0, 1, 0, 1, 0, 1...} and the behavior vector
belongs to abnormal (yd equals to 0 and yd represents a wished result value).
The value x is input into the BP neural network and the output is yc (yc
represents an actual output value). A difference square operation ((yd-yc)*2) is
performed on yd and yc. Whether the result is less than a threshold value a is
determined. If the result is less than a, a weight of each node in the BP neural
network needs to be fed back and adjusted. If the result is larger than a, the
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weight of each node in the BP neural network needs to be fed back and adjusted,
until (yd-yc)*2<a.

[0049] An appropriate range of weight adjustment learning rate of the BP neural
network is 0.3 to 5.0. An appropriate range of momentum learning rate is 1.0 to
1.5. An appropriate range of error limit is less than or equal to 0.0001. The error
calculated using an average value of the difference square is (yd-yc)*2)/m,
(yd-yc)*2)/m< 0.0001, yd represents the wished output value, yc represents the
actual output value, m represents number of output layer neurons and m equals
to 1.

[0050] In block $104, the behavior rule of the behavior vector is obtained via the
detection network.

[0051] In block S105, the detected abnormal application is identified with the

behavior rule obtained via the detection network.

[0052] In practice, the present disclosure adopts two kinds of application
samples. One kind includes completely abnormal applications and the other kind
includes completely normal applications. The completely abnormal applications
include different types of abnormal applications. The different types of abnormal
applications are executed one by one. The dynamic behavior information of the
abnormal applications is obtained via an established monitoring point, the
obtained dynamic behavior information is converted into the corresponding
behavior vector and the converted behavior vector is input into the pre-set
detection network to perform the feedback training.

[0053] Then, the completely normal applications are selected and the completely
normal applications are executed one by one. The dynamic behavior information
of the normal applications are obtained via the established monitoring point, the
obtained dynamic behavior information is converted into the corresponding
behavior vector and the converted behavior vector is input into the preset
detection network to perform the feedback training. In the present disclosure, the
completely normal applications are executed, other applications are detected
according to the execution result, by which misidentification may be avoided.

[0054] Follow on to the description in block $102, behavior monitoring points in
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the present disclosure are classified into four types.

[0055] The first one is danger registry operation monitoring point. That is, a
danger registry is established in a database file in advance and registries in which
danger may probably exist are defined as the danger registries. Then, the
detected application is executed by a virtual machine, an operation registry of the
detected application is obtained, the operation registry is matched with the
danger registries in the database file and whether there is a danger registry
matching with the operation registry of the detected application is determined. If
there is a danger registry matching with the operation registry, the result output
vector is 1; otherwise, the result output vector is 0.

[0056] The second one is a sensitive file operation monitoring point. That is, a
sensitive file table is established in the database file in advance, filenames of
sensitive files in which danger may exist and paths of the sensitive files are
stored in the sensitive file table. The detected application is executed via the
virtual machine, an operation file entry of the detected application is obtained, the
operation file entry is matched with the sensitive file table in the database file and
whether there is a filename or path of the sensitive file matching with the
operation file entry of the detected application is determined. If there is a filename
or path of the sensitive file matching with the operation file entry, the result output
vector is 1; otherwise, the result output vector is 0.

[0057] The third one is network connection monitoring point. That is, a danger
Uniform Resource Location (URL) and IP table is established in the database file.
(URL)s and (IP)s, in which danger may exist are stored in the danger URL and IP
table. Then, the detected application is executed by the virtual machine, the
network connection information of the detected application is obtained and
whether there is network connection information in the URL and IP table is
determined. If there is network connection information in the URL and IP table,
the result output vector is 1; otherwise, the result output vector is 0.

[0058] The fourth one is system API call monitoring point. That is, a system API
call table is stored in the database file in advance. Then, the detected application
is executed by the virtual machine and the situation of called system (API)s of the
detected application is obtained. As shown in the following table, an entry

10
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corresponding to a called system APl is configured as 1 and an entry
corresponding to the system API which is not called is configured as 0.

API'1  (FindWindow) 1
API 2 (CreateProcess) 0
API 3 (WriteProcessMemory) 1

[0059] The detection network provided by the present disclosure, such as the
BP neural network, includes an input layer, an intermediate layer and an output
layer. The number of neurons of the input layer is 1003. Each of the danger
registry operation monitoring point, the sensitive file operation monitoring point
and the network connection monitoring point occupies 3 neurons. The system API
call monitoring point occupies 1000 input neurons. The intermediate layer
includes a first intermediate layer and a second intermediate layer. The number of
neurons of the first intermediate layer is 60000 and the number of the neurons of
the second intermediate layer is 60000. When the output value of the output layer
is closing to 1 or equals to 1, the detected application is normal. When the output
value of the output layer is closing to 0 or equals to 0, the detected application is

abnormal.

[0060] Referring to figure 2, figure 2 is a schematic diagram illustrating a model
of a detection network in accordance with an example of the present disclosure.
In practice, in the detection network, formulas (1) and (2) are taken as activation
functions (called activation functions) of the model of the detection network.

[0061] The activation function: y=1/(1+exp(-x)) (1)

[0062] A function obtained by taking a derivative of the activation function:
y=1.0/(exp(x)*pow((1.0/exp(x)+1),2.0)) (2) .

[0063] Referring to the following table

Engine Scanning Detection Detection rate

number number

11
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Feature 5000 1247 24.9%
scanning method
human rule 5000 1375 27.5%

behavior heuristic
scanning method
BP neural 5000 1487 29.7%

network engine

[0064] According to an example of the present disclosure, 5000 mixed samples
are randomly extracted from an application sample database and comparison test
scanning is performed on the 5000 mixed samples. Apparently, the detection rate
on the basis of the detection network (BP neural network) is higher than any of
the detection rates on the basis of the feature scanning method and the human

rule behavior heuristic scanning method in the conventional method.

[0065] Referring to figure 3, figure 3 is a schematic diagram illustrating another
device for identifying an abnormal application in accordance with an example of
the present disclosure. The device for identifying an abnormal application
includes a detection network generation module 31, a monitoring point
establishment module 32, a dynamic behavior information obtaining module 33, a
behavior vector conversion module 34, a dynamic behavior information
transmission module 35, a behavior rule obtaining module 36 and an
identification module 37.

[0066] The detection network generation module 31 is to generate a detection
network in advance. The detection network is a back propagation network. The
monitoring point establishment module 32 is to establish a dynamic behavior
information monitoring point. For example, a danger registry operation monitoring
point, a sensitive file operation monitoring point, a network connection monitoring
point or an API call monitoring point, etc. may be established on the virtual

machine.

[0067] The dynamic behavior information obtaining module 33 is to execute
stored abnormal applications and obtain the dynamic behavior information of the
abnormal applications via the dynamic behavior information monitoring point.

12
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[0068] The behavior vector conversion module 34 is to convert the dynamic
behavior information of the abnormal applications into a behavior vector. The
dynamic behavior information transmission module 35 is to input the behavior
vector into the detection network, i.e. input the obtained dynamic behavior
information of the obtained abnormal applications into the preset detection

network.

[0069] The behavior rule obtaining module 35 is to obtain the behavior rule of
the dynamic behavior information via the detection network. The identification
module 36 is to identify a detected application according to the obtained behavior
rule to determine whether the detected application is an abnormal application.

[0070] The working process of the device for identifying the abnormal application
may be obtained by referring to the detailed description of the method for

identifying the abnormal application, which is not repeated here.

[0071] In the present disclosure, a detection network is established in advance,
stored abnormal applications are executed, the dynamic behavior information of
the abnormal applications is obtained, the obtained dynamic behavior information
is input into the detection network, the detection network summarizes the
behavior rule for obtaining the abnormal applications and other abnormal
applications are identified according to the behavior rule. Apparently, the present
disclosure may identify the new viruses in time and enhance the scanning and

killing efficiency of the viruses.

[0072] The foregoing only describes preferred embodiments of the present
invention. The protection scope of the present invention, however, is not limited to
the above description. Any change or substitution, easily occurring to those
skilled in the art, should be covered by the protection scope of the present

invention.

13
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WHAT IS CLAIMED IS:

1. A method for identifying an abnormal application, comprising:

executing abnormal applications;

obtaining dynamic behavior information of the abnormal applications;

inputting the dynamic behavior information of the abnormal applications into
a preset detection network;

obtaining a behavior rule of the dynamic behavior information via the
detection network; and

identifying a detected application according to the behavior rule to determine

whether the detected application is an abnormal application.

2. The method for identifying an abnormal application according to claim 1,
wherein before executing the abnormal applications, the method further
comprises:

presetting the detection network.

3. The method for identifying an abnormal application according to claim 1,
wherein inputting the dynamic behavior information of the abnormal applications
into the preset detection network comprises:

converting the dynamic behavior information of the abnormal applications
into a behavior vector; and

inputting the behavior vector into the detection network.

4. The method for identifying an abnormal application according to claim 1,
wherein before executing the abnormal applications, the method further
comprises:

establishing a dynamic behavior information monitoring point; and

obtaining the dynamic behavior information of the abnormal applications via

the dynamic behavior information monitoring point.

5. The method for identifying an abnormal application according to claim 1,

14
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wherein the detection network is a back propagation network.

6. A device for identifying an abnormal application, comprising:

a dynamic behavior information obtaining module, to execute abnormal
applications and obtain dynamic behavior information of the abnormal
applications;

a dynamic behavior information transmission module, to input the dynamic
behavior information of the abnormal applications into a preset detection network;

a behavior rule obtaining module, to obtain a behavior rule of the dynamic
behavior information via the detection network; and

an identification module, to identify a detected application according to the
behavior rule to determine whether the detected application is an abnormal

application.

7. The device for identifying an abnormal application, further comprising:
a detection network generation module, to preset the detection network.

8. The device for identifying an abnormal application, further comprising:

a behavior vector conversion module, to convert the dynamic behavior
information of the abnormal applications into a behavior vector; wherein

the dynamic behavior information transmission module is further to input the

behavior vector into the detection network.

9. The device for identifying an abnormal application according to claim 6,
further comprising:

a monitoring point establishment module, to establish a dynamic behavior
information monitoring point; wherein

the dynamic behavior information obtaining module is further to obtain the
dynamic behavior information of the abnormal applications via the dynamic

behavior information monitoring point.

10. The device for identifying an abnormal application according to claim 6,
wherein the detection network is a back propagation network.

15
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11. A non-transitory computer-readable medium storing instructions which,
when executed by one or more processors, cause a device to perform a method
for identifying an abnormal application, the method comprising:

executing abnormal applications;

obtaining dynamic behavior information of the abnormal applications;

inputting the dynamic behavior information of the abnormal applications into
a preset detection network;

obtaining a behavior rule of the dynamic behavior information via the
detection network;

identifying a detected application according to the behavior rule to determine
whether the detected application is an abnormal application.

12. The non-transitory computer-readable medium according to claim 11,
wherein the non-transitory computer-readable medium further stores instructions
which, when executed by one or more processors, cause a device to

preset the detection network before executing the abnormal applications.

13. The non-transitory computer-readable medium according to claim 11,
wherein the non-transitory computer-readable medium further stores instructions
which, when executed by one or more processors, cause a device to input the
dynamic behavior information of the abnormal applications into the preset
detection network by:

converting the dynamic behavior information of the abnormal applications
into a behavior vector; and

inputting the behavior vector into the detection network.

14. The non-transitory computer-readable medium according to claim 11,
wherein the non-transitory computer-readable medium further stores instructions
which, when executed by one or more processors, cause a device to

establish a dynamic behavior information monitoring point before executing
the abnormal applications; and

obtain the dynamic behavior information of the abnormal applications via the

16
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dynamic behavior information monitoring point.

15. The non-transitory computer-readable medium according to claim 11,
wherein the detection network is a back propagation network.

17
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