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A METHOD AND SYSTEM FOR TRANSPORTING INFORMATION VIA THE XGMII or
FIBER CHANNEL STANDARD

The present application hereby claims priority under 35 U.S.C. §119 on US patent
publication number 60/341,098 filed December 7, 2001, the entire contents of which are
hereby incorporated by reference.

The present invention relates to a method and a system for transmitting information via
the XGMII standard as defined in IEEE 802.3ae clause 46 or Fibre Channel (10GFC)
standard, which presently refers to the XGMII standard.

The XGMII standard presently is used for relaying data between network elements and
defines that state or condition information may be transmitted between link pariners only
when one of these fails. The XGMII standard also defines that no matter how the XGMIi
signals are transmitted, such as via XAUI, the intervening elements, such as
PCS’s/PMA’s/PMD’s — or assembled into a PHY, must acknowledge and relay specific

XGMII control information without amendment.

The present invention relates to the use of the XGMII ability to transmit control signals
through transmission channels while ensuring that the signals actually reach the recipient.
However, the invention relates to the use of that ability as a part of a normal operation of

the link partners — not a failure mode.

The Fibre Channel standard has adopted the ability and functionality of the XGMII

standard.

In EP-A-1 133 124 it may be seen how link partners (PHY’s) communicate on top of a
standard XGMII communication. However, such PHY’s still have to transmit XGMIl control
signals un-amended. The information added on top of the XGMII information is removed
before presenting the XGMII signals to the network element. These signals are used
merely for the operation of the PHY’s.

Thus, in a first embodiment, the invention relates to a method of transporting information

from a first network unit to a second network unit, the method comprising:
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- providing the network units being adapted to communicate via the XGMII or
Fibre Channel standard defining a simultaneous transfer of a number of words
of information relating to data or control information, each network unit being
adapted to determine whether information received relates to data or control
information, the network units communicating via a transmission path,

- providing, in the first network unit, condition information relating to one of a
number of conditions obtainable in the first network unit during normal
operation,

- transmitting, over the transmission path as control information, the condition

information to the second network unit.

The XGMII standard may be seen from IEEE Draft P802.3ae/D3.2 where it is clear that
the standard, at present, defines that four lanes of 8 bits (one word) transmit a total of four
words simultaneously — at 156,25 MHz DDR giving a total of 10 Gbit/s of data transfer. In
addition to that, each XGMI| interface lane comprises a control signal conductor per lane -

and the interface has a clock.

In the present context, the control information will be a full lane of information meaning
that the control information will be transmitted (maybe together with other information) in
the number of words defined o be transmitted simultaneously by the XGMII/FC standard.

The XGMII standard additionally defines that four simultaneously transmitted words (one
in each of the four lanes) may relate to data to be transmitted or to control information.
The control information may be transmitted in the form of so-called Sequence
Ordered_Sets (SOS) which are defined to have the first word (in lane 0) represent “9C
hex” and which are presently only defined to signal (by the contents in the other three
words/lanes) that either the local or the remote link partner fails. Thus, the SOS’ are only

used in non-operational situations.

In Fibre Channel (FC), the corresponding feature is the so-called Signal Ordered_Sets,
having a header of “5C hex”. These SOS’ are also possible in XGMII.

It should be noted that XGMII signals may be transmitted as defined over small distances

or over communication channels based on other communication standards, such as
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XAUI, 10GBASE-SR, 10GBASE-SW, 10GBASE-LX4, 10GBASE-LR, 10GBASE-LW,
10GBASE-ER, or 10GBASE-EW , which may be transmitted over larger distances. When
using the other standards, normally PHY’s are used for performing this conversion. A
XAUI PHY may, for timing reasons, delete one of two consecutive SOS’es but must
transmit single SOS’es. Transmitted SOS’es must be transmitted un-amended. PHY’s
may, naturally be positioned on the same chip as the networking element with which it
communicates via an XGMII interface. In that manner, the XGMII is only an internal

interface.

It should be noted that, in contrast with the XGMII and FC standards, at present, “data” is
information relating to the data packets which are desired transported over the interface
or transmission path. On the other hand, “control information” does not carry data. Thus, a
SOS (which according to the standard has a Control header word and where the
information carried on the other three lanes would be denoted data) will in the present

context be denoted to consist only of control information.

In the present context, “normal operation” is a non-fault operation relating to an operation
where the network element operates (i.e. transmits and receives data — if there is any to
receive) as intended, such as where a condition is reported, such as:

- congestion,

- over heating,

- a change in mode of operation,

- information as to which of a plurality of modes of operation is presently used,

- information relating to the amount, quality, priority or the like of data received,

processed, output or otherwise handled at a networking element.

Information as to this condition is reported to the other networking element, which may
then take appropriate action. Such action could be to alter a present mode or manner of
operation in accordance with the condition of the reporting network element. Such
alteration could be to inform an operator of the condition of the first network element — or

to e.g. reduce a data rate of data transmitted to the first element.

In a preferred embodiment, the second network unit transmits data to the first network
unit, and the second network unit alters an actual mode of operation on the basis of the

condition information received from the first network unit.
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Also, in the providing step, the first network unit could provide information relating to
congestion therein. Then, the second network unit preferably reduces or stops the

transmission of data to the first network unit upon receipt of the condition information.

When the first network unit receives the data from the second network unit and outputs
the data on a plurality of output ports preferably, in the providing step, the first network
unit provides condition information relating to one or more of the output ports being
congested. In that situation, the second network unit could reduce or stop only data

transmission to the port(s) congested and not to the ports, which are not congested.

Alternatively or additionally, when the first network unit receives the data from the second
network unit and outputs the data on a plurality of output ports then the first network unit
could monitor or determine a bandwidth utilization of each output port, and provide
condition information relating to which of the output ports should receive less or no data.
Also in this situation, the second network unit may adapt transmission of data to the

individual ports on the basis of the information received.

Thus, the second network unit may reduce or stop transmission of data to the identified

port(s) of the first network unit upon receipt of the condition information.

The amount of information, which may be transferred in a single SOS, will be limited by
the size of the three words (when one word is reserved for the identification of the SOS). If
more information is needed, the condition information may be divided into a number of
parts where each part is transmitted in a separate SOS. A bit mép or other information
may be provided in each SOS in order for the receiving element to be able to identify
which part of the information is received and then to regenerate the information
transmitted. In this manner, any amount of information may be transferred. However, due
to the standard specifying that any e.g. PHY may delete one of two consecutive SOS’es —
and up to one Idle, it is desired that such SOS’es are not transmitted consecutively and
are furthermore spaced by sufficiently many Idles to not suddenly become “neighbours”.
Thus, preferably, the transmitting step comprises transmitting the condition information as
a plurality of first Sequence Ordered_Sets or Signal Ordered_Sets, where one or more
numbers of words relating to data or other control information are transmitted between

each pair of the plurality of first Sequence Ordered_Sets or Signal Ordered_Sets.
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Preferably, Idie’s are used to at least be imminent to these SOS’es. Also, preferably at

least as many Idles are used as there are PHY’s in/at the communication path.

In the preferred embodiment, the first network unit transmits data packets to the second
network unit via the communication path, and provides the condition information as
control information only when no data information has been transmitted for a

predetermined period of time.

In this embodiment, the first network unit preferably also transmits condition information to
the second network unit as part of a data packet transmitted as data over the
communication path. In this manner, the information is transmitted as part of data packets
and only as control information when no data packets are transmitted. This ensures that

the information is transmitted no matter whether data is transmitted or not.

In that situation, the condition information is preferably transmitted at predetermined time
intervals as long as no data is transmitted. These time intervals may be determined in a
number of ways. Presently, a time interval corresponding to the time it takes to transmit 12
maximum data packet is preferred. If information is received at the second network unit
both from a data packet and as control information within a predetermined time period,
the information from a predetermined one of the data packet and the control information is
used and the information from the other is discarded. This is mainly due to the fact that

the circuits deriving this information will normally differ — and so will the latencies thereof.

In the present context, a “network unit” may be any unit or part thereof communicating
XGMII information with another unit or part thereof. Thus, a “unit” may be a complete
switch, aggregator, router, or be part thereof, such as a packet or frame processor, a
network processor, a storage medium or the like. A unit will normally be a single chip or a

combination of chips.

It should be noted that the “pure” XGMII communication may be solely an internal
interface of a chip or be used as a chip-to-chip communication. For longer distance
communications other standards, such as XAUI, may be used for transporting the XGMII
information. In the latter case, the communication path will also comprise e.g. a pair of
PHYs — one for each end of an optical fibre for receiving the “pure” XGMII information and

for converting it into a XAUI signal before transmission along the optical fibre (the XAUI
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standard specifies a single optical fibre carrying four wavelengths — even though some
proprietary solutions use multiple fibres). Naturally, these PHYs may form part of a chip
incorporating part of or all of the pertaining network element.

The first and/or second network unit may additionally perform the operation of a switch, an
analyser, a packet processor, a hub, a router, an aggregator, a deaggregator, a
multiplexer, or a demultiplexer. These circuits may communicate using any standard

supporting or acknowledging the XGMII standard.

Also, in one situation, the communication channel comprises a nhumber of parallel
conductors and wherein the network units communicate via the number of parallel
conductors so as to, at least substantially simultaneously on the conductors, transfer the
number of words. In this situation, the first and second network units preferably transmit,
at least simultaneously and on at least part of the parallel conductors, a predetermined
number of bits, such as 1 bit. This interface is normally used for small distances, such as

inter-chip connections or connections within a single chip.

In another situation, the communication along the communication channel is additionally
performed in accordance with the XAUI standard. This communication may take place
both over electrical wires or via optical fibres. Thus, the XGMII information may, in
accordance with the invention, be converted into other standards as long as these
acknowledge the integrity of the XGMII control information.

Normally, the communication path comprises a pair of PHY's receiving the information to
be communicated on a physical medium (optical fibre, wires or over the air) and/or
receiving the information communicated from the medium, and which are adapted to
transmit and receive the information to and from the medium without amending any XGMI|
control information thereby. As is seen in EP-A-1,133,124, the PHY’s may add information
into the XGMII data stream. This additional information is, though, removed by the

receiving PHY before the actual XGMII data stream is regenerated.

In general, the words defined to be simultaneously transmitted may constitute an XGMI|

Sequence Ordered_Set or Signal Ordered_Set.

In a second aspect, the invention relates to a system comprising:
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- a first network unit and a second network unit adapted to communicate via the
XGMII or Fibre Channel standard defining a simultaneous transfer of a number
of words of information relating to data or control information, each network
unit being adapted to determine whether information received relates to data or
control information, the network units communicating via a transmission path,

- the first network unit being adapted to provide condition information relating to

one of a number of conditions obtainable in the first network unit during normal
operation,
- the first network unit being adapted to transmit, over the transmission path as

control information, the condition information to the second network unit.

In the present context, when a unit or the like is adapted to perform an action or step, this
unit or the like will have means for performing the action or step.

Preferably, the second network unit is adapted to transmit data to the first network unit,
and wherein the second network unit is adapted to alter an actual mode of operation on
the basis of the condition information received from the first network unit. Then, the first
network unit could be adapted to provide condition information relating to congestion
therein. Also, the second network unit could be adapted to reduce or stop the

transmission of data to the first network unit upon receipt of the condition information.

Additionally or alternatively, the first network unit could comprise a number of output ports
and could be adapted to receive the data from the second network unit and output the
data on the plurality of output ports and wherein the first network unit could be adapted to
provide condition information relating to one or more of the output ports being congested.
When the first network unit comprises a number of output ports and is adapted to receive
the data from the second network unit and output the data on the plurality of output ports,
the first network unit could comprise means for monitoring or determining a bandwidth
utilization of each output port, and means for providing condition information relating to
which of the output ports should receive less or no data. Then, the second network unit
could be adapted to reduce or stop transmission of data to the identified port(s) of the first

network unit upon receipt of the condition information.

Preferably, the first network unit is adapted to transmit data packets to the second
network unit via the communication path, and to provide the condition information as
control information only when no data packets have been transmitted for a predetermined
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period of time. Then, the first network unit could be adapted to also transmit condition
information to the second network unit as part of a data packet transmitted as data over
the parallel conductors. Also, the first network unit could comprise means for transmitting
condition information at predetermined time intervals as long as no data is transmitted.
Preferably, this time interval is that which it takes half a data packet of a maximum size to

be communicated on the communication path.

The first and/or second network unit may be adapted to additionally perform the operation
of a switch, an analyser, a packet processor, a hub, a router, an aggregator, a

deaggregator, a multiplexer, or a demultiplexer.

As described above, the first network unit may be adapted to divide the condition

information into a plurality of parts and transmit each part in one of a plurality of first
Sequence Ordered_Set or a Signal Ordered_Set and to transmit one or more words
relating to data or other control information between each one of the plurality of first

Sequence Ordered_Sets or Signal Ordered_Sets.

In one situation, the communication channel comprises a number of parallel conductors
and wherein the network units are adapted to communicate via the number of parallel
conductors so as to, at least substantially simultaneously on the conductors, transfer the
number of words. Then, the first and second network units may each be adapted to
transmit, at least simultaneously and on at least part of the parallel conductors, a

predetermined number of bits, such as 1 bit.

In another situation, the first and second network units may be adapted to communicate
along the communication channel in accordance with the XAUI standard. Naturally, the
communication between the first and second network units may take place along a
number of different standards, such as firstly on a standard XGMII interface to another
element, which then converts the signals into XAUI signalling and forwards these signals
to the other network element — optionally via additional elements. This may be achieved
by the communication path comprising a pair of PHY’s receiving the XGMII information for
transmission on a physical medium and/or receiving the information from the medium, and
which is adapted to transmit and receive the information without amending any of the

present XGMII control information thereby.
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In general, the words defined to be transmitted simultaneously may constitute an
XGMII/Fibre Channel Sequence Ordered_Set or a Signal Ordered_Set.

In a third aspect, the invention relates to an XGMII or Fibre Channel bit stream transmitted
from a first network unit to a second network unit, the bit stream comprising four parallel
transmissions each of one word of information, each word of information relating to either

data or control information, wherein

- in each of the four parallel fransmissions, no data is transmitted for a first
predetermined period of time, and

- during the first predetermined period of time, one or more Sequence
Ordered_Sets or Signal Ordered_Sets comprising condition infor;nation
relating to one of a number of conditions obtainable in the first network unit
during normal operation are transmitted with an interval of a second

predetermined period of time.

Again, the condition information may relate to a congestion condition of the first

networking unit.

Naturally, this bit stream may be e.g. a XAUI bit stream incorporating therein the XGMII

information of the present type.

A fourth aspect of the invention relates to a method of transporting information from a first

network unit to a second network unit, the method comprising:

- providing the network units being adapted to communicate via the XGMII or
Fibre Channel standard defining a simultaneous transfer of a number of words
of information relating to data or control information, each network unit being
adapted to determine whether information received relates to data or control
information, the network units communicating via a transmission path,

- providing, in the first network unit, information to be transported, and

- transmitting, over the transmission path as control information, the information

to the second network unit.
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This additional information may not relate to the networking element itself but may form
part of information transmitted over the networking elements in a side band channel. This
information may relate to the data packets transmitted or may be for use in subsequent
networking units for management thereof. Such information is transmitted as control
information in order to not strain the bandwidth of the communication link with data

packets or frames which tend to take up more bandwidth than actually required.

The method may further comprise receiving the information, dividing the information into a
plurality of information parts, and transmitting the information parts as individual control
information to the second networking unit. In this manner, even larger portions of data —
or continuous streams of data may be handled by simply dividing them and transmitting
the parts individually. In this situation, the method preferably also comprises the second

networking unit combining the individual information parts before outputting.

In fact, the method may comprise receiving, at the first networking unit, a data packet or
frame, providing information relating to the packet or frame, transmitting the packet or
frame to the second networking unit as data information, and transmitting the provided
information to the second networking unit as control information. In this manner, the
second networking unit receives information relating to the packet — but transmitted not in

the packet.

Naturally, this additional information may be provided in packet preambles and SOS’es
(control information) depending on the situation. SOS’es may be used when not enough
preambles or packets are available — or simply to save bandwidth on the communication

channel.

In the following, preferred embodiments will be described with relation to the drawing
wherein:

- Fig. 1 illustrates a box diagram of two network units communicating with each
other,

- Fig. 2 illustrates an Ethernet packet preamble and its transmission on an XGMII
interface,

- Fig. 3 illustrates in more detail the box diagram of Fig. 1,

- Fig. 4 illustrates how condition information is transmitted in an XGMII SOS,
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- Fig. 5 illustrates an XGMII bit stream, and
- Fig. 6 illustrates an embodiment alternative to that of Fig. 3.

The following description is limited to the use of Sequence Ordered_Sets in XGMII. It
should be noted that the implementation of the invention in XGMII or Fibre Channel using
Signal Ordered_Sets would be quite similar to the present description.

In Fig. 1, two network units, 10 and 20 are illustrated communicating via a communication
channel 18. The unit 10 comprises one high throughput I/O 12 and 10 lower throughput
I/O’s 14. Also, the unit 10 comprises means 16 for aggregating/de-aggregating between
the inputs 12 and 14.

The unit 20 has two high throughput I/O’s 22 and 24 and a frame analysing engine 26
adapted to receive a data packet from the I/O 24, analyse it and alter the preamble of the
packet with the findings of the analysis before transmitting the packet to the /0 22 and
the unit 10.

The result of the analysis of analyser 26 is incorporated into the preamble of the packet.
The packet — including the preamble — is transmitted to the element 10, where the
preamble information is used in the means 16 for determining which of the 1/0’s 14 should

receive and output the packet.

The advantage of adding the findings of the analysis in the preamble of the packet is that
this is transmitted with the packet at any rate and that this information is then transmitted

without requiring any additional bandwidth.

This preamble may be used in a number of additional situations, one being the situation
where one of the I/0O’s 14 is congested. In this manner, it might be desired to actually

have the unit 20 reduce or stop the flow of packets to that particular I/O.

Thus, this congestion information may be transmitted in packets received by unit 10 and
transmitted to the unit 20 — even though this information has no relevance to the packets

wherein it is transmitted.
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In that manner, a backpressure mechanism is obtained without requiring any additional
bandwidth on the channel 18.

However, this backpressure mechanism only functions if packets are actually transmitted
from the unit 10 to the unit 20. In the situation where no packets are transmitted in that
direction but the data traffic in the opposite direction is large enough for one of the I/O’s

14 to congest, that backpressure mechanism does not work.

In order to handle this situation, the so-called Sequence Ordered_Sets (SOS) of the
XGMII standard are used. These SOS have a header of “9C hex”. Alternatively, the Signal
Ordered_Sets, having a header of “5C hex”, could be used in exactly the same manner.

According to the invention, the communication on the channel 18 takes place via XGMIl,
which defines SOS as being a specific manner of transporting error information from one
link partner to the other. A SOS is a column (4 words) where the first word, or lane 0,
defines a specific control character). Such a SOS must be transmitted un-amended by
any intervening networking equipment or parts such as PCS’es (PHY’s etc) independently
on which physical layer (XAUI or others) is used in the PHY’s.

Presently, a SOS is only defined for use when one of the two link partners actually fails.
However SOS'es may, according to the invention, be used in a number of other

situations, such as for informing one link partner of another link partner’s congestion.

Thus, in the situation where no traffic exists in the direction where the congestion
information needs be transferred, a SOS is used having the defined word in Lane 0 but
which now comprises information as to congestion - such as which of the I/O’s (if more

than one is present) is congested.

If no data are transferred, the use of a SOS avoids the requirement for transmitting idle or
empty packages to transmit the congestion information over the channel 18. Standard
Ethernet Pause Frames may be used, but these 64 byte frames may take up bandwidth

on the interface.

It should be noted that it is preferred to transmit the port state information no matter

whether any changes have occurred. This means that all packets preferably have the port
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state information and, if no packets are transmitted, SOS’es are transmitted with the
desired interval. Thus, if a change in port status has happened but the first SOS is
dropped by a PHY (this can happen) the next SOS (or packet preamble) will update the

network element accordingly.

In that manner, the congestion information is transmitted over the channel 18 even when

no data packets and preambles are transmitted.

In order to ensure that the receiving unit 10 or 20 receives sufficiently frequent updates on
congestion when no data packets are transmitted, the transmitting unit will transmit a SOS
with time intervals corresponding to %2 max frame. Thus, both units will be updated with

reference to any congestion whether data is transmitted or not — and none of the methods

take away bandwidth from the data transport on the channel 18.

Fig. 2 illustrates the structure of a preferred embodiment of an Ethernet packet preamble

and the division thereof into the words for transmission on a XGMII interface.

The XGMI! interface comprises, for data/control transport, four lanes of 8 conductors each
running at 156,25 MHz, double data rate. Thus, 10 Gbit/s may be transmitted over that
interface. Each lane also comprises an additional conductor, which informs the receiver of
whether the data of the lane is data or control information. Control information may be
Start Of Packet, End Of Packet, Error, or Idle. The four lanes carry, simultaneously, four
words — or one column of information. When the XGMII information is transmitted over a
physical medium, these words may be delayed in relation to each other, but standard
PHY’s will correct this before presenting the XGMI! signals to the recipient.

The SOS is a specific type of column where the first lane (Lane 0) has a predetermined
content defining a SOS. The remainder of the column is, in practise, reserved but only two

values (representing remote fault or local fault) are used/defined.

In Fig. 2, it is seen that the preferred amended preamble (bottom) of an Ethernet data
packet actually takes up the 7 “most significant” bytes of the standard preamble. The 8
bytes of the preamble are transferred over the XGMII interface (top) in two cycles. This

preamble may comprise information relating to a number of things, such as outgoing
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congestion information relating to one or more of the ports 14, information as to at which

of the ports 14 the packet was received, special purpose routing information or the like.
Part of this preamble relates to congestion information from one unit 10 or 20 to the other.

An Ethernet data packet comprises the preamble, a header having
destination/source/other information, and a payload portion. After transmitting the
preamble, as described above, the remainder of the data packet is, naturally, transmitted

over the interface.

Fig. 3 illustrates a more detailed block diagram describing further elements in the units 10
and 20. Even though the signalling method may be used in a number of different systems,

it is described between an aggregator/deaggregator 10 and an analyser 20.

The unit 10 has an 1/O 12 now are illustrated to have an aggregator/deaggregator 16 and
the I/O’s 14 now represented by MAC/'sPHY’s (which are illustrated as on-chip elements

but which may as well be off-chip elements).

The communication path has been illustrated to have two PHY’s 12’ and 22’ which are
illustrated as off-chip PHY’s but which may as well be on-chip PHY’s. The elements 10
and 20 communicate with the respective PHY’s using a standard XGMII interface.

The presently preferred PHY’s are standard XAUI PHY’s communicating via an optical
fibre.

The unit 20 still has its I/O 24 now represented by an on-chip PHY and the analyser 26.
This unit now also has a queuing means 28 for holding data packets having been
analysed by the analyser 26 and before transmission to the unit 10. This queuing means
28 has one queue for each of the I/O’s 14 of the unit 10. Naturally, the means 28 may

optionally have more than one queue for each I/O 14 - such as one per priority.

Data packets are transmitted from the queuing means 28 to the unit 10 on a round robin
basis, unless congestion information from the unit 10 informs the unit 20 of holding back
packets for a defined one (or more) of the 1/O’s 14. In that situation, this/these queue(s) in

the queuing means 28 is/are skipped during the round robin.
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Data packets received in unit 20 from the unit 10 are not analysed but merely relayed
through the unit.

Also, it is seen that the high throughput I/O’s 12, 22, and 24 are expanded to also
illustrate Media Access Controllers 17 and XGMIl Reconciliation Sub-layers 15. The
MAC's 17 define the overall protocol for the communication on the link 18, which is now
illustrated as two PHY’s communicating via an optical fibre, and the MAC'’s strip away the
preamble information transmitted as part of a packet. The RS’s 15 are the ones
introducing and stripping off the SOS’es and which will then provide any additional

information provided therein — such as the present congestion information.

Naturally, congestion information may also be provided from the unit 20 to the unit 10. In
that situation, congestion information in any of the port state SOS or preamble bits used
for signalling congestion would stop or reduce the data flow from the unit 10 to the unit 20.

In Fig. 3 is also illustrated two additional elements 50 defining an additional route of
information which may be transmitted between the network units. The information
transmitted may be any information — and even information not relating to neither the
actual networking unit or the packets handled thereby. This information may be network
managing information or fully independent information desired transported over the

network.

This information may be provided as a stream of data or as individual packets or frames
which may be transmitted as normal packets or frames if there is bandwidth on the
channel 18. The information may be transported in preambles of the packets transported
or may be transported in SOS’es if there are not enough packets or preambles available —
or simply if desired. In this situation, the below minimum time or clock distance between

the SOS’es needs not be fulfilled in that this data may not be timing critical.

Fig. 4 illustrates how the port state information of the incoming Ethernet data packet only
takes up 2 bytes of the port state SOS. In that manner, the information may be transmitted
in a single column on the XGMII interface. If more information is to be sent, it may be split
up into a number of parts each transmitted in a port state SOS. Reassembly of the
information may be performed in any applicable manner. It should be noted that as a PHY
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may delete one of two consecutive SOS’es and one Idle column, the port state SOS’es
should not be transmitted next to each other. They should be separated by a number of

Idles corresponding to at least the number of PHY’s between the elements.

It is important not to loose any of the present port state SOS columns. Thus, it is ensured
that such SOS columns are transmitted one at the time, due to the following definition
IEEE P802.3ae/D3.2 draft standard stating that (ref. Clause 48.2.4.2.3):

- “Sequence Ordered_Sets may be deleted to adapt between clock rates;
- Sequence Ordered_Set deletion occurs only when two consecutive sequence

Ordered_Sets have been received and deletes only one of the two;”

Thus, any given PCS will guarantee that a single (port state) SOS column is not deleted
during error-free operation. However, due to the fact that the port state is transmitted
irrespective of any changes, the element will only be “out of sync” shortly upon loss of a
port state SOS.

It is seen that the SOS also incorporates an ID. Presently, the ID is 1 or 2, but as the
standard is not yet fixed, it is preferred that both the ID, the SEQ and the condition
information — that is, both the values thereof as well as their positions within the four lanes
— be software defined so that any changes between the present state of the draft and the

final standard may be taken into account without having to manufacture a new chip.

To comply with IEEE P802.3ae/D3.2 Sequence Ordered Set format, the word in Lane 3
should be >3. This value is preferably software programmable in order to be able to adapt

to any amendments to this standard.

The information in the next two words/lanes may be used for representing congestion or
not in up to 16 individual channels or I/O’s of the unit 10. The final word is the SEQ, which

has a defined value of 9C hex.

A guard band, consisting of 3 idle columns is added to each frame. A fully loaded 10 GB/s
Ethernet line will always have at least two full IDLE columns as Inter Packet Gap. That

number of IDLE columns is sufficient to ensure proper operation of the PHY components.
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Setting the guard band to three columns will provide more IDLE columns thus still

guaranteeing proper PHY operation even when a SOS column is inserted.

This is seen from Fig. 5, which illustrates different situations, which may occur in an
XGMII bit stream. The bit stream is illustrated for each of the four lanes.

Each packet is transmitted with the Start of Packet (S) in the first lane, followed by two
Port Status (PS) words and the remainder of the packet Preamble (P). Then, the Data (D)
of the packet is transmitted followed by an End of Packet (E). Naturally, the full packet
may end in any lane, and the remainder of the lane is filled with Idles (I).

It is seen that a guard band is inserted between two consecutive packets. Also, if no new
packet is to be sent after transmission of a packet, the guard band is transmitted and then
a SOS column. If still no packets are to be transmitted, a period of time (corresponding to
“Space”) corresponding to % maximum packet size is waited and another SOS column is
transmitted. If a SOS column is scheduled within a packet, the SOS column will be
transmitted (unless a new packet is to be transmitted) after the guard band following the

actual packet.

Also, preferably, the contents of a port state SOS is always the latest information. Even
though a port state SOS may be scheduled a period of time in advance of its
transmission, the port state information is not added before immediately before

transmission.

If the PHY’s 12 and 22 are XAUI PCS’es, the requirement to have 3 IDLE columns will
guarantee that the PCS has sufficient idle columns that can be converted to the /A/, /K/,

and /R/ symbols required for proper operation.

It should be noted that as the port status information is derived (see Fig. 3) by the RS 15
from a SOS and the preamble information by the MAC 17, a problem might be
encountered when the RS derives congestion information from a column following a data
packet presently analysed by the MAC. Then the MAC may abtually output congestion
information later than that from the port state SOS even thought it was transmitted from
the transmitting unit before the information in the port state SOS. Thus, presently, it is
preferred that if both the RS and the MAC output information within a predetermined time
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interval, only the information from the RS is used. This predetermined time interval will
depend on the size of the guard band and the internal latency of the MAC.

Due to the fact that the present use of the XGMII standard may be intervened by the IEEE
actually defining other use of the presently used SOS’es, the present manner of using the
SOS’es is software programmable in the elements 10 and 20 in order to adapt already
active elements when the IEEE alters the XGMII standard. Thus, Signal Ordered_Sets
may be used instead or the actual manner of providing the status information in the SOS
may be changed in order for the elements 10 and 20 to be able to be fully XGMII

compliant and still have the present functionality.

Fig. 6 illustrates a system closely related to that of Fig. 3 where, however, compared to
the element 20, the element 20’ is rotated and has an additional functionality. In this
embodiment, data from the element 10 is analysed in element 20’ and transmitted to a
switch 21. The preambles of the data packets are amended in element 20’ so as to aid
the switch 21 in determining from which port to output the data.

Data is also received by element 20’ from the switch 21. This data is now not merely
relayed through the element 20’ (as was the case in the element 20) but is processed in a
processing element 27. This processing is performed on the basis of information in the
data preamble. This information is provided by the analysing element 26 which originally
analysed the data before transmission to the switch 21.

This processing may be a processing which enlarges the data packet. By performing this
type of processing, the bandwidth required at the switch is the same as that at required at
the input of the element 20°. In that manner, no blocking will take place at the input of the

analyser/switch system.

Naturally, the SOS port state information from the element 10 may be transmitted through
the element 20’ to the switch 21 in order for it to take this information into account when
determining the switching order of data therein. It should be remembered that the
preambles of data packets received from element 10 might comprise therein information
as to which port the data packet was received at. The preambles output by the element
20’ may additionally comprise information as to not only from which port of the switch 21
the packet should be output but also information for the outputting element 10 as to from
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which port to output the data. This information may be used in the switch 21 in order to
delay or drop packets for a congested port in the destination element 10. Alternatively, the

packet should be delayed or dropped in the receiving element 20’ or 10 — and thereby
take up bandwidth along those elements.
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CLAIMS

1. A method of transporting information from a first network unit to a second network unit,

the method comprising:

- providing the network units being adapted to communicate via the XGMII or
Fibre Channel standard defining a simultaneous transfer of a number of words
of information relating to data or control information, each network unit being
adapted to determine whether information received relates to data or controi
information, the network units communicating via a transmission path,

- providing, in the first network unit, condition information relating to one of a
number of conditions obtainable in the first network unit during normal
operation,

- transmitting, over the transmission path as control information, the condition

information to the second network unit.

2. A method according to claim 1, wherein the second network unit transmits data to the
first network unit, and wherein the second network unit alters an actual mode of operation

on the basis of the condition information received from the first network unit.

3. A method according to claim 2, wherein, in the providing step, the first network unit

provides information relating to congestion therein.

4. A method according to claim 3, wherein the second network unit reduces or stops the

transmission of data to the first network unit upon receipt of the condition information.

5. A method according to claim 3, wherein the first network unit receives the data from the
second network unit and outputs the data on a plurality of output ports and wherein, in the
providing step, the first network unit provides condition information relating to one or more

of the output ports being congested.

6. A method according to claim 2, wherein the first network unit receives the data from the
second network unit and outputs the data on a plurality of output ports and wherein the

first network unit monitors or determines a bandwidth utilization of each output port, and
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provides condition information relating to which of the output ports should receive less or

no data.

7. A method according to claim 5, wherein the second network unit reduces or stops
transmission of data to the identified port(s) of the first network unit upon receipt of the

condition information.

8. A method according to claim 1, wherein the first network unit transmits data packets to
the second network unit via the communication path, and provides the condition
information as control information only when no data information has been transmitted for

a predetermined period of time.

9. A method according to claim 8, wherein the first network unit also transmits condition
information to the second network unit as part of a data packet transmitted as data over

the communication path.

10. A method according to claim 8, wherein the condition information is transmitted at

predetermined time intervals as long as no data is transmitted.

11. A method according to claim 1, wherein the first and/or second network unit
additionally performs the operation of a switch, an analyser, a packet processor, a hub, a

router, an aggregator, a deaggregator, a multiplexer, or a demultiplexer.

12. A method according to claim 1, wherein each network unit determines, from one word
of the number of words defined to be simultaneously transmitted, whether the information
in the other words defined to be transmitted simultaneously therewith relate to data or

control information.

13. A method according to claim 1, wherein the communication channel comprises a
number of parallel conductors and wherein the network units communicate via the number
of parallel conductors so as to, at least substantially simultaneously on the conductors,

transfer the number of words.
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14. A method according to claim 13, wherein the first and second network units transmit,
at least simultaneously and on at least part of the parallel conductors, a predetermined

number of bits, such as 1 bit.

15. A method according to claim 1, wherein the words defined to be simultaneously
transmitted constitute an XGMII Sequence Ordered_Set or Signal Ordered_Set.

16. A method according to claim 1, wherein communication along the communication
channel is additionally performed in accordance with the XAUI standard.

17. A method according to claim 1, wherein the communication channel comprises a pair
of PHY’s receiving the information for communication on a physical medium and/or
receiving the information from the medium, and which are adapted to transmit and receive
the information to and from the medium without amending any XGMIl/Fibre Channel

control information thereby.
18. A system comprising:

- a first network unit and a second network unit adapted to communicate via the
XGMIl or Fibre Channel standard defining a simultaneous transfer of a number of words
of information relating to data or control information, each network unit being adapted to
determine whether information received relates to data or control information, the network
units communicating via a transmission path,

- the first network unit being adapted to provide condition information relating to one
of a number of conditions obtainable in the first network unit during normal operation,

- the first network unit being adapted to transmit, over the transmission path as

control information, the condition information to the second network unit.

19. A system according to claim 18, wherein the second network unit is adapted to
transmit data to the first network unit, and wherein the second network unit is adapted to
alter an actual mode of operation on the basis of the condition information received from

the first networking unit.

20. A system according to claim 19, wherein the first network unit is adapted to provide

condition information relating to congestion therein.
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21. A system according to claim 20, wherein the second network unit is adapted to reduce
or stop the transmission of data to the first network unit upon receipt of the condition

information.

22. A system according to claim 20, wherein the first network unit comprises a number of
output ports and is adapted to receive the data from the second network unit and output
the data on the plurality of output ports and wherein the first network unit is adapted to
provide condition information relating to one or more of the output ports being congested.

23. A system according to claim 19, wherein the first network unit comprises a number of
output ports and is adapted to receive the data from the second network unit and output
the data on the plurality of output ports and wherein the first network unit comprises
means for monitoring or determining a bandwidth utilization of each output port, and
means for providing condition information relating to which of the output ports should

receive less or no data.

—

24. A system according to claim 22, wherein the second network unit is adapted to reduce
or stop transmission of data to the identified port(s) of the first network unit upon receipt of

the condition information.

25. A system according to claim 18, wherein the first network unit is adapted to transmit
data packets to the second network unit via the communication path, and to provide the
condition information as control information only when no data packets have been

transmitted for a predetermined period of time.

26. A system according to claim 25, wherein the first network unit is adapted to also
transmit condition information to the second network unit as part of a data packet

transmitted as data over the parallel conductors.

27. A system according to claim 25, wherein the first network unit comprises means for
transmitting condition information at predetermined time intervals as long as no data is

transmitted.
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28. A system according to claim 18, wherein the first and/or second network unit is/are
adapted to additionally perform the operation of a switch, an analyser, a packet
processor, a hub, a router, an aggregator, a deaggregator, a multiplexer, or a

demultiplexer.

29. A system according to claim 18, wherein each network unit is adapted to determine,
from one word of the number of words defined to be simultaneously transmitted, whether
the information in the other words transmitted at least substantially simultaneously

therewith relate to data or control information.

30. A system according to claim 18, wherein the communication channel comprises a
number of parallel conductors and wherein the network units are adapted to communicate
via the number of parallel conductors so as to, at least substantially simultaneously on the

conductors, transfer the number of words.

31. A system according to claim 30, wherein the first and second network units are each
adapted to transmit, at least simultaneously and on at least part of the parallel conductors,

a predetermined number of bits, such as 1 bit.

32. A system according to claim 30, wherein the first and second network units are each
adapted to transmit, in series, two parallel numbers of words representing control

information.

33. A system according to claim 18, wherein the words defined to be simultaneously
transmitied constitute an XGMII Sequence Ordered_Set or Signal Ordered_Set.

34. A system according to claim 18, wherein the communication channel is adapted
receive, from each of the first and second network elements, the XGMII information, and

to communicate along a physical medium in accordance with the XAUI standard.

35. A system according to claim 18, wherein the communication channel comprises a pair
of PHY’s receiving the information for to be communicated on a physical medium and/or
receiving the information from the medium, and which are adapted to transmit and receive
the information to and from the medium without amending any XGMII control information

thereby.
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36. An XGMII or Fibre Channel bit stream transmitted from a first network unit to a second
network unit, the bit stream comprising four parallel transmissions each of one word of

information, each word of information relating to either data or control information, wherein

- in each of the four parallel transmissions, no data is transmitted for a first
predetermined period of time, and

- during the first predetermined period of time, two or more Sequence
Ordered_Sets or Signal Ordered_Sets comprising condition information
relating to one of a number of conditions obtainable in the first network unit
during normal operation are transmitted with an interval of a second

predetermined period of time.

37. A bit stream according to claim 36, wherein the condition information relates to a

congestion condition of the first networking unit.

38. A method according to claim 1, wherein the transmitting step comprises transmitting
the condition information as a plurality of first Sequence Ordered_Sets or Signal
Ordered_Sets, where one or more numbers of words relating to data or other control
information is/are transmitted between each one of the plurality of first Sequence
Ordered_Sets or Signal Ordered_Sets.

39. A system according to claim 18, wherein the first network unit is adapted to divide the
condition information into a plurality of parts and transmit each part in one of a plurality of
first Sequence Ordered_Set or a Signal Ordered_Set and to transmit one or more words
relating to data or other control information between each one of the plurality of first

Sequence Ordered_Sets or Signal Ordered_Sets.

40. A method of transporting information from a first network unit to a second network

unit, the method comprising:

- providing the network units being adapted to communicate via the XGMII or
Fibre Channel standard defining a simultaneous transfer of a number of words
of information relating to data or control information, each network unit being
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adapted to determine whether information received relates to data or control
information, the network units communicating via a transmission path,

- providing, in the first network unit, information to be transported, and

- transmitting, over the transmission path as control information, the information

5 to the second network unit.

41. A method according to claim 40, further comprising receiving the information, dividing
the information into a plurality of information parts, and transmitting the information parts
as individual control information to the second networking unit.

10
42. A method according to claim 41, wherein the second networking unit combines the

individual information parts before outputting.

43. A method according to claim 40, further comprising receiving, at the first networking
15 unit, a data packet or frame, providing information relating to the packet or frame,
transmitting the packet or frame to the second networking unit as data information, and

transmitting the provided information to the second networking unit as control information.
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