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(57) Abstract: A system and method for deadzone detection in a surveil-
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lance camera network is disclosed. In a preferred embodiment, a mobile
user device held by an installer is moved through one or more critical
paths within the premises while surveillance cameras of the network are
capturing image data of the premises. An analytics system then tracks the
installer/user device through the image data over the time interval for the
critical path definition, and locates deadzones based on position informa-
tion of the premises along the critical path and absence of installer/user
device in the image data over the time interval. In another embodiment, an
analytics system identifies individuals within image data captured from the
cameras, tracks movement of the individuals across the fields of view of
the cameras represented by the image data, and infers deadzones based on
tracking the individuals and deadzone times calculated for each of the in-
dividuals.



WO 2017/165433 PCT/US2017/023436

SYSTEM AND METHOD FOR DEADZONE DETECTION
IN SURVEILLANCE CAMERA NETWORK

RELATED APPLICATIONS

100011 This application claims priority to U.S. Patent Application No. 15/076,705,

tiled on March 22, 2016, which is incorporated herein by reference in its entirety.
100021  This application is related to:

(00031 U.S. Apphlication number 15/076,701, filed on March 22, 2016, entitled
“Method and System for Surveillance Camera Arbitration of Uplink Consumption,”

attorney docket number 0340 0001USH;

100041 U.S. Application number 15/076,703, filed on March 22, 2016, entitled

2

“Method and system for pooled local storage by surveillance cameras,” attorney docket

number 0340.0002US1;

(00051 U.S. Application number 15/076,704 filed on March 22, 2016, entitled “System
and method for designating surveillance camera regions of interest,” attorney docket

number 0340.0003U81;

ro0061  U.S. Application number 15/076,706 filed on March 22, 2016, entitled “System
and method for overlap detection in surveillance camera network,” attorney docket number

(340.0005U81,

r00071  U.S. Application number 15/076,708, filed on March 22, 2016, entitled
“System and method for retail customer tracking in survetllance camera network,” attorney

docket number 0340.0006U81;

(00087 U.S. Application number 15/076,709, filed on March 22, 2016, entitled
“Method and system for modeling image of interest to users,” attorney docket number

(340.0007UST,

100091 U.S. Application number 15/076,710, filed on March 22, 2016, entitled
“System and method for using mobile device of zone and correlated motion detection,”

attorney docket number 0340.0008US1;

[0010] U.S. Application number 15/076,712, filed on March 22, 2016, entitled

“Method and system for conveying data from monitored scene via surveillance cameras,”

attorney docket number 0340.0009US1;
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roo11  US. Application number 15/076,713 filed on March 22, 2016, entitled “System
and method for configuring surveiliance cameras using mobile computing devices,”

attorney docket number 0340.0010US1;
(00121 and

[0013] U.S. Application number 15/076,717, filed on March 22, 2016, entitled "System

and method for controlling surveillance cameras,” attorney docket number 0340.0011UST.

100141 All of the afore-mentioned applications are incorporated herein by this

reference in their entirety.

BACKGROUND OF THE INVENTION

r00151  Surveillance camera systems are often deployed to collect image data within or
around premises. Examples of premises include governmental buildings, office buildings,
retail establishments, and single and multi-unit residences. The cameras are typically
installed to monitor and detect individuals and/or activities at different locations in and

around the premises.

rootel A successful installation of survetllance camera systems requires careful
consideration of several factors. The designers/instaliers select the locations at which to
install the cameras, select the type of camera that is best suited for each location, and then
posttion the cameras' fields of view to capture scenes at each location. For example, point
of sale areas might require one or more cetling mounted, dome style cameras to capture
transaction-related activities within the locations. For monitering large open areas such as
shopping malls, open-floor plan offices, and parking lots, either panoramic view (e.g. "fish
eye") cameras or pan-tilt-zoom {(PTZ) cameras are often utilized because of each camera’s
ability to provide wider fields of view and to scan the areas, respectively.
Designers/installers might also position the fields of view of different surveillance cameras
to overlap, and also position the field of view of one camera to include another surveiliance
camera. These actions provide different views or perspectives of the same scene and the

ability to capture attempts at tampering with the surveillance cameras.

(00171  Analytics systems are often part of surveillance camera systems. At a basic
level, the analytics systems provide the ability to detect and track individuals and objects
within the image data of the monitored scenes. Other capabilities include the ability to

determine motion of objects relative to visual cues superimposed upon the image data and
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to search for specific behaviors of interest within the image data. The visual cues are often
placed near fixed objects tn the background scene of the image data to infer motion of
objects relative to the visual cues. In one example, virtual tripwire visual cues can be
located near entryways within the scene to detect entry or exit of individuals through the
entryways and to provide a count of the individuals passing through the entryway over a
specific time period. These analytics systems can provide both real-tirne analysis of live
image data and forensic analysis of previcusly recorded image data.

N

(00181 A common problem when installing surveillance cameras 1s the potential for
deadzones, which are areas in the premises that are not included within any of the fields of
view of any of the cameras. These deadzones might result from improper positioning of the
cameras and/or improper selection of the type of cameras installed. On the other hand, the
existence of deadzones might simply be the consequence of a limited budget and the fact
that deploying enough cameras to achieve total coverage 1s not feasible. At the same time,
deadzones can result when there are obstructions present in the scenes of the cameras.
Obstructions within the scenes such as pylons, bookcases, cubicle walls, file cabinets, and
stairwells can cause areas behind the obstructions to be hidden from view. These
deadzones remain unless additional cameras can be added that provide different views of

the obstructed areas.

SUMMARY OF THE INVENTION

100191 1t would be beneficial to determine locations of deadzones during the
installation of the surveillance cameras. In contrast, installers of current surveillance
camera systems typically use an "educated guess” approach for wostalling surveillance
cameras to provide the desired security coverage while also minimizing the presence of

deadzones, where the experience of the mstaller is pararnount to achieving this objective.

100201 It would also be beneficial to infer the presence of deadzones from image data
captured by the surveillance cameras. Such a capability enables operators to better
understand image data from existing surveillance cameras installations and to better

interpret that image data.

100211 In general, according to one aspect, the invention features a method for
determining deadzones for a network of surveillance cameras at a premises. The method

comprises detecting motion within image data from the network of surveillance cameras
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and deternuning the deadzones within the premises. This determination can be performed

in realtime or as post process.

100221 In one embodiment, detecting motion within image data from the network of
surveillance cameras comprises tracking a mobile user device and/or its installer as the
mobile user device is moved along a critical path within the premises. For this purpose, the
method further comprises collecting position information along the critical path during the

tracking of the mobile user device and/or its installer, over a time interval.

100231 The method also further comprises determining the deadzones within the
premises by locating the deadzones based on the position information and absence of

installer/user device in the image data over the tirae interval.

(00241  In one example, determining the deadzones within the premises comprises
determining from the detected motion within the image data whether the mobile user
device and/or its operator 18 included in the image data from at least one of the surveillance
cameras. [n another example, determining the deadzones within the premises comprises a
mobile user device traversing a critical path within the premises, and determining from the
detected motion within the image data whether the mobile user device and/or ifs operator is

included in the image data from at least one of the surveillance cameras.

100251 In ancther embodiment, detecting motion within image data from the network
of surveillance cameras comprises identifying individuals withio the image data and
tracking the individuals across fields of view of the surveillance cameras represented by
the image data. For this embodiment, in one exarmple, determining the deadzones within
the premises comprises inferring deadzones based on tracking individuals and deadzone

times calculated for the individuals.

100261 In one implementation, the method comprises mapping the deadzones on a floor
plan of the premises and sending the floor plan of the premises including the mapped

deadzones for display on the user device.

100271 In general, according to another aspect, the invention features a method for
determining deadzones for a network of surveillance cameras at a premises. The method

comprises enabling an installer to define a critical path within a scene monitored by the
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surveillance cameras via a mobile user device carried by the installer. The method also
comprises the surveillance cameras capturing image data of the scene during the definition
of the critical path and transferring the image data to an analytics system. The analytics

system then determines the deadzones from the image data.

100261 In one example, the surveillance cameras capturing tmage data of the scene
during the definition of the critical path comprises the surveillance cameras capturing

image data along multiple positions of the path.

rc0z91  In another example, the method further comprises the mobile user device
collecting position information along the critical path during the tracking of the mobile
user device and/or its instalier, over a time interval. The analytics systern then determines
the deadzones from the image data by locating the deadzones based on the position

information and absence of installer/user device in the image data over the time interval.

100301 In general, according to yet another aspect, the invention teatures a surveillance
camera system. The system includes one or more surveillance cameras generating image
data of a scene, a mobile user device, and an analytics system. The mobile user device is
carried by a user that enables definition of a path within the scene. The analvtics system
receives the image data from the surveillance cameras and determines deadzones within the
scene by determining whether the image data from at least one of the surveillance cameras

includes the user.

100311 Preferably, the analytics system is a remote analytics system that the one or
more surveillance cameras access over a network cloud. The analytics system includes a

map of a floor plan of the scene.

100321 In general, according to still another aspect, the tnvention features a
surveillance camera systern. The system includes one or more surveillance cameras
generating image data of a scene, and an analytics system. The analytics system receives
the image data from the surveillance cameras and determines deadzones within the scene
by inferring deadzones based on tracking individuals and deadzone times calculated for the

individuals.
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100331  In one example, the system further comprises a mobile user device that receives
the map inchuding the deadzones from the analytics system and displays the map on a

display screen of the mobile user device.

(00341 The above and other features of the invention 1ncluding various novel details of
construction and combinations of parts, and other advantages, will now be more
particularly described with reference to the accompanying drawings and pointed out in the
claims. It will be understood that the particular method and device embodying the
invention are shown by way of illustration and not as a limitation of the invention. The
principles and features of this invention may be employed in various and numerous

embodiments without departing from the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS
100251 Inthe accompanying drawings, reference characters refer to the same parts
throughout the different views. The drawings are not necessarily to scale; emphasis has

instead been placed upon illustrating the principles of the invention. Of the drawings:

100367 Fig 1isaschematic diagram showing mapping of deadzones for a network of
surveillance cameras installed at a premises along with a mobile computing device that
accesses image data from the surveillance cameras, where each of the surveillance cameras
monitors a scene within the premises, and where the mobile computing device enables
definition of a critical path within the premises for determining whether deadzones exist in

the scenes monitored by the surveillance cameras;

1060371 Fig 2 is a schematic diagram showing some of the components of the

surveillance cameras;

(00381 Fig 3 is a sequence diagram showing the determination of deadzones during

installation of the surveillance cameras using the mobile computing device;

100391 Fig. 4 is a sequence diagram showing a method for inferential determination of
deadzones, where the deadzones are inferred from image data captured by the surveiliance
cameras,

roo401  Fig. 5 shows a floor plan map of an area within a premises monitored by
surveitlance cameras, where the methods of Fig. 4 and Fig. 5 determine deadzones 1o the
area monitored by the surveillance cameras, include the deadzones as shaded areas within
the map, and present the map for display on a user device; and

6
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100411 Fig 6 is a schematic diagram showing how an analytics system utilized in the
methods of Fig. S and Fig. 6 tracks objects across the fields of view of the surveillance

cameras to determine deadzones among the views from an analysis viewpoint.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS
100421 The invention now will be described more fully hereinafter with reference to
the accompanying drawings, in which dlustrative embodiments of the invention are shown,
This invention may, however, be embodied in many different forms and should not be
construed as limited 1o the embodiments set forth herein; rather, these embodiments are
provided so that this disclosure will be thorough and complete, and will fully convey the

scope of the 1nvention to those skilled in the art.

100431  Asused herein, the term "and/or" includes any and all combinations of one or
more of the associated listed items. Further, the singular forms including the articles "a",
"an" and "the" are intended to inchude the plural forms as well, unless expressly stated
otherwise. It will be further understood that the terms: includes, comprises, including
and/or comprising, when used 1n this specification, specify the presence of stated features,
integers, steps, operations, elements, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps, operations, elements,
components, and/or groups thereof. Further, it will be understood that when an element,
including component or subsystem, is referred to and/or shown as being connected or
coupled to another element, 1t can be directly connected or coupled to the other element or

intervening elements may be present,

(00441  Fig. 1 shows an exemplary surveillance camera system 10 to which the
invention s applicable. Surveillance cameras 103-1 through 103-5 are installed as a
network to monitor a corridor 70 within a premises 52, for example. Each of the cameras

103-~1 through 103-5 has a field of view 105-1 through 105-5, respectively.

100451 The surveiliance cameras 103 communicate with each other over a local
network 210 and with a cloud video analytics system 312 via a network cloud 50. Other
types of analytics systems could be used such as analytics systems integrated into one or
more of the surveillance cameras, an analytics system executing on a user mobile

computing device 400, or an analytics system installed on the local network 210.

~3
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r00461  However implemented, the video analytics system 312 preferably includes or
atilizes a map 180, which is an image representation of the area of the premises 52 under
surveillance by the cameras 103 (e.g. the corridor 70). The instalier 60 typically loads the
map 180 onto the video analytics system 312 after initial installation of the cameras 103
but prior to analyzing the corridor 70 for deadzones 86, The map further preferably

includes the locations of each of the cameras 103-1 through 103-5 of the network.

100471 Each of the surveillance cameras 103-1 through 103-5 capture image data 250-1
through 250-5 of scenes within the fields of view 105-1 through 105-5 of the cameras,
respectfully. The surveillance cameras 103 transmit their image data 250 over the network
cloud 50 for analysis by the cloud video analytics system 312 or local or integrated
analytics system to determine deadzones 86 between the scenes/fields of view 105 of the
cameras 103. A wireless router 244 provides a wireless network 230 such as WiFi that
enables exchange of wireless messages 264 between components. The wireless router 244
also has a local network interface that connects the wireless router 244 to the local network

210,

100481 Auninstaller 60 holds a user mobile computing device 400, also known as a user
device, for communicating with the surveillance cameras 103 and the analytics system.
Examples of user devices 400 include smartphones, tablet computing devices, and laptop
computers running operating systems such as Windows, Android, Linux, or 10§, in
examples. Each user device 400 includes a display screen or touch screen 410 and one or
more applications 412, or "apps.” The apps 412 execute upon the operating systems of the

user devices 400,

(00491 The user devices 400 can exchange wireless messages 264 directly between
each surveillance camera 103 and analytics system 312 for this purpose. Exemplary
wireless messages 264-1, 264-2 and 264-3 between user device 400-1 and surveillance
cameras 103-1, 103-2, and 103-5 are shown. The user device 400-~1 can also exchange
wireless messages 264-6 with the cloud video analytics system cloud 312, where the
wireless router 244 forwards the messages 264-6 from and back to the cloud video
analytics system 312 via the network cloud 50,

100501 In some cases, the survetllance cameras 103 also transmit their image data 250
over the wireless network 230 to the user device 400 in the wireless messages 264 via the

wireless router 244 or directly via peer-to-peer connections. Even Bluetooth or similar
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protocol could be used. The user device 400 receives the wireless messages 264, extracts
the image data 250 therein, and forwards the image data 250 to its analytics system to

determine deadzones 86 between the scenes/fields of view 105 of the cameras 103,

(00511 It 1s important to note that additional or different instantiations of the analytics
system can exist in the system 10. In examples, the analytics sysiem can be a separate
system located on the same network 210 as the surveillance cameras 103, a process
running on the user devices 400, or as a process integrated within one or more of the
surveillance cameras 103, where the analytics system could be partially or completely
executing on the surveillance cameras 103, For the latter example, one of the cameras 103
typically functions as a master in a3 master/slave relationship between the cameras 103. The
remaining cameras 103 functioning as slaves in this relationship transmit their image data
250 over the network 210 for analysis by the integrated analytics system of the master

surveitlance camera 103,

100521 Viathe wireless messages 264, user device 400-1 sends instructions to
configure the cameras 103 and access the image data 250 on the cameras 103, The wireless
messages 264 include both control and data wireless messages. In one example, data
wireless messages 204 include frames of image data 250 that the surveillance cameras 103

send to the user mobile computing devices 400.

100531 A specific example showing how the cameras 103 might be deployed is
itlustrated. In the example, dome style cameras 103-2, 103-3 and 103-3 are mounted
overhead to monitor a long section 70-1 of the corridor 70. Camera 103-1 is a fixed style
camera mounted along a wall of the long section 70-1 such that its field of view 105-1
provides a side view of the same long section 70-1 monitored by the cameras 103-2, 103-3,
and 103-4. To monitor a small section 70-2 of the corridor 70 that is at a right angle to the
long section 70-1, a fixed style camera 103-5 mounted along a wall of the small section 70-

2 isutilized.

(00547 Deadzones 86 can exist after installing the surveillance cameras 103,
Exemplary deadzones 86-A and 86-B are shown. Deadzones 86-A and 86-B are regions in
the long section 70-2 of the corridor 70 that are not included within any of the fields of
view 105 of any of the surveillance cameras 103. Oue way that installers can determine and
subsequently eliminate deadzones 86 is based on analysis of image data 250 of individuals

60 as they walk a "critical path" 54 through a monitored scene that is also defined within
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the map 180, Two critical paths "A" 54-1 and "B" 54-2 are defined to detect deadzones 86-
A and 86-B, respectively. Exemplary positions A-1 through A-4 along path A and
positions B-1 through B-3 along path B are shown. A deadzone 86 likely exists when the
installer 60 (or the user device 400-1 held by the installer 60) ts not included within the

field of view 105 of at least one surveillance camera 103, for each position along the path.

100557 It is also important to note that the analysis of the image data 250 provided to
the analytics system, such the cloud system 312, a local analytics system, an analytics
system executing on a surveillance camera and/or the user mobile computing device 400,
can either be executed in real time, or in a forensics fashion. For the real time analysis, the
analytics system{s) preferably receives the image data 250 over the local network 210 from
the cameras 103 just after the cameras 103 capture the image data 250 of the scene. For the
torensic analysis of the image data 250, the analytics system can analyze previously
recorded 1mage data 250 of the scene stored on a network video recorder 228, or image

data 250 stored locally within the cameras 103, in examples.

r00561  Beginning at "START," the installer/user device tirst walks critical path A and
encounters position A-1. When the 1nstaller 60 is at A-1, the installer 60 is included within
the fields of view 105-4 and 105-1 of cameras 103-4 and 103-1, respectively. As a result,
the analytics system 312 can deduce that no deadzone 86 exists near A-1. Similarly, no
deadzone exists near A-2, because the installer 60 when at A-2 is included within both the
fields of view 105-3 and 105-1 of cameras 103-3 and 103-1, respectively. Also, no
deadzone exists near A-4, because the installer 60 when at A-4 1s included within the field
of view 105-1 of camera 103-1. However, when the instalier 60 is at A-3, the installer 60 is
not included within the field of view 105 of any surveillance camera 103. As a result, the

analytics system 312 can deduce that there 15 a deadzone 86-A near A-3.

100571 In a simular fashion, the wstaller/user device then walks critical path B, also
beginning at "START." The analytics system 312, for example, can deduce that there are
no deadzones 86 near positions B-1 and B-3 along path B, because the installer 60 is
included within the field of view 105-1 of camera 103-1 when at B-1, and because the
installer 60 is included within the field of view 105-2 of camera 103-2 when at B-3.
However, when the installer 60 is at B-2, the installer 60 1s not included within the figld of
view 105 of any surveillance camera 103, As a result, the analvtics system 312 can deduce

that there is a deadzone 86-B near B-2.
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100587  Fig. 2 shows some of the components of an exerplary surveillance camera 103.

10059]  The camera 103 includes a processing unit (CPUY 138, an imager 140, a camera
image data storage system 174 and a network interface 142, An operating system 136 runs
on top of the CPU 138, A number of processes or applications are executed by the
operating system 136. One of the processes is a control process 162, In some embodiments,
a camera analytics system 176 process 1s also included within one or more of the
surveillance cameras 103 in the network 210. The camera analytics system 176 includes a
map 180, which is an image representation of a floor plan for the area of the prenuses 52
for which the instalier 60 configures the camera analytics system 176 for deadzone 86

analysis.

r00e0]  The camera 103 saves image data 250 captured by the imager 140 to the camera
image data storage system 174, Each camera 103 can supportt one or more streams of
image data 250. The control process 162 receives and sends messages 264 via its network
interface 142. Fach camera 103 also saves metadata 160 for the image data 250, including

a timestamp 164 and camera number 166.

rcoe11  In other exaruples, the image data 15 stored off of the camera on other cameras

and/or a local image data storage system.

100621 During execution of the "installer method" disclosed embodiment for detecting
deadzones 86, after the critical paths 54 are defined by the installer 60 holding the user
device 400-1, the user device 400-1 requests information for the integrated camera
analytics system 176 for analysis of potential deadzones 86. This information might
include image data 250 collected over a time interval (e.g. for the time period in which the
installer 60 traversed the path 54}, position information collected by the user device 400

held by the installer 60 during the traversal of the path 54

100631 Fig. 3 describes the preferred "installer method" that enables an analytics
system 312 to determine deadzones 86 in real-time during installation of the surveiliance
cameras 103. The method is described by way of an example critical path 54 traversal by
an operator within a monitored area, and provides details of interactions between major
components of the survetllance camera system 10 both during and after traversal of the

path 54 to determine likely deadzones §6.
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100641 Instep 502, an app 412 running on the user device 400 sends a pairing request
to one or more cameras 103 to establish a communications session 308 with each of the
cameras 103 and for the surveillance cameras 103 to enter a deadzone detection mode.
According to step 504, the cameras 103 send a pairing response message and enter
deadzone detection mode. As a result of step 504, a communication session 308 is
established between each of the cameras 103 currently in deadzone detection mode and the
app 412, In step 506, the app 412 then presents user interface buttons to start and stop
definition of a critical path 54 within an area being monitored (e.g. corridor 70) by multiple

surveillance cameras 103,

100651  According to step 508, in response to selection of a “Start” button on the user
interface of the app 412 by the installer 60, the app 412 starts a local tirner and sends an
instruction to the cameras 103 to indicate start of critical path definition, and collects
position information as the installer/user device rooves along the critical path 54. The
position information can be obtained by GPS or indoor GPS system or from an inertial

system in the user device 400, in examples.

rcoeel  Instep 510, in response to recetving the "start” instruction, each camera 103
captures image data 250 of its scene. Then, in step 512, the installer/user device moves
through the area being monitored to define a critical path 54 through the area being

monitored while the app 412 collects position information along the path 54.

100671 In step 514, at regular time intervals, each of the surveillance cameras 103
sends time-stamped image data 250 captured during the definition of the critical path 54 to
an analytics system. In one example, the analytics system is the cloud video analytics
system 312 that the cameras 103 access using their local network 210 and the network
cloud 50. In other examples, the analytics system is on the local network or integrated into

one of the cameras 103,

100681 According to step 516, in respounse to selection of a “stop” button on the user
interface of the app 412 by the 1nstaller 60, the app 412 stops the local timer and sends an
instruction to the cameras 103 to end definition of the critical path 54, In response to
receiving the "stop” instruction, the cameras 103 send their remaining image data 250 to
the analytics system, in step 518.

100691 According to step 520, the analytics system receives the time stamped tmage
data 250 from the surveillance cameras 103 during definition of the critical path 54. 1n step

i2
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522 the app 412 sends to the analytics system both the time interval over which to analyze
the image data 250, given by the value of the local timer, and the position information that
the app 412 collected over the time interval. The analytics system then tracks the

installer/user device through the image data 250 from the surveillance cameras 103, in step

524,

100701 In step 526, the analytics system locates deadzones 86 based on the position
information and absence of the installer/user device within the image data 250 over the
time interval. Then, in step 528, the analytics system includes one or more shaded areas
withtn its map 180 of the premises 52 for areas where the installer/user device was not
detected in image data 250 of any survetllance camera 103. The shaded areas are areas
between the views provided by the cameras 103 where deadzones 86 likely exist. The

analytics system sends the moditied map 180 to the user device 400 in step 530.

(00711 In response, in step 532, the app 412 displays the map 180 on the display screen
410 of the user device 400, According to step 534, in response 1o detected deadzones 86,
one or more survetllance cameras 103 are repositioned such that their fields of view 105
eliminate the deadzones 86. In addition, the installer 60 can install additional surveillance
cameras 103 to eliminate the deadzones 86. In step 536, the installer 60 repeats this process
to verify that the repositioning and/or addition of surveillance cameras 103 elinunates the
previcusly detected deadzones 86 or to define additional critical path(s) 54 and detect

deadzones 86 therein,

100721 Finally, in step 538, the tnstaller 60 exits the app 412, and each of the cameras
103 exit deadzone detection mode and end their comnunication sessions 308 with the app

412 in step 540.

100731 Fig. 4 describes another method for detecting deadzones 86, where the
deadzones 86 are inferred from image data 250 taken of the scene In step 602, an analytics
system {e.g. cloud, local or camera video analytics system 312) receives time stamped
image data 250 captured from surveillance cameras 103 monitoring an area of a premises
52, such as the corridor 70 of Fig. 1. In one example, the image data 250 1s received

directly from the cameras 103 after the cameras capture the image data 250.

100741 In step 604, the analytics system 312 identifies individuals within the image
data 250 and tracks moverment of each of the individuals across the fields of views 105 of
the cameras 103 represented by the image data 250. In step 600, the analytics system infers

13
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deadzones 86 based on tracking individuals and deadzone times 87 calculated for each of

the individuals.

100751 A deadzone time 87 is the elapsed time from when a specific individual is last
detected in image data 250 of any camera 103 at one point in time, and the next time that
individual is detected in image data 250 of another camera 103. When fields of view 105
are optimally positioned to eliminate deadzones 86, for example, individuals 60 passing
through a monitored area at a reasonably continuous rate will be represented by the
analytics system as "blobs" within the image data 250, where the blobs appear to
seamlessly exit one scene and enter another with minimal time delay (e.g deadzone time

87} that is relatively consistent across all scenes of the cameras 103.

(00761  However, when there are deadzones 86, an individual could last be seen in
image data 250 exiting a scene in the field of view 150 of one camera 103, but then
"disappear" from view for a period of time. The next time the individual appears in the
image data 250, the individual is exiting a scene in the field of view 150 of a different
camera 103, As a result, the deadzone tirae 87 for this portion of the tracked individual's
motion would be greater than that expected, from which location of a deadzone 86 may be

inferred.

(00771 In step 608, the analytics system 312 infers deadzones 86 and updates the map
180 to include the deadzones 86. The analytics system then sends the map 180 to the user
device 400 in step 610. The app 412 displays the map 180 on the display screen 410 of the
user device 400, According to step 614, the user device 400 obtains image data 250 from
the analvytics system 312 across the views for one or more tracked individuals. In response,
in step 616, the app 412 displays a sequence of image data 250 for one or more tracked

individuals with deadzone information incorporated into the image data 250.

100787 Fig 5 shows an image representation of a map 180 of a monitored area
rendered on a display screen 410 of a user device 400. The map 180 is for monitored area
{e.g. corridor 70) of the premises 52 in Fig. 1. The map 180 has been modified by the
deadzone detection methods of Fig. 3 and Fig. 4. The analytics systems of these methods
were able to determine deadzones 86-A and 86-B in corridor 70, and highlighted the
deadzones 86 graphically within the rnap 180 as shaded areas before sending the map 180

for display on the user device 400, This enables the installer 60 or operator to have an "at a
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glance" visual indication of deadzones 86 determined from the methods of Fig. 3 and Fig.

4.

rco791  Fig 6 shows a schematic representation of exemplary analysis method utilized
by an analytics system, such the cloud system 312, a local analytics system, an analytics
system executing on a surveillance camera and/or the user mobile computing device 400,
to determine deadzones 86 in a monitored area (here, corridor 70 of a premises 52). The
analytics system receives position information for a monttored area, image data 250 of the
monitored area captured by surveillance cameras 103, and a time interval over which to
track movement of one or more objects across the tmage data 250 relative to the position
information. For the embodiment of Fig. 3, the object tracked 1s the installer/user phone
moving through the scene, where reference "C" identifies the critical path 54 traversed by
the installer/user device through the scene. For the embodiment of Fig. 4, the object
tracked 1s a specific individual that the analytics system identifies and tracks through the
~n

scene, and reference "C" identifies the path that the specific individual traverses through

the scene.

rcogor  In the illustrated example, an instalier 60 adjusts fields of view 105-2 through
105-5 of cameras 103-2 through 103-5 to monitor activities in a monitored area {e.g.
corridor 70). The analysis method tracks movement of the object along path "C" through
image data 250 captured by cameras 103-2 through 103-5 over the time interval, and
calculates deadzone times 87 at positions PO through P8, The positions are typically spaced
apart at a similar distance and also are selected to include at least the leading and trailing

edges of each of the fields of view 105 of the cameras 103,

(00811 The analytics system is configured by the installer 60 to detect the object in the
fields of view 105 of the cameras 103 at positions PO - P8. The analytics system detects the
object at positions PO through P3, but does not detect the object at positions P4 and PS.
Finally, the analytics system detects the object at positions P6 through P8, As a result, in
one example, the analytics system can infer that there may be a deadzone 86 in the corridor
70 located near positions P4 and P35 of the premises 52. The analytics system then updates

its map 180 to include the determined deadzones §6.

100821 Now viewing the same exarple from the perspective of deadzone times 87, the
analytics system determines reasonably consistent deadzone times 87-1 through 87-3 as the

object traverses critical path "C" and crosses positions PO through P3. Adjacent deadzone

i5
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times 87 also include a common position as an endpoint, and each position 1s included as
an endpotnt in at least one deadzone time 87 calculation. For example, deadzone time 87-1
is associated with the time taken for the object to traverse along "C" from position PO to
P1, deadzone time 87-2 for position P1 to P2, and deadzone time 87-3 for position P2 to
P3. As a result, the analytics system can infer that a deadzone 86 likely does not exist
between the positions indicated by deadzone times 87-1 through 87-3 (i.e. positions PO

through P3).

(00831  After the object crosses position P3, however, the analytics system determines a
much larger than expected deadzone time 87-4 occurring at positions near where the field
of view 105-3 of camera 103-3 is positioned. In the example, the larger deadzone time §7-4
13 associated with the time taken tor the object to traverse along "C" and crossing positions
P3 to P6. Positions P4 and P5 are not included as endpoints in any deadzone times 87. As a
result, the avnalytics systern can infer that a deadzone 86 likely exists somewhere between

the positions indicated by the start and end times of deadzone time 87-4.

100841  In a similar vein, after the object crosses position PO, the analytics system
determines deadzones 87-5 and 87-6. Deadzone timne 87-5 13 assoctated with the time taken
tor the object to traverse along "C" from position P6 to P7, and deadzone time 87-6 for
position P7 to P8 Because adjacent deadzone times 87-5 and 87-6 are consistent with that
of deadzone times 87-1 through 87-3, include common position P7 an endpoint, and each
position from P6 through P8 are included as an endpoint in at least one deadzone time 87
calculation, the analytics system can infer that a deadzone 86 likely does not exist between

the positions indicated by deadzone times 87-5 and 87-6 (1.e. positions Po through P8).

(00851 While this invention has been particularly shown and described with references
to preferred embodiments thereof, it will be understood by those skilled in the art that
various changes in form and detatls may be rade therein without departing from the scope

of the invention encompassed by the appended claims.
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CLAIMS

What is claimed is:

1. A method for determining deadzones for a network of surveillance cameras, the
method comprising:
detecting motion within image data from the network of surveillance cameras;
and

determining the deadzones for the network.

2. The method of claim 1, wherein detecting motion within image data from the
network of surveillance cameras comprises tracking a mobile user device and/or its

installer as the mobile user device is moved along a critical path within a premises.

3. The method of claim 2, further comprising collecting position information along
the critical path during the tracking of the mobile user device and/or its installer,

over a time interval,

4. The method of claim 3, further comprising determining the deadzones within the
premises by locating the deadzones based on the position information and absence

of installer/user device in the image data over the time interval,

5. The method of claim 1, wherein determining the deadzones for the network
comprises determining from the detected motion within the image data whether the
mobile user device and/or its operator is included in the image data from at least

one of the surveillance cameras.

6. The method of claim 1, wherein determining the deadzones for the network
comprises:
a mobile user device traversing a critical path within a premises; and
determining from the detected motion within the image data whether the mobile
user device and/or its operator is included in the image data from at least

one of the surveillance cameras,

7. The method of claim 1, wherein detecting motion within image data from the

network of surveillance cameras comprises identifying individuals within the image



WO 2017/165433 PCT/US2017/023436

data and tracking the individuals across fields of view of the surveillance cameras

represented by the image data.

8. The method of claim 1, wherein determining the deadzones for the network
comprises inferring deadzones based on tracking individuals and deadzone times

calculated for the individuals.

9. The method of claim 1, further comprising mapping the deadzones ou a floor
plan of the premises and sending the tloor plan of the premises including the

mapped deadzones for display on the user device.

10. A method for determining deadzones for a network of surveillance cameras,
comprising:
the surveillance cameras capturing image data of their scenes and transferring
the image data to an analytics system; and
the analytics system tracking movement of objects between the captured scenes
and inferring deadzones between the surveillance cameras from the tmage

data.

11, The method of claim 10, wherein the analytics system inferring the deadzones
from the irnage data comprises determining whether tracked imdividuals are

included in image data from at least one of the surveillance cameras.

12. The method of claim 10, wherein the analytics system inferring the deadzones
from the image data comprises locating the deadzones based ou the position
information and absence of installer/user device in the image data over the time

interval.

13, A surveillance camera system, comprising:
one or more surveillance cameras generating image data of a scene;
a mobile user device carried by a user that enables definition of a path within the
scene; and
an analytics system that receives the image data from the surveillance cameras
and determines deadzones within the scene by determining whether the

image data from at least one of the surveillance cameras includes the user.
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14, The system of claim 13, wherein the analytics system 1s a remote analytics

system that the one or more surveillance cameras access over a network cloud.

IS, The system of claim 13, wherein the analytics systent includes a map of a floor

plan of the premises.

16. A surveillance camera system, comprising
one or more surveillance cameras generating image data of a scene; and
an analvtics system that receives the image data from the surveillance cameras
and infers deadzones based on tracking individuals and deadzone tiroes

calculated for the individuals.

17. The system of claim 16, wherein the analytics system includes a map of a floor
plan of the scene, and wherein the analytics system updates the map to include the

deadzones.

18. The system of claim 17, further comprising a mobile user device that receives
the map including the deadzones from the analytics system and displays the map on

a display screen of the mobile user device.
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