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METHOD AND SYSTEM FOR IDENTIFYING
ILLUMINATION FLUX IN AN IMAGE

This application claims the benefit of U.S. Provisional
Patent Application No. 60/648,228, filed Jan. 27, 2005, and
U.S. Provisional Patent Application No. 60/650,300, filed
Feb. 3, 2005, which are hereby incorporated by reference.

BACKGROUND OF THE INVENTION

Many significant and commercially important uses of
modern computer technology relate to images. These include
image processing, image analysis and computer vision appli-
cations. A challenge in the utilization of computers to accu-
rately and correctly perform operations relating to images is
the development of algorithms that truly reflect and represent
physical phenomena occurring in the visual world. For
example, the ability of a computer to correctly and accurately
distinguish between a shadow and a material object edge
within an image has been a persistent challenge to scientists.
Edge detection is a fundamental task in image processing
because without accurate and correct detection of the edges of
physical objects, no other processing of the image is possible.
If a cast shadow is indistinguishable from the object casting
the shadow, it would not be possible for the computer to
recognize the object.

An early and conventional approach to object edge detec-
tion involves an analysis of brightness boundaries in an
image. In the analysis it is assumed that a boundary caused by
a material object will be sharp, while a boundary caused by a
shadow will be soft or gradual due to the penumbra effect of
shadows. While this approach can be implemented by algo-
rithms that can be accurately executed by a computer, the
results will often be incorrect. In the real world there are many
instances wherein shadows form sharp boundaries, and con-
versely, material object edges form soft boundaries. Thus,
when utilizing conventional techniques for shadow and edge
recognition, there are significant possibilities for false posi-
tives and false negatives for shadow recognition. That is, for
example, a material edge that imitates a shadow and is thus
identified incorrectly by a computer as a shadow or a sharp
shadow boundary that is incorrectly interpreted as an object
boundary. Accordingly, there is a persistent need for the
development of accurate and correct techniques that can be
utilized in the operation of computers relating to images.

SUMMARY OF THE INVENTION

The present invention provides a method and system com-
prising image techniques that accurately and correctly reflect
and represent physical phenomena occurring in the visual
world.

In a first exemplary embodiment of the present invention,
an automated, computerized method is provided for deter-
mining illumination flux in an image. The method comprises
the steps of performing dynamic sampling in preselected
local areas of the image to determine spectral ratio informa-
tion for the image at each of the preselected local areas, and
utilizing the spectral ratio information to identify illumina-
tion flux.

In a second exemplary embodiment of the present inven-
tion, an additional automated, computerized method is pro-
vided for determining an illumination boundary in an image.
The method according to the second exemplary embodiment
of'the present invention comprises the steps of identifying an
X-junction in the image, determining a spectral ratio for an
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area of the image defined by the identified X-junction, and
utilizing the spectral ratio to identity an illumination bound-
ary.

In a third exemplary embodiment of the present invention,
an automated, computerized method for determining illumi-
nation flux in an image comprises the steps of identifying
spatio-spectral information for the image, utilizing the spatio-
spectral information to calculate spectral ratio information,
and utilizing the spectral ratio information to identify illumi-
nation flux.

In a fourth exemplary embodiment of the present inven-
tion, a computer system is provided. The computer system
comprises a CPU and a memory storing an image file. Pur-
suant to a feature of the present invention, the CPU is arranged
and configured to execute a routine to identify spatio-spectral
information from the image, utilize the spatio-spectral infor-
mation to calculate spectral ratio information, and utilize the
calculated spectral ratio information to identify illumination
flux in the image.

In a fifth exemplary embodiment of the present invention,
an automated, computerized method for determining illumi-
nation information in an image comprises the steps of iden-
tifying spatio-spectral information for the image and utilizing
the spatio-spectral information to calculate spectral ratio
information for the image.

In a sixth exemplary embodiment of the present invention,
an automated, computerized method for determining illumi-
nation information in an image comprises the steps of calcu-
lating spectral ratio information for the image, and utilizing
the spectral ratio information for the image to identify illu-
mination information for the image.

In accordance with yet further embodiments of the present
invention, computer systems are provided, which include one
or more computers configured (e.g., programmed) to perform
the methods described above. In accordance with other
embodiments of the present invention, computer readable
media are provided which have stored thereon computer
executable process steps operable to control a computer(s) to
implement the embodiments described above. The auto-
mated, computerized methods can be performed by a digital
computer, analog computer, optical sensor, state machine,
sequencer or any device or apparatus that can be designed or
programed to carry out the steps of the methods of the present
invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system arranged
and configured to perform operations related to images.

FIG. 2 shows an nxm pixel array image file for an image
stored in the computer system of FIG. 1.

FIG. 3a is a flow chart for identifying token regions in the
image file of FIG. 2, according to a feature of the present
invention.

FIG. 3b is an original image used as an example in the
identification of tokens.

FIG. 3¢ shows token regions in the image of FIG. 3a.

FIG. 4a is a flow chart for building a token region graph
from the token regions identified in FIG. 34, according to a
feature of the present invention.

FIG. 4b shows token perimeters for the image of FIG. 34.

FIG. 4¢ shows a token connection graph for the image of
FIG. 3b.

FIG. 5a is a flow chart for identifying X-junctions in an
image using the token region graph of FIG. 4a, according to
a feature of the present invention.

FIG. 56 shows an X-junction within the image of FIG. 35.
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FIG. 6a is a flow chart for an X-junction testing sub-routine
of the flow chart of FIG. 5.

FIG. 65 shows an image having an x-junction.

FIG. 7 is a flow chart for identifying a local spectral ratio
using an X-junction of FIG. 5, according to a feature of the
present invention.

FIG. 8 is a flow chart for identifying material and illumi-
nation edges using ratio matching, according to a feature of
the present invention.

FIG. 9 is a flow chart for identifying X-junctions in an
image using a fixed-sized mask.

FIG. 10 is a flow chart for identifying X-junctions in an
image using stochastic sampling.

FIG.11ais aflow chart of a first method for creating an Nth
order token.

FIG. 11ab is an image showing Nth order tokens created
using the method of FIG. 11a.

FIG. 114 is a flow chart of a second method for creating an
Nth order token.

FIG. 1156 is an image showing Nth order tokens created
using the method of FIG. 115.

FIG. 12 is a flow chart for identifying a local spectral ratio
using Nth order tokens created using one of the methods of
FIGS. 114 and 115.

FIG. 13 is a flow chart for an additional routine to identify
X-junctions on a token region map, according to a feature of
the present invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Referring now to the drawings, and initially to FIG. 1, there
is shown a block diagram of a computer system 10 arranged
and configured to perform operations related to images. A
CPU 12 is coupled to a device such as, for example, a digital
camera 14 via, for example, a USB port. The digital camera
14 operates to download images stored locally on the camera
14, to the CPU 12. The CPU 12 stores the downloaded images
in a memory 16 as image files 18. The image files 18 can be
accessed by the CPU 12 for display on a monitor 20, or for
print out on a printer 22.

Alternatively, the CPU can be implemented as a micropro-
cessor embedded in a device such as, for example, the digital
camera 14 or a robot. The CPU can also be equipped with a
real time operating system for real time operations related to
images, in connection with, for example, a robotic operation
or an interactive operation with a user.

As shown in FIG. 2, each image file 18 comprises an nxm
pixel array. Each pixel, p, is a picture element corresponding
to a discrete portion of the overall image. All of the pixels
together define the image represented by the image file 18.
Each pixel comprises a digital value corresponding to a set of
color bands, for example, red, green and blue color compo-
nents (RGB) of the picture element. The present invention is
applicable to any multi-band image, where each band corre-
sponds to a piece of the electro-magnetic spectrum. The
present invention can also be utilized in connection with a
grayscale image (a single band), utilizing a single panchro-
matic band. The pixel array includes n rows of m columns
each, starting with the pixel p (1,1) and ending with the pixel
p(n, m). When displaying or printing an image, the CPU 12
retrieves the corresponding image file 18 from the memory
16, and operates the monitor 20 or printer 22, as the case may
be, as a function of the digital values of the pixels in the image
file 18, as is generally known.

In an image operation, the CPU 12 operates to analyze the
RGB values of the pixels of a stored image file 18 to achieve

20

25

30

35

40

45

50

55

60

65

4

various objectives, such as, for example, material object edge
detection in the subject image. A fundamental observation
underlying a basic discovery of the present invention, is that
an image comprises two components, material and illumina-
tion. All changes in an image are caused by one or the other of
these components. A method for detecting of one of these
components, for example, illumination, provides a mecha-
nism for distinguishing material or object geometry, such as
object edges, from illumination.

What is visible to the human eye upon display of a stored
image file 18 by the CPU 12, is the pixel color values caused
by the interaction between specular and body reflection prop-
erties of material objects in, for example, a scene photo-
graphed by the digital camera 14 and illumination flux
present at the time the photograph was taken. The illumina-
tion flux comprises an ambient illuminant and an incident
illuminant. The incident illuminant is light that causes a
shadow and is found outside a shadow perimeter. The ambient
illuminant is light present on both the bright and dark sides of
a shadow, but is more perceptible within the dark region.

Based upon the fundamental observation of the present
invention that an image comprises two components, material
and illumination, the computer system 10 can be operated to
differentiate between material aspects of the image such as,
for example, object edges, and illumination flux through rec-
ognition of a spectral shift caused by the interplay between
the incident illuminant and the ambient illuminant in the
illumination. When one of material and illumination is known
in an image, the other can be readily deduced. The spectrum
for the incident illuminant and the ambient illuminant can be
different from one another. A spectral shift caused by a
shadow, i.e., a decrease of the intensity of the incident illu-
minant, will be substantially invariant over different materials
present in a scene depicted in an image. Pursuant to a feature
of the present invention, this spectral shift information is
detected by determination of an illuminant ratio, or a spectral
ratio formed by the interplay of the incident illuminant and
the ambient illuminant. A spectral ratio is a ratio based upon
a difference in color or intensities between two areas of a
scene depicted in an image, which may be caused by difterent
materials, an illumination change or both.

As a general algorithm for implementing the basic discov-
ery of the present invention, pixel values from both sides of a
boundary are sampled at, for example, three intensities or
color bands, in long, medium and short wave lengths such as
red, green and blue. If one side of the boundary is darker than
the other side in all color bands, the color intensity shift is
considered a possible illumination boundary. If any color
band increases in intensity while the other color bands are
decreasing, then the boundary must be a material object
boundary because shadows only remove illumination. A shift
from incident to ambient, as occurs in a shadow, cannot
coincide with a brightening of any color band. In a mono-
chromatic or grayscale image, intensity in a single band can
be used.

Afteridentification of a color intensity shift, a spectral ratio
for the shiftis determined. A spectral ratio can be defined in a
number of ways such as, for example, B/D, B/(B-D) and
D/(B-D), where B is the color on the bright side of the shift
and D is the color on the dark side. The visual correctness of
an identification of an illumination boundary using a spectral
ratio is established through an analysis based upon a bi-
illuminant dichromatic reflection model of an image, as dis-
closed in application Ser. No. 11/341,751, filed on even date
herewith, entitled: “Bi-illuminant Dichromatic Reflection
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Model For Image Manipulation,” now published as US 2007/
0176940 on Aug. 2, 2007, which is hereby incorporated by
reference.

In a preferred embodiment of the present invention, the
spectral ratio S=D/(B-D) is utilized because it has been dis-
covered during development of the present invention that the
normalized value for the ratio D/(B-D) is invariant across
different geometric orientations for a material object, and
thus, the ratio remains constant across illumination bound-
aries for objects at different orientations. Moreover, the nor-
malized value for the ratio D/(B-D) produced by a fully
shadowed pixel and a penumbra pixel will be the same as the
normalized value produced by a fully shadowed pixel and a
fully lit pixel. These relationships are not exhibited by the
normalized values of B/D and B/(B-D). Accordingly, the
ratio D/(B-D) provides the optimum combination of accu-
racy and correctness.

B,.; is the red channel of a color measurement on the
incident or bright side of the shift, while D, ; is the red
channel value on the dark side. Similarly, B,,,., and B,,,.
represent the green and blue channel intensities on the bright
side of the shift, respectively, and D,,.,,, and D, represent
the green and blue intensities on the dark side. The spectral
ratio for the shift therefore comprises an N dimensional vec-
tor, in our example, a three dimensional vector:

V=D, g (BredDyea)s Dgreen/ (Bgreen_Dgreen)5 Dy,
(Bblue_Dblue))'

As discussed above, according to a feature of the present
invention, the vector is normalized by dividing the vector by
the scalar value of the vector length. A characteristic spectral
ratio or illuminant ratio for the image is determined. Inas-
much as an illumination boundary is caused by the interplay
between the incident illuminant and the ambient illuminant,
spectral ratios throughout the image that are associated with
illumination change, should be consistently and approxi-
mately equal, regardless of the color of the bright side or the
material object characteristics of the boundary. Thus, if the
spectral ratio in our analysis is approximately equal to the
characteristic spectral ratio for the scene, the boundary would
be classified as an illumination boundary.

To improve the accuracy and correctness of the character-
istic ratio for an image, the spectral ratio information for
illumination boundaries is determined on a local level, that is,
an illuminant ratio is determined for each of several prese-
lected local areas of a scene depicted in an image. An analysis
of'a boundary is then executed utilizing the spectral ratio for
the specific location of the boundary within the image. The
determination of locally relevant spectral ratios accommo-
dates complexities that may be encountered in a real world
image, for example, the interplay of several different sources
of light in a room, inter-reflections, and so on.

According to a feature of the present invention, a local
spectral ratio is automatically determined by the computer
system 10, by a dynamic sampling of local areas of the image,
to identify spatio-spectral features of an image, that is, fea-
tures that comprise conditions that are indicative of illumina-
tion flux. An example of a spatio-spectral feature is an X-junc-
tion. An X-junction is an area of an image where a material
edge and an illumination boundary cross one another. An
X-junction is an optimal location for an accurate determina-
tion of an illuminant ratio.

According to a further feature of the present invention, a
token analysis of an image is used to identify spatio-spectral
features. A token is a connected region of an image wherein
the pixels of the region are related to one another in a manner
relevant to identification of spatio-spectral features. The pix-
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els of a token can be related in terms of either homogeneous
factors, such as, for example, close correlation of color
among the pixels, or nonhomogeneous factors, such as, for
example, differing color values related geometrically in a
color space such as RGB space. The use of tokens rather than
individual pixels reduces complexity and noise in image pro-
cessing and provides a more efficient, less intense computa-
tional operation for the computer system 10.

In an exemplary embodiment of the present invention, a
uniform token analysis is used to identify X-junctions in an
image. A uniform token is a homogeneous token that com-
prises a connected region of an image with approximately
constant pixel values (for example, within a range determined
by the expected noise margin of the recording equipment or
normal variations in materials) throughout the region. A 1%
order uniform token comprises a single robust color measure-
ment among contiguous pixels of the image. The analysis can
include an examination of token neighbor relationships
indicative of spatio-spectral features of an image, as will be
described in more detail below.

Referring now to FIG. 3a, there is shown a flow chart for
identifying uniform token regions in the image file of FIG. 2,
according to a feature of the present invention. At the start of
the identification routine, the CPU 12 sets up a region map in
memory. In step 100, the CPU 12 clears the region map and
assigns a region ID, which is initially set at 1. An iteration for
the routine, corresponding to a pixel number, is set at i=0, and
a number for an NxN pixel array, for use as a seed to deter-
mine the token, is set an initial value, N=N_, .. N_ . can be
any integer >0, for example it can be set at set at 11 or 15
pixels.

At step 102, a seed test is begun. The CPU 12 selects a first
pixel, i=(1, 1) for example, the pixel at the upper left corner of
a first NxN sample. The pixel is then tested in decision block
104 to determine if the selected pixel is part of a good seed.
The test can comprise a comparison of the color value of the
selected pixel to the color values of a preselected number of
its neighboring pixels as the seed, for example, the NxN array.
If the comparison does not result in approximately equal
values for the pixels in the seed, the CPU 12 increments the
value of i (step 106), for example, i=(1, 2), for a next NxN
seed sample, and then tests to determine if i=i__(decision
block 108).

If the pixel value is at i,,,,, a value selected as a threshold
for deciding to reduce the seed size for improved results, the
seed size, N, is reduced (step 110), for example, from N=15to
N=12. In an exemplary embodiment of the present invention,

1,.. can be set at i=(n, m). In this manner, the routine of FIG.
3aparses the entire image at a first value of N before repeating
the routine for a reduced value of N.

After reduction of the seed size, the routine returns to step
102, and continues to test for token seeds. An N, value (for
example, N=2) is also checked in step 110 to determine if the
analysis is complete. I the value of Nis at N, , the CPU 12
has completed a survey of the image pixel arrays and exits the

routine.

Ifthe value of i is less than i,,,,,, and N is greater than N,
the routine returns to step 102, and continues to test for token
seeds.

When a good seed (an NxN array with approximately equal
pixel values) is found (block 104), the token is grown from the
seed. In step 112, the CPU 12 pushes the pixels from the seed
onto a queue. All of the pixels in the queue are marked with
the current region ID in the region map. The CPU 12 then
inquires as to whether the queue is empty (decision block
114). If the queue is not empty, the routine proceeds to step
116.

max
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In step 116, the CPU 12 pops the front pixel off the queue
and proceeds to step 118. In step 118, the CPU 12 marks
“good” neighbors around the subject pixel, that is neighbors
approximately equal in color value to the subject pixel, with
the current region ID. All of the marked good neighbors are
placed in the region map and also pushed onto the queue. The
CPU then returns to the decision block 114. The routine of
steps 114, 116, 118 is repeated until the queue is empty. At
that time, all of the pixels forming a token in the current region
will have been identified and marked in the region map.

When the queue is empty, the CPU proceeds to step 120. At
step 120, the CPU increments the region ID for use with
identification of a next token. The CPU then returns to step
106 to repeat the routine in respect of the new current token
region.

Upon arrival at N=N_, . step 110 of the flow chart of FIG.
3a, or completion of a region map that coincides with the
image, the routine will have completed the token building
task. FIG. 35 is an original image used as an example in the
identification of tokens. The image shows areas of the color
blue and the blue in shadow, and of the color teal and the teal
in shadow. FIG. 3¢ shows token regions in the image of FIG.
3a. The token regions are color coded to illustrate the token
makeup of the image of FIG. 35, including penumbra regions
between the full color blue and teal areas of the image and the
shadow of the colored areas.

The CPU 12 thereafter commences a routine for building a
token graph that can be used to identify X-junctions in the
image. Referring to FIG. 4a, there is shown a flow chart for
building a token region graph from the token regions identi-
fied through execution of the routine shown in FIG. 3a,
according to a feature of the present invention.

Initially, the CPU 12 is given the list of tokens identified in
the previous routine, and a value for a maximum distance D
between tokens (step 200). In an exemplary embodiment of
the present invention, D=20 pixels. In step 202, the CPU 12
traverses pixel information for each token to identify all
perimeter pixels of all tokens. FIG. 45 shows token perimeter
pixels for the image of FIG. 35. The CPU then proceeds to
step 204.

In step 204, the CPU 12 selects a token region from the
token list and identifies the selected token, for purposes of the
routine, as a current token, A. For each perimeter pixel in
token A, the CPU 12 finds the closest perimeter pixel in every
other token within the maximum distance D from the perim-
eter of the token A (step 206).

In step 208, the CPU 12 builds a list of tokens that are
neighbors to token A by compiling all token IDs found in the
previous pixel matching step 206. In step 210, the CPU 12
stores the list of neighbors for token A, and proceeds to
decision block 212. In the decision block 212, the CPU 12
checks whether it is at the end of the token list. If not, the CPU
12 returns to step 204, and sets token A to a next token on the
token list, and repeats steps 206-212 for the next token. If the
CPU 12 is at the end of the token list, the CPU proceeds to step
214, where the CPU 12 returns the token graph for the image.
FIG. 4¢ shows a token connection graph for a portion of the
image of FIG. 35.

Upon completion of the token graph, the CPU 12 proceeds
to the routine of FIG. 5a, to identify X-junctions in the image
using the token region graph. For each token in the token list,
the CPU 12 performs iterations through neighbor relation-
ships to identify a region where spectral ratios indicate a
crossing of illumination and material object boundaries.

As an input (step 300) the CPU 12 receives the token list T,
and the token graph G, prepared by the CPU 12 during execu-
tion of the routines of FIGS. 3a and 4a, respectively. In amain
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iteration through all tokens T, in T (the token list), the CPU 12
performs sub-iterations through neighbors, as will appear. In
step 302, the CPU 12 selects a token A from the token list,
T,=A (a current token), and then selects all of the neighbors
for A, X=G, (from the token graph).

As afirst sub-iteration for the current token A, the CPU 12
traverses all the neighbors X in X, found in step 302. In step
304, the CPU 12 considers, in turn, each neighbor, set as
B=X.Inadecision block 306, the CPU 12 tests for the current
token neighbor B, whether all of the color bands of color
A>all of the color bands of color B? If color A is not greater
than color B in all color bands, the CPU 12 returns to step 304
to select a next neighbor B from X (G, the neighbors of A).

If color A is greater than color B, the CPU 12 proceeds to
step 308 to select token neighbors of B from the token graph,
set as Y=G. The CPU 12 then proceeds to the next sub-
iteration over all the neighbors Yk in Y. In step 310, the CPU
12 considers, in turn, each neighbor, set as C=Yk. In a deci-
sion block 312, the CPU 12 tests whether A=C. If A does
equal C, the CPU 12 returns to step 310 to select a next
neighbor token C from Y (G, the neighbors of B).

If C is a different token than A, the CPU proceeds to step
314 to select token neighbors of C, set as Z=G .. The CPU 12
then proceeds to the final sub-iteration over all the neighbors
Z;in Z. In step 316, the CPU 12 considers, in turn, each
neighbor, set as D=Z,. In a decision block 318, the CPU tests
whether D is in X and if D!=B. If no, the CPU 12 returns to
step 316 to select a next neighbor token D from Z (G, the
neighbors of C).

If the test of block 318 results in a yes result, the CPU 12
proceeds to step 320 to test whether the token neighbor set
{A, B, C, D}, identified in an iteration of the routine of FIG.
5a, meets X-junction criteria. FIG. 54 shows the image of
FIG. 3b with a token neighbor set {A, B, C, D}. The hypoth-
esis of the iteration execution is that token set {A, B, C, D}
embodies certain neighbor relationships, or spatio-spectral
conditions, indicative of an X-junction, for example, tokens A
and B comprise a material 1, with A being a lit version of B,
and that tokens D and C comprise a material 2, with D being
a lit version of C. There are several tests that are performed to
validate the hypothesis.

FIG. 6a shows a flow chart for the X-junction testing sub-
routine, step 320 of the flow chart of FIG. 5. In step 326 the
token neighbor set {A, B, C, D} is set as the starting point of
the routine. As noted, the hypothesis, shown in the image of
FIG. 65, is that A and B are the same material 1, and that D and
C are the same material 2 (328), and that B and C are in
shadow.

In a first test, step 330, the CPU 12 determines whether the
pixels of token A>the pixels oftoken B and the pixels oftoken
D>the pixels of token C, in each color band. The colors B and
C are multiplied by a factor, f, which is a scalar value greater
than 1. In step 332, it is determined whether the bright mea-
surements for A and D tokens are brighter than a minimum
threshold.

The next test (step 334) comprises a determination of
whether each of the bright tokens A and D, are significantly
different in a color space, for example, in an RGB space. In
this regard, a determination is made as to whether the color
space distance (A, D)>threshold.

In step 336 the CPU 12 determines whether the reflectance
ratio between A and D is approximately equal to the reflec-
tance ratio for B and C. The bounded version of the ratios can
be used, R,;=(A-D)/(A+D), and R,=(B-C)/(B+C), with
R,=R,. Instep 338, the spectral ratios S, =B/(A-B) and S,=C/
(D-C) are compared to determine if they are similar to one
another (within a predetermined difference).
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In step 340, the CPU 12 determines if the spectral ratios fit
an a priori model of a reasonable illuminant. Variations on the
constraints can include, for example, requiring the dark mea-
surements for the B and C tokens to be less than a percentage
of the corresponding bright measurement. Moreover, the
CPU 12 can test the spectral ratios determined in step 338 for
saturation levels. Saturation is defined as saturation=1-(mini-
mum color band/maximum color band). An upper boundary
can be established for the spectral ratio, in terms of saturation,
for example, any spectral ratio with a saturation >0.9 is con-
sidered to be unreasonable. If all of the above constraints are
met, the X-junction criteria are considered to be satisfied (step
342).

In the event a token set {A, B, C, D} fails the X-junction
tests of step 320, the CPU 12, in decision block 322, returns to
step 316 to selectanextneighbor D from Z (G, the neighbors
of C). If the token set {A, B, C, D} passes, the CPU 12
proceeds to step 324 to mark the token set {A, B, C,D} as a
valid X-junction. The CPU then returns to step 302 to select a
next token (other than the set { A, B, C,D}) from the token list
T, for an X-junction analysis.

Referring now to FIG. 7, there is shown a flow chart for
identifying a local spectral ratio using an X-junction, accord-
ing to a feature of the present invention. The CPU 12 is given
an image file 18 and X-junction parameters in step 400. The
CPU 12 then proceeds to step 402, which comprises the
performance of the processes of FIGS. 3-5, throughout the
given image to identify all X-junctions within the image.

Upon completion of step 402, the CPU proceeds to step
404 to calculate a spectral ratio for each bright/dark pixel pair
in each X-junction, and store the results in a memory array. In
step 406, the CPU executes a mean shift algorithm on the
array of spectral ratios. The mean shift algorithm can com-
prise, for example, an algorithm described in “Mean shift
analysis and applications,” Comaniciu, D.; Meer, P.; Com-
puter Vision, 1999, The Proceedings of the Seventh IEEE
International Conference on; Volume 2, 20-27 Sep. 1999;
Pages 1197-1203. The output of execution of the mean shift
algorithm (step 408) is a spectral ratio for all or a specific local
region of the image. The execution of step 406 can include a
survey of values for the spectral ratios throughout the image.

If the spectral ratios vary by an amount>a threshold vari-
ance, a local approach will be implemented for the spectral
ratio information used in determining illumination bound-
aries. That is, a mean shift value for a specific X-junction will
be used as the spectral ratio when the CPU 12 determines
illumination boundaries in the region of the image near the
specific X-junction. If all of the spectral ratios for the entire
image vary by less than the threshold variance, a global
approach can be used with the same mean shift spectral ratio
used in all illumination boundary determinations.

Referring now to FIG. 8, there is shown a flow chart for
identifying material and illumination using ratio matching,
according to a feature of the present invention. More specifi-
cally, the routine of FIG. 8 identifies illumination flux com-
prising an illumination boundary. In step 500, the CPU 12 is
given spectral ratio information for an image determined
through execution of the routine of FIG. 7, and standard
brightness edge boundary segment information for the image.
For each brightness edge segment of the image, in step 502,
the CPU 12 traverses the edge by selecting pixel or token
pairs, each pair comprising a pixel or token from the bright
side of an edge segment and a pixel or token from the dark
side of the edge segment.

In step 504, for each pair of pixels or tokens, the CPU 12
calculates a spectral ratio, S=Dark/(Bright-Dark) and accu-
mulates the S values for all the pairs along the corresponding
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edge segment. In step 506, the CPU 12 decides if the accu-
mulated set of S values for an edge segment matches the given
spectral ratio information. As discussed above, the given
spectral ratio information can be a global value for the image
or a local value for the part of the image where the edge
segment is located. If there is a match of spectral ratios, the
CPU 12 marks the edge segment as an illumination boundary
(step 508). If there is no match, the CPU 12 marks the edge as
a material edge (step 510).

Referring now to FIG. 9, there is shown a flow chart for an
alternative routine for identifying X-junctions in an image,
using a fixed-sized mask. An image file 18 is accesed by the
CPU 12 from memory 16 (step 600). A mask is defined as an
NxM array of pixels (which can be a square or NxN array of
pixels) (602) to be used in an analysis of the image. The mask
is placed over an area of the image. In step 604, the CPU 12
selects four color measurements from within the area of the
mask, to approximate points within an X-junction. The four
points can be designated as a set {A, B, C, D}, as shown in
FIG. 6b. In step 606, the set {A, B, C, D} is tested for the
X-junction constraints using the X-junction testing sub-rou-
tine of the flow chart of FIG. 6a.

After execution of the testing sub-routine, the CPU 12
proceeds to a decision block 608. In the decision block, the
CPU 12 determines whether the set {A, B, C, D} passed the
X-junction test. If yes, the CPU 12 marks the center pixel
between the points of the set {A, B, C, D} as an X-Junction
(step 610) and proceeds to step 612. If no, the CPU proceeds
directly to step 612.

In step 612, the CPU 12 moves the mask to a new location
over the image, and proceeds to step 604, to begin the routine
once again over a new area of the image. The CPU 12 con-
tinues to move the mask until the entire image has been tested.
In step 614, an optional additional routine is provided. In an
image, there can be penumbra of many different sizes. Some
shadows have a very sharp penumbra, while others project a
fuzzy penumbra. If the routine of steps 604-612 uses a mask
of, for example, 20 pixels by 20 pixels, that may be smaller
than the width of a fuzzy penumbra. To handle this situation,
and to insure identification of all X-junctions in an image, the
routine of steps 604-612 can be rerun using either a larger
mask, a mask of different orientation or shape, or a same-
sized mask used with the image scaled to a smaller size.

A running of a same-sized mask on a smaller image is
known as a scale-space analysis. In general, it is more effi-
cient to make an image smaller than to increase mask size, so
a scale-space analysis is preferred. In the step 614, the image
is made smaller (a subsample), for example, cut in half. This
is done by taking each 2 pixel by 2 pixel block of pixels,
calculate the average color value of the block, and make it a
single pixel in the new reduced version of the image. There-
after, steps 604-612 are repeated for the reduced image.

FIG. 10 shows a flow chart for identifying X-junctions in
an image using stochastic sampling. The CPU 12 is given an
image, a selected area of the image, a sampling method, a
maximum number of sampling routines N for the selected
area, and an iteration number, i=0 (step 700). In step 702, the
CPU 12 executes the sampling method to select a set of color
values {A, B, C, D} from within the area of the image being
examined. In step 704, the set {A, B, C, D} is tested for the
X-junction constraints using the X-junction testing sub-rou-
tine of the flow chart of FIG. 6a.

After execution of the testing sub-routine, the CPU 12
proceeds to a decision block 706. In the decision block, the
CPU 12 determines whether the set {A, B, C, D} passed the
X-junction test. If no, the CPU 12 proceeds to a decision
block 708 to test whether the iteration value, 1, is less than N,
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the maximum number of iterations to be performed in the
selected area. If no, the CPU 12 proceeds to step 710 to reset
the iteration value, 1, to 0, and continue to a next selected area
of'the image. The CPU 12 then proceeds back to step 702 to
repeat the routine for the new area.

If the test for i<N is yes, the CPU 12 proceeds to step 712
to increment the value of i for the same sample area, and
return to step 702 to repeat a sampling of the same area. If the
result of the X-junction test is yes (706), the CPU 12 proceeds
to step 714 to mark a center pixel of the area as an X-junction.
The CPU 12 then proceeds to step 710, as described above. In
step 716, the subsample routine of step 614 of FIG. 9 is
carried out to repeat the stochastic sampling on a reduced
sized image.

Pursuant to another feature of the present invention, spatio-
spectral features of an image are determined by directly using
neighbor relationships of tokens. An Nth order token is a set
of N 1% order tokens that are different colors, as measured in
a selected color space, for example, RGB, hue or chromatic-
ity, and are near to one another in the image. As an example,
a red first order token and a blue first order token adjacent to
one another in an image could form a second-order token.

FIG. 11a shows a flow chart of a first method for creating an
Nth order token. The CPU 12 is given a list of tokens, for
example, as identified through execution of the routine of
FIG. 3a, an input image area A and a maximum distance
D,,.»» which could be set at 10 pixels (step 800). In step 802,
the CPU 12, for each 1% order token within the image area A,
selects an image location or pixel X=p(i, j) and then finds all
unique sets of N tokens, that is, for example, all tokens of
different color, withing D, ,, of each location X. In step 804,
the CPU 12 adds each set of N tokens found in step 802, into
an Nth order token set, checking for duplicates. In step 806,
the CPU 12 outputs the Nth order token sets for the image
area. FIG. 11 ab is an image showing Nth order tokens created
using the method of FIG. 11a.

FIG. 115 shows a flow chart of a second method for creat-
ing an Nth order token. In the second method, the CPU 12
utilizes a token graph created, for example, through execution
of the routine of FIG. 4a. In step 808, the CPU 12 is given a
token list for an image file 18, the corresponding token graph
and a maximum distance, D, .. In step 810, for each token T,
in the token list, the CPU 12 finds all unique sets of tokens
within D, .. of T, from the token graph. In step 812, the CPU
adds each set of N tokens found in step 810, into an Nth order
token set, checking for duplicates. In step 814, the CPU 12
outputs the Nth order token sets for the image area. FIG. 1155
is an image showing Nth order tokens created using the
method of FIG. 115.

Pursuant to yet another feature of the present invention, the
Nth order tokens created via execution of one of the methods
of FIGS. 11a and 115 are used to identify local spectral ratios
for an image. Once again spatio-spectral features are exam-
ined to ascertain characteristic spectral ratio information
indicative of illumination flux. In this instance, the spatio-
spectral features comprise reflection ratio and spectral ratio
relationships between neighbor tokens of Nth order tokens.
These relationships are examined by the CPU 12.

Referring to FIG. 12, there is shown a flow chart for iden-
tifying a local spectral ratio using Nth order tokens. In step
900, a set of Nth order tokens for an image file 18 is given as
a start to the CPU 12. The CPU 12 places the uniform tokens
within an Nth order token in an order, for example, according
to intensity in a single color channel (step 902). As shown in
FIG. 12, adjacent the step 902, a sample order of tokens
within each of Nth order token A and Nth order token B is
shown. The Nth order token A comprises tokens ordered
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tokens A, A,, . . . Ay and Nth order token B comprises
ordered tokens B, B,, . . . B,. Pursuant to a feature of the
present invention, for each Nth order token, the CPU 12
operates to find all other Nth order tokens with matching
reflectance ratios and spectral ratios (step 904).

Adjacent to step 904 (FIG. 12) is shown an algorithm for
comparing reflectance ratios and spectral ratios for the token
pair A, B. For each pair of tokens A,, A, in the Nth order token
A and a corresponding pair of tokens B,, B, in the Nth order
token B, the CPU 12 determines equality relationships
between the reflectance ratios and spectral ratios for the pairs.
The reflectance ratios can be determined using the bounded
version of the ratios: R(A,, A)=(A,~A))/(A+A,), and R(B,,
B))=(B,-B,)/(B;+B)), to determine if R(A, A)=R(B, B).
Similarly, the spectral ratios can be calculated using the pre-
ferred form of the spectral ratio: S(A,, B,)=(Dark one of (A,,
B,)/Bright one of (A,, B))-Dark one of (A,, B))), and S(A,
B,)=(Dark one of (A, B,)/Bright one of (A, B,)-Dark one of
(A, B), to determine if S(A,, B,)=S(A,, B)). The assumption
of the analysis and relationship determination is that one of
the Nth order tokens is in shadow and the other one of the Nth
order tokens is lit.

In step 906, the CPU 12 accumulates all spectral ratios
from pairs of Nth order tokens that match, that is, demonstrate
equality in step 904 and lists them in an array. The CPU then
executes a mean shift algorithm on the array of accumulated
spectral ratios (step 908) and outputs the result as a charac-
teristic spectral ratio for a local area or a whole of the image
(step 910).

A characteristic spectral ratio can be determined using
more than one of the methods described above. For example,
each of X-junctions and Nth order tokens can be analyzed to
determine local spectral ratios. The accumulated ratios can be
weighted by empirical experience of reliability, and subject to
a mean shift algorithm to extract a characteristic spectral
ratio.

Referring now to FIG. 13, there is shown a flow chart for an
additional routine to identify X-junctions on a token region
map, according to a feature of the present invention. In step
1000, the CPU 12 is given a token region map, as for example,
as generated through execution of the routine of FIG. 4a, and
an NxM mask, for example, a 20 pixelx20 pixel mask. In step
1002, the CPU 12 moves the mask over the token region map.

For each mask location, the CPU 12 calculates a list of all
tokens within the mask, filtering out tokens with a seed size of
K, for example, 3 pixels (step 1004). The CPU 12 then selects
from the list of tokens, each set of four reasonable adjacent
tokens {A, B, C, D}, as shown in the token region map (step
1006). The reasonableness of a set {A, B, C, D} is determined
by the CPU 12 by measuring the brightness of each token in
the set, to determine if one of the tokens is bright enough to be
a bright region (based upon a preselected level of brightness).
That token is then labeled A. Then the tokens of the set other
than A, are measured to determine if any of the remaining
tokens are darker than A in all color bands. Such a token is
labeled B. Thereafter, the CPU 12 measures the remaining
tokens for brightness greater than the preselected level of
brightness, and having a color different from A. That token is
labeled D. Then the remaining token is tested to determine if
it is darker than D in all color bands. If yes, the remaining
token is labeled C.

A test, such as the routine of FIG. 6a, is executed by the
CPU 12 to determine whether the set {A, B, C, D} is an
X-junction. In step 1008, the CPU 12 outputs a list of X-junc-
tions identified through execution of steps 1004-1006, for
each mask location.
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In the preceding specification, the invention has been
described with reference to specific exemplary embodiments
and examples thereof. It will, however, be evident that various
modifications and changes may be made thereto without
departing from the broader spirit and scope of the invention as
set forth in the claims that follow. The specification and
drawings are accordingly to be regarded in an illustrative
manner rather than a restrictive sense.

What is claimed is:

1. An automated, computerized method for determining
illumination in an image, comprising the steps of:

a computer executing the following steps:

automatically identifying spatio-spectral features in the

image indicative of a spectral shift between an incident
illuminant and an ambient illuminant;

analyzing the identified spatio-spectral features of the

image to determine a characteristic spectral ratio for the
image; and

utilizing the characteristic spectral ratio to identify an illu-

mination boundary in the image.

2. The method of claim 1 wherein the steps of automati-
cally identifying spatio-spectral features in the image indica-
tive of a spectral shift between an incident illuminant and an
ambient illuminant, and analyzing the identified spatio-spec-
tral features of the image to determine a characteristic spectral
ratio for the image are carried out by identifying token regions
in the image and performing an analysis of token region
neighbor relationships to determine the characteristic spectral
ratio.

3. The method of claim 2 wherein the step of performing an
analysis of token region neighbor relationships is carried out
to identify X-junctions in the image, and utilizing the X-junc-
tions to determine the characteristic spectral ratio.

4. The method of claim 3 wherein the step of performing an
analysis of token region neighbor relationships to identify
X-junctions in the image is carried out by performing a series
of’iterative selections of token neighbors and performing tests
of neighbor characteristics related to X-junction parameters.

5. The method of claim 2 wherein the step of performing an
analysis of token region neighbor relationships is carried out
by generating a token region graph.

6. The method of claim 5 wherein the step of generating a
token region graph is carried out by identifying perimeter
pixels of each token region, for each perimeter pixel, finding
a closest perimeter pixel for each other token region within a
maximum distance, and compiling a list of all token regions
corresponding to the pixels found within the maximum dis-
tance in the finding step.

7. The method of claim 2 wherein the step of identifying
token regions in the image is carried out by selecting a seed
region of pixels, testing the pixels of the seed region for
similarity of color characteristics, and, in the event of a good
seed determination, identifying pixel neighbors of the pixels
of the seed region having similarity of color characteristics.

8. The method of claim 2 wherein the step of performing an
analysis of token neighbor relationships is carried out by
identifying Nth order tokens and comparing reflection ratio
and spectral ratio relationships between neighbor tokens of
the Nth order tokens to determine the characteristic spectral
ratio.

9. The method of claim 1 wherein the characteristic spec-
tral ratio comprises S=Dark/(Bright-Dark).

10. The method of claim 9 wherein the characteristic spec-
tral ratio comprises a normalized value of S.

11. The method of claim 1 wherein the step of utilizing the
characteristic spectral ratio to identify an illumination bound-
ary is carried out by comparing a spectral ratio for a selected
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pair of color values, one on each side an image boundary, to
the characteristic spectral ratio, to determine a match.

12. The method of claim 1 wherein the step of identifying
spatio-spectral features in the image caused by a spectral shift
between an incident illuminant and an ambient illuminant is
carried out in each of a plurality of preselected local areas of
the image.

13. The method of claim 1 wherein the steps of automati-
cally identifying spatio-spectral features in the image indica-
tive of a spectral shift between an incident illuminant and an
ambient illuminant, and analyzing the identified spatio-spec-
tral features of the image to determine a characteristic spectral
ratio for the image are carried out by identifying an X-junc-
tion and utilizing the X-junction to determine the character-
istic spectral ratio.

14. The method of claim 13 wherein the step of identifying
an X-junction is carried out by using a fixed sized mask to
analyze pixels of the image for X-junction constraints.

15. The method of claim 13 wherein the step of identifying
an X-junction is carried out by using stochastic sampling.

16. A computer system, comprising:

a CPU, and

a memory storing an image file containing an image;

the CPU is arranged and configured to execute a routine to

automatically identify spatio-spectral features in the
image indicative of a spectral shift between an incident
illuminant and an ambient illuminant, analyze the iden-
tified spatio-spectral features of the image to determine
a characteristic spectral ratio for the image and utilize
the characteristic spectral ratio to identify an illumina-
tion boundary in the image.

17. The computer system of claim 16 wherein operation of
the CPU to automatically identify spatio-spectral features in
the image indicative of a spectral shift between an incident
illuminant and an ambient illuminant, and analyze the iden-
tified spatio-spectral features of the image to determine a
characteristic spectral ratio for the image is carried out by
operating the CPU to identify token regions in the image and
to perform an analysis of token region neighbor relationships
to determine the characteristic spectral ratio.

18. The computer system of claim 17 wherein operation of
the CPU to perform an analysis of token region neighbor
relationships is carried out by operation of the CPU to identify
X-junctions in the image, and to utilize the X-junctions to
determine the characteristic spectral ratio.

19. The computer system of claim 18 wherein operation of
the CPU to perform an analysis of token region neighbor
relationships to identify X-junctions in the image is carried
out by operating the CPU to perform a series of iterative
selections of token neighbors and to perform tests of neighbor
characteristics related to X-junction parameters.

20. The computer system of claim 17 wherein operation of
the CPU to perform an analysis of token region neighbor
relationships is carried out by operating the CPU to generate
a token region graph.

21. The computer system of claim 20 wherein operation of
the CPU to generate a token region graph is carried out
operation of the CPU to identify perimeter pixels of each
token region, for each perimeter pixel, to find a closest perim-
eter pixel for each other token region withing a maximum
distance, and to compile a list of all token regions correspond-
ing to the pixels found within the maximum distance in the
finding step.

22. The computer system of claim 17 wherein operation of
the CPU to identify token regions in the image is carried out
by operating the CPU to select a seed region of pixels, test the
pixels of the seed region for similarity of color characteristics,
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and, in the event of a good seed determination, identify pixel
neighbors of the pixels of the seed region having similarity of
color characteristics.

23. The computer system of claim 17 wherein operation of
the CPU to perform an analysis of token neighbor relation-
ships is carried out operating the CPU to identify Nth order
tokens and to compare reflection ratio and spectral ratio rela-
tionships between neighbor tokens of the Nth order tokens to
determine the characteristic spectral ratio.

24. The computer system of claim 16 wherein the charac-
teristic spectral ratio comprises S=Dark/(Bright-Dark).

25. The computer system of claim 24 wherein the charac-
teristic spectral ratio comprises a normalized value of S.

26. The computer system of claim 16 wherein operation of
the CPU to utilize the characteristic spectral ratio to identify
an illumination boundary is carried out by operating the CPU
to compare a spectral ratio for a selected pair of color values,
one on each side of an image boundary, to the characteristic
spectral ratio, to determine a match.

27. The computer system of claim 16 wherein operation of
the CPU to identify spatio-spectral features in the image
indicative of a spectral shift between an incident illuminant
and an ambient illuminant is carried out in each of a plurality
of preselected local areas of the image.

28. The computer system of claim 16 wherein operation of
the CPU to automatically identify spatio-spectral features in
the image indicative of a spectral shift between an incident
illuminant and an ambient illuminant, and to analyze the
identified spatio-spectral features of the image to determine a
characteristic spectral ratio for the image are carried out by
operation of the CPU to identify an X-junction and to utilize
the X-junction to determine the characteristic spectral ratio.

29. The computer system of claim 28 wherein operation of
the CPU to identify an X-junction is carried out by operating
the CPU to use a fixed sized mask to analyze pixels of the
image for X-junction constraints.

30. The computer system of claim 28 wherein operation of
the CPU to identify an X-junction is carried out by operating
the CPU to use stochastic sampling.

31. A computer program product, disposed on a computer
readable media, the product including computer executable
process steps operable to control a computer to:

provide an image file depicting an image, in a computer

memory;

automatically identify spatio-spectral features in the image

indicative of a spectral shift between an incident illumi-
nant and an ambient illuminant;

analyze the identified spatio-spectral features of the image

to determine a characteristic spectral ratio for the image;
and

utilize the characteristic spectral ratio to identity an illu-

mination boundary in the image.

32. The computer program product of claim 31 wherein the
process steps to control the computer to automatically iden-
tify spatio-spectral features in the image indicative of a spec-
tral shift between an incident illuminant and an ambient illu-
minant, and analyze the identified spatio-spectral features of
the image to determine a characteristic spectral ratio for the
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image are carried out by process steps to control the computer
to identify token regions in the image and to perform an
analysis of token region neighbor relationships to determine
the characteristic spectral ratio.

33. The computer program product of claim 32 wherein the
process step to control the computer to perform an analysis of
token region neighbor relationships is carried out by a process
step to control the computer to identify X-junctions in the
image, and to utilize the X-junctions to determine the char-
acteristic spectral ratio.

34. The computer program product of claim 33 wherein the
process step to control the computer to perform an analysis of
token region neighbor relationships to identify X-junctions in
the image is carried out by process steps to control the com-
puter to perform a series of iterative selections of token neigh-
bors and to perform tests of neighbor characteristics related to
X-junction parameters.

35. The computer program product of claim 32 wherein the
process step to control the computer to identify token regions
in the image is carried out by a process step to control the
computer to select a seed region of pixels, test the pixels of the
seed region for similarity of color characteristics, and, in the
event of a good seed determination, identify pixel neighbors
of the pixels of the seed region having similarity of color
characteristics.

36. The computer program product of claim 31 wherein the
process step to control the computer to utilize the character-
istic spectral ratio to identify an illumination boundary is
carried out by a process step to control the computer to com-
pare a spectral ratio for a selected pair of color values, one on
each side of an image boundary, to the characteristic spectral
ratio, to determine a match.

37. The computer program product of claim 31 wherein the
process steps to control the computer to automatically iden-
tify spatio-spectral features in the image indicative of a spec-
tral shift between an incident illuminant and an ambient illu-
minant, and analyze the identified spatio-spectral features of
the image to determine a characteristic spectral ratio for the
image are carried out by process steps to control the computer
to identify an X-junction and to utilize the X-junction to
determine the characteristic spectral ratio.

38. The computer program product of claim 37 wherein the
process step to control the computer to identify an X-junction
is carried out by a process step to control the computer to use
a fixed sized mask to analyze pixels of the image for X-junc-
tion constraints.

39. The computer program product of claim 37 wherein the
process step to control the computer to identify an X-junction
is carried out by a process step to control a computer to use
stochastic sampling.

40. The computer program product of claim 31 wherein the
process step to control the computer to analyze the identified
spatio-spectral features of the image to determine a charac-
teristic spectral ratio for the image is carried out by a process
step to control the computer to determine a characteristic
spectral ratio for each of a plurality of preselected local areas
of the image.



