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(57) Abstract: For frames sequentially functioning as a ref-
erence frame in a video sequence frame set, a motion estimate
set is accessed. One motion estimate characterizes motion as-
sociated with pixels of each region of the reference frame in
relation to regions of one frame of the set of frames, which is
temporally displaced in time with respect to other frames in the
set of frames. An additional motion estimate characterizes mo-
tion associated with pixels of each reference frame region in
relation to a second frame of the set, which is temporally dis-
placed from the one frame and other frames of the frame set.
A temporal image prediction set, corresponding to the first and
additional motion estimate, is predicted, based on an alignment
of the reference frame regions over the frame set. The tempo-
ral image predictions are blended and a temporal predictor is
generated over the frame set based on the blending.
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TEMPORAL IMAGE PREDICTION

TECHNOLOGY
[0001] The present invention relates generally to video processing. More specifically,

embodiments of the present invention relate to temporal image prediction.

BACKGROUND

[0002] Moving image sequences may include multiple, sequential frames. Some modern
image processing applications use estimates of motion in the images of moving image
sequences. As used herein, the terms 'motion estimates’ and 'motion estimation’ refer to such
estimates of motion. Motion estimates include parameters that describe motion between frame
regions in segments of frames of a moving image sequence.

[0003] Image processing applications may estimate motion associated with various regions
of the image frames of the moving image sequences. Applications may include or involve video
compression, which relates to reducing the amount of data with which visual information is
stored and conveyed (e.g., encoded, transmitted, received and decoded).

[0004] Motion estimates are a technique with which video compression applications achieve
significant reduction in the data needed to represent image frames in moving image sequences.
Applications may attempt to map, from one frame of a moving image sequence to another,
translational or other motion of image regions within each of the frames. For instance, given a
reference frame 'A’ and a motion map that describes image motion from frame A to a subsequent
frame 'B', a motion-predicted frame B can be formed by projecting the motion map from frame
A. A difference frame B can be formed by subtracting the motion-predicted frame B from frame
B.

[0005] Compression is achieved when the amount of data needed to encode both the motion
map and the difference frame B is less than the amount needed for encoding frame B directly.
Thus, an application may seek a motion map that yields a motion-predicted frame B that differs
relatively little from frame B. For compression related purposes, the accuracy with which the
motion map represents the actual motion of image features in the moving image sequence may
not be a primary consideration. In other words, from the perspective of achieving compression,
it may suffice that a given motion map simply reduces the amount of data needed to encode the

motion map and the difference frame B.
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[0006] Applications that use motion estimation may align an image feature, which appears
in each of multiple frames of a moving image sequence, to a reference. A region of each frame
in which the image feature appears is moved according to the motion estimate. The resulting set
of image feature-aligned regions may then be blended, e.g., according to a formula. Accurate
motion estimation can be important for accurately positioning feature- aligned regions between

various frames of a moving image sequence.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The present invention is illustrated by way of example, and not by way of limitation,
in the figures of the accompanying drawings and in which like reference numerals refer to
similar elements and in which:

[0008] FIG. 1 depicts a flowchart for an example procedure, according to an embodiment of
the invention;

[0009] FIG. 2 depicts an example system, according to an embodiment of the invention;
[0010] FIG. 3 depicts an example system component, according to an embodiment of the
invention;

[0011] FIG. 4 depicts an example operation, according to an embodiment of the invention;
[0012] FIG. 5 depicts an example system component, according to an embodiment of the
invention; and

[0013] FIG. 6 depicts an example computer system platform, with which an embodiment of

the invention may be implemented.

DESCRIPTION OF EXAMPLE EMBODIMENTS

[0014] Motion estimation and motion estimates may be significant in applications that make
time related imaging predictions and motion compensated image processing. Temporal image
prediction and motion compensation processing may be significant in electronic video devices,
which are used in consumer, commercial, industrial, medical, research, surveillance, and other
fields. Such devices may include, but are not limited to televisions (TV), players for digital
versatile disks (DVD) and other optically encoded media such as Blu-Ray disks (BD) and HD-
DVD, computers with graphical displays, cable, satellite and related receivers, tuners and the
like, medical, scientific and other imaging systems, and high definition (HD) media such as
HDTV.

[0015] Moreover, temporal image prediction and motion compensation processing may be

significant in more "professional” settings and other somewhat more technologically demanding
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settings. Such professional and technical settings may include, but are not limited to broadcast
station operations and settings in which upconversion of standard definition material, e.g.,
during creation of content, are performed. However, motion estimation and motion estimates
may lack sufficient accuracy to be of optimal use in the applications, devices, and professional
settings.

[0016] Temporal image prediction is described herein. In the following description, for the
purposes of explanation, numerous specific details are set forth in order to provide a thorough
understanding of the invention. It will be apparent, however, that the invention may be
practiced without these specific details. In other instances, well-known structures and devices
are not described in exhaustive detail, in order to avoid unnecessarily occluding, obscuring, or

obfuscating the invention.

OVERVIEW
[0017] Images of a video sequence are processed. l'or one or more frames, which
sequentially function as a reference frame in a set of frames of the video sequence, a set of
motion estimates is accessed. The set of motion estimates includes a first motion estimate for
each region of the reference frame. The first motion estimate characterizes motion that is
associated with pixels of each of the regions of the reference frame in relation to regions of at
least one frame of the frame set, in which the at least one frame is displaced in time with respect
to other frames of the frame set. The set of motion estimates also includes at least one additional
motion estimate. The at least one additional motion estimate characterizes motion that is
associated with the pixels of each of the regions of the reference frame in relation to regions of
at least a second frame of the frame set, in which the at least a second frame is displaced in time
from the at least one frame and from other frames of the frame set. A set of temporal image
predictions corresponding to the first and at least one additional motion estimate is predicted.
The set of temporal image predictions is based on an alignment of the regions in the reference
frame over the frame set. The set of temporal image predictions is blended. Based on blending
the set of temporal image predictions, a temporal predictor is generated over the frame set.
[0018] Example embodiments described herein relate to temporal image prediction. In an
example embodiment, images of a video sequence are processed. For one or more frames,
which sequentially function as a reference frame in a set of frames of the video sequence, a set
of motion estimates is accessed. The set of motion estimates includes a first motion estimate for
each region of the reference frame. The first motion estimate characterizes motion that is

associated with pixels of each of the regions of the reference frame in relation to regions of at
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least one frame of the frame set, in which the at least one frame is displaced in time with respect
to other frames of the frame set. The set of motion estimates also includes at least one additional
motion estimate. The at least one additional motion estimate characterizes motion that is
associated with the pixels of each of the regions of the reference frame in relation to regions of
at least a second frame of the frame set, in which the at least a second frame is displaced in time
from the at least one frame and from other frames of the frame set. A set of temporal image
predictions corresponding to the first and at least one additional motion estimate is predicted.
The set of temporal image predictions is based on an alignment of the regions in the reference
frame over the frame set. The set of temporal image predictions is blended. Based on blending
the set of temporal image predictions, a temporal predictor is generated over the frame set.
[0019] The finalized temporal prediction generated for the video sequence may comprise an
output. In an embodiment, a spatial prediction can also be generated from each currently
functional reference frame. The spatial prediction may be combined with the temporal
prediction to create a spatio-temporal predictor, which alternatively or additionally may
comprise an output. The blended temporal predictor output or the spatio-temporal predictor
output may comprise a finalized prediction output.

[0020] The output blended temporal predictor and/or the spatio-temporal predictor may be
provided to one or more video applications. The video applications may use the temporal
predictor or spatio-temporal predictor for any of a number of purposes.

[0021] The video sequence (e.g., video stream) and the set of motion estimates may be
received or otherwise accessed, e.g., from storage media. The set of motion estimates may be
accessed from a single or multiple sources. The sources may include a substantially direct
motion estimation source, a source of compressed motion estimates, a source of spatially refined
motion estimates, and/or a source of motion estimates that essentially align one or more image
features which appear in each of multiple frames of a moving image sequence, to a reference
frame.

[0022] Various motion estimates may be used with embodiments of the invention. The
motion estimates can include a pair of orthogonally related vector components that describe
translational motion that may be associated with one or more of the regions between one or
more of the frames of the video sequence. The motion estimates can also include an angular
component that describes a rotational motion associated with one or more regions between one
or more of the frames of the sequence. Further, the motion estimates can include additional
parameters, with which more complex or elaborate motion in a video sequence may be

described. For instance, the motion estimates can include six or more mapping parameters that
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describe an affine motion, such as warping and shearing, which may occur in or be associated
with one or more regions between one or more of the frames of the sequence.

[0023] In the description of example embodiments herein, blocks may be used as an
example of a frame region. Likewise, translational motion may be used herein as an example of
a motion description. Blocks may be used as an example of frame regions and translational
motion as an example of motion attributes over a frame set, in general, and solely for simplicity,
unity, clarity and/or brevity in the description herein. However, it should be clearly understood
that, while blocks and translational motion may be used herein as examples, this usage is not to
be considered limiting. On the contrary, embodiments of the invention are well suited to
function with frame regions and motion attributes of virtually any respective attribute or
description.

[0024] In an embodiment, one or more temporal image predictions are interpolated. These
temporal image predictions are associated with the motion of the pixels of the reference frame in
relation to regions of at least one frame of the frame set. The temporal image predictions are
interpolated with fractional pixel phase accuracy. Based on the interpolation, an interpolation
based weight is assigned to the temporal prediction. Blending the set of temporal image
predictions may thus include computing the finalized temporal prediction based, at least
partially, on the assigned interpolation based weights.

[0025] In an embodiment, an accuracy associated with each of the motion estimates is
estimated. Based on the accuracy associated with the motion estimate, an accuracy based weight
is assigned thereto. Blending the set of temporal image predictions may thus include computing
the finalized temporal prediction based, at least partially, on the assigned accuracy based
weights.

[0026] In an embodiment, a noise component may be associated with compression of the
video image. An estimation may be received that relates to such compression noise associated
with the video image. A compression noise based weight is assigned, based on an estimated
noise component, to each of the motion estimates. Blending the set of temporal image
predictions may thus include computing the finalized temporal prediction based, at least
partially, on the compression noise based weights.

[0027] In an embodiment, a spatial prediction is computed for each region of the reference
frame. Blending the set of temporal image predictions may thus include blending the spatial
prediction with the multiple temporal predictions. A spatio-temporal prediction for the video

image is thus generated, e.g., as a finalized output prediction.
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[0028] In a related embodiment, an accuracy associated with the spatial prediction is
estimated. Based on the accuracy associated with the spatial prediction, a spatial prediction
accuracy based weight is assigned to the spatial prediction. Blending the set of temporal image
predictions may thus be based, at least partially, on the spatial prediction accuracy based weight.
[0029] In an embodiment, a computer system performs one or more features described
above. The computer system includes one or more processors and may function with hardware,
software, firmware and/or any combination thereof to execute one or more of the features
described above. The processor(s) and/or other components of the computer system may
function, in executing one or more of the features described above, under the direction of
computer-readable and executable instructions, which may be encoded in one or multiple
computer-readable storage media and/or received by the computer system.

[0030] In an embodiment, one or more of the features described above execute in a decoder,
which may include hardware, software, firmware and/or any combination thereof, which

functions on a computer platform.

EXAMPLE PROCEDURES
[0031] The example procedures described herein may be performed in relation to temporal
image prediction. Procedures that may be implemented with an embodiment may be performed
with more or less steps than the example steps shown and/or with steps executing in an order
that may differ from that of the example procedures. The example procedures may execute on
one or more computer systems, e.g., under the control of machine readable instructions encoded
in one or more computer readable storage media, or the procedure may execute in an ASIC or
programmable IC device.
[0032] FIG. 1 depicts a flowchart for an example procedure 100, according to an
embodiment of the invention. Procedure 100 achieves temporal image prediction in processing
images of a video sequence. In step 101, for one or more frames, which sequentially function as
a reference frame in a set of frames of the video sequence, a set of motion estimates (ME) is
accessed. The set of motion estimates may be received with a compressed video stream or
stored upon decoding the compressed video sequence and retrieved from storage media. Several
motion estimates may comprise the set. The set of motion estimates may also be obtained from
another source (other than compressed video sequence/bit stream), including directly performing
motion estimation.
[0033] The set of motion estimates includes a first motion estimate for each region of the

reference frame. The first motion estimate characterizes motion that is associated with pixels of
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each of the regions of the reference frame in relation to regions of at least one frame of the frame
set, in which the at least one frame is displaced in time with respect to other frames of the frame
set. The set of motion estimates also includes at least one additional motion estimate. The at
least one additional motion estimate characterizes motion that is associated with the pixels of
each of the regions of the reference frame in relation to regions of at least a second frame of the
frame set, in which the at least a second frame is displaced in time from the at least one frame
and from other frames of the frame set.

[0034] In step 102, the blocks or other regions of the reference frame are aligned with
corresponding regions of at least one frame of the frame set. The regions may be aligned with
techniques described in PCT Application number [yet to be assigned], filed on November 21,
2008, by Jerome D. Shields and Christopher J. Orlick, which is entitled "Temporally Smoothing
a Motion Estimate," is incorporated herein by reference for all purposes as if fully set forth
herein.

[0035] Based on the alignment of the regions, a set of temporal image predictions are
predicted in step 103. Each of the temporal image predictions in the set corresponds with the
frames in the frame set.

[0036] In block 104, a spatial prediction may be computed for the reference frame of the
video sequence. An accuracy associated with the spatial prediction may be estimated.

[0037] In block 105, weights for each prediction may be assigned. For instance, a weight
may be assigned to the spatial prediction based on its estimated accuracy. Moreover, weights
may be added to the temporal image predictions. lor instance, an accuracy value may be
associated with each of the motion estimates. Further, noise may be associated with
compression of the video sequence. A compression noise component may be estimated or
received with the decoded video sequence. A weight may be assigned to each of the temporal
image predictions based on the value of the compression noise component. For another
example, a value associated with the motion of the pixels of the reference frame in relation to
regions of at least one frame of the frame set may be used for interpolation of a temporal image
prediction and may include a fractional pixel phase value. A weight that is based on the
fractional pixel interpolation may be assigned to the temporal image prediction associated with
the pixels of the current frames.

[0038] In step 106, the temporal predictions are blended together, along with any spatial
prediction. In block 107, a finalized spatio-temporal predictor is generated for the frames of the

video sequence based on the blended temporal image predictions. In an embodiment, any
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spatial prediction may be blended with blended temporal image predictions, to generate the

spatio-temporal predictor for the frames of the video sequence.

EXAMPLE SYSTEM
[0039] FIG. 2 depicts an example system 200, according to an embodiment. System 200
performs a temporal image prediction function. For instance, system 200 may function to
execute parts of procedure 100, as described above with reference to FIG. 1.
[0040] System 200 may be configured with one or more components of a computer system
and/or with an ASIC or a programmable IC device. System 200 may be disposed within a
decoder, an encoder, in professional video editing and/or processing systems, scientific, in
medical or other imaging systems, and in any of a variety of computers, communication devices,
network elements, TVs, and players for various kinds of video media, including HD media.
[0041] System 200 has a buffer 203. Images such as the frames of a video sequence are
stored in a buffer 203. Buffer 203 provides the frames to a motion compensation unit 201.
[0042] Upon receiving frames of the video sequence from buffer 203 and motion estimates
associated with blocks of the frames, accuracy and interpolation scores and/or with values for
compression noise associated with the video sequence, motion compensation unit 201 predicts
temporal predictions for the frames. Motion compensation unit 201 also functions to assign
weights to the motion estimates, based on the accuracy and interpolation scores and compression
noise values. Motion compensation unit 201 provides its temporal predictions Py, ..., P; for the
frames, and their corresponding weights Wy, ..., W; that it assigns, to a blending unit 202.
[0043] Blending unit 202 functions to blend the temporal predictions Py, ..., P; together into
a finalized temporal predictor Pr. In blending temporal predictions Py, ..., P; into the finalized
temporal predictor Py, blending unit 202 may use the assigned weights W, ..., W,.
[0044] Blending unit 202 may compute the finalized temporal predictor Pr from the
temporal image predictions P, ..., P; and the assigned weights W, ..., W; according to a formula

such as that given by Equation 1, below.

Equation 1.
[0045] Inputs used by system 200 in its temporal image prediction functions may include the
original video sequence, motion estimates, which describe relative motion between frames of the

video sequence, a score that provides a measure of the accuracy of the motion estimates, and an
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estimate of compression noise in the video sequence. The temporal image prediction function of
system 200 essentially combines motion compensated temporally proximate frames, e.g.,
"temporal neighbors," of each image and thus effectuates high quality video processing in
applications such as noise reduction, de-interlacing, and scaling and/or upconversion.

[0046] The first stage of the temporal image prediction function of system 200 is related to
motion compensated filtering for aligning the temporal neighbors, based on motion estimates, to
generate temporal predictors. The temporal predictors are then blended together to form the
finalized temporal predictor Pr. Blending weights may be based on a variety of data, including a
score that estimates the accuracy of the motion predictors, estimated image compression noise,
and noise introduced by motion compensation filtering based alignment.

[0047] A spatial predictor 204 accesses spatial information relating to the reference frame
from buffer 203. Spatial predictor 204 calculates a spatial prediction from the reference field
(e.g., frame). The spatial predictor and weights associated therewith (e.g., as discussed below
with reference to FIG. 5) and the final temporal predictor Pr may be provided to a spatio-
temporal blending unit 205. Weighting for the spatial and temporal predictors is based on scores
associated with the motion estimates and estimates of the quality of the spatial predictor.

[0048] Accurate estimates of motion in video image sequences are used to achieve temporal
image prediction. For the purposes of motion estimation, a video frame, referred to herein as the
reference frame (or "reference field" or "one or more frames of a video sequence") is divided
into regions, such as a set of component rectangular blocks. It should be appreciated that
embodiments of the invention are well suited to function with regions that conform to virtually
any configuration. Blocks are used herein as an example of such regions. A motion estimate is
found for each block in the reference frame that best characterizes the movement of the pixels in
that block with respect to another frame. Each block in the reference field may have multiple
motion estimates, each of which describes the motion between the block and a different, e.g.,
subsequent other frame at a different time displacement with respect to both the reference frame
and the original another frame.

[0049] Motion estimates may be accessed from one or more of a variety of sources. The
motion estimates may be obtained by direct motion estimation. The motion estimates may also
be obtained by a combination of techniques including, but not limited to, prediction from
compressed motion vectors or other motion estimates, spatial refinement, and smoothing
operations performed with filtering on motion estimates.

[0050] Temporal prediction unit 201 uses motion estimates to create multiple temporal

predictions from the other frames. FIG. 3 depicts an example temporal prediction unit 201,
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according to an embodiment. Temporal prediction unit 201 has a phase based interpolator 301
functionally coupled with a weight generator 302. Phase based interpolator 301 uses motion
compensation interpolation filters to align the pixel data from the image information and motion
estimates of each other field (e.g., other frame). Interpolator 301 thus creates a set of fractional
pixel phase data, which are used as temporal predictors. The set of temporal predictor weighting
functions are blended together by weight generator 302 (including weighting functions related to
scores associated with the motion estimates, interpolation filter phase, and compression noise).
Weight generator 302 generates a composite weight from all available weighting terms. Blender
202 uses the composite weight to blend the set of temporal predictors.

[0051] The primary weighting term may comprise the score associated with the motion
estimates. 'The score is assumed available and provides an estimate of the accuracy of the
predicted data based on the accuracy of the motion estimation. The score can be the direct block
(or other regional) match difference, such as the sum-of-absolute-differences (SAD). Lower
scores may be interpreted to correspond to better matches. The score is translated to a weight by
an inverse relation, such as (1/score) or (1/score?). The inverse relation gives the desired
relationship of low scores, e.g., good matches, having higher weighting than high scores, e.g.,
poor matches, upon combining temporal predictors.

[0052] The interpolation filter phase weight term is used both because motion estimates
may be expected to have sub-pixel motion accuracy, and because predicted output locations,
e.g., for de-interlacing and scaling or upconversion applications, may have essentially arbitrary
sub-pixel location relative to the current frame. In both cases, interpolation filter functions of
interpolator 301 thus shifts the reference pixels. The shifting required between actual reference
pixels and the required sub-pixel output location is referred to herein as the phase. A phase of
zero represents substantially no (zero) shift. In contrast, a maximum phase essentially
corresponds to half the spatial frame distance between two reference pixels. Where the distance
between two pixels is defined to be a value N, the largest phase shift is effectively N/2.

[0053] The bandwidth response of real interpolation filters is essentially imperfect. Thus,
minimal or zero phase shifting creates output pixels with no interpolation or phase shift. From
this perspective, non-interpolated output pixels with no phase shift are thus the best possible,
whereas output pixels with a half-pixel shift are the least desirable. Weight generator 302
adjusts the weighting for each predicted output P; based on the phase of the filter with which
interpolator 301 creates the predicted output. For example, weighting is decreased as the

interpolation phase approaches N/2.
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[0054] It should be appreciated that, for scaling and deinterlacing applications, each output
pixel within a given block can have unique interpolation phases even though it has the same
motion estimates as the other pixels in the block. The phase-weighting calculations are thus
computed by weight generator 302 on a per-pixel basis, as appropriate.

[0055] A weighting term from the compression noise estimate of the reference frame may
also be applied by weight generator 302. Other frames with high compression noise may have
their weighting reduced.

[0056] The relative accuracy of each temporal prediction is generated by combining, e.g., by
multiplying, each of the inverse score weight (1/score?), horizontal and vertical phase weights
(e.g., oWx and @Wy), and compression noise weights. The set of temporal predictions are then
combined, based at least in part on one or more of these three weights, to create the finalized
temporal prediction Pr.

[0057] A spatial prediction Py is created from the reference frame for each output pixel.
The finalized temporal predictor Pr and the spatial predictions Ps are combined via a weighting
scheme to create a spatio-temporal prediction, which may comprise a final output prediction
from system 200 (FIG. 2). The weighting scheme for the spatial predictor is a unique measure
that provides for effectively using the spatial predictor when sufficient temporal information is
largely unavailable. The weighting scheme also allows significant temporal contribution when
the motion estimates suffice.

[0058] Weighting each spatial predictor in the reference field allows the spatial predictors to
be combined with the temporal prediction. As a first step in generating the spatial predictor
weight, a spatial prediction "score"” is calculated. The spatial prediction score quantifies a
quality of the spatial prediction, relative to temporal image predictions for a given area of a
frame region. Quality of temporal predictions is related to the difference between the actual
pixel data and the temporal data that is indicated by the motion estimate. An embodiment may
thus quantize a relative quality score for a temporal image prediction as follows. Areas of low
image detail in a reference frame may be expected to be associated with scores for good
temporal predictions that are relatively low. Conversely, high detail areas of a reference frame
may have temporal predictor scores that are relatively high, but which may be considered
sufficient. A score for a reference field is thus created to characterize an amount of energy or
detail in each block or other region. In an embodiment, a temporal predictor quality score thus
provides a sliding scale, with which the quality of the temporal predictors may be evaluated.
[0059] FIG. 4 depicts an example operation 400, according to an embodiment. Measures

such as variance within a block or other region may be used in some embodiments. A technique
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that correlates relatively closely with the temporal prediction score is based, in an embodiment,
on the SAD 410. The SAD 410 is calculated for the reference block 401, with respect to a
shifted block 402. Shifted block 402 is essentially the original block 401, shifted by one pixel
in, e.g., each of a horizontal 'x' and a vertical 'y’ direction (for translational motion depicted
between frames 401 and 402). This shift equates to the score for a motion estimation if the
motion was off by exactly one pixel along each x and y axis. It should be appreciated that
blocks are shown herein by way of example and not limitation; embodiments are well suited to
function over any region of frames.

[0060] A motion estimate that is off by a single pixel in each of these orthogonally related
spatial dimensions is essentially a "roughly correct” motion estimate. However, a roughly
accurate motion estimate may not be sufficiently accurate in some applications. In an
embodiment, this accuracy dichotomy provides a measure to evaluate the temporal predictor
scores. A reference field score may thus be scaled higher or lower to influence the relative
weighting of temporal and spatial prediction. In an implementation, the reference frame may be
pre-filtered or otherwise processed to reduced noise prior to score calculation. This may more
accurately approximate the SAD calculations used to generate the scores for the motion
estimates.

[0061] FIG. 5 depicts spatio-temporal blending component 205, according to an
embodiment. As discussed above, temporal predictors Pr and spatial predictors Py are
combined using an inverse score weighting blend with weights Wr and W to create a spatio-
temporal output S7. In an embodiment, spatio-temporal blending component 205 combines the
weighting blended temporal predictors Pr and spatial predictors Ps according to Equation 2,

below.

ST =PrWr+PsWs)/(Wr + W)

Equation 2.
[0062] A final output check compares the spatial and temporal predictors, which may be
used to test for unique situations. For instance, in some cases, such as a rapid motion of a very
small object, or multiple motions within a block or other region, a given output pixel may have
very different temporal and spatial predictors. In such cases, the temporal predictors may be
consistent, but in strong disagreement with the spatial predictor. Consequently, the motion
estimates of the block or other region may likely lack accuracy for an affected output pixel
thereof. The motion estimate however may be sufficiently accurate for the majority of the pixels

with the block. In such special cases, the spatial predictor may be selected as the output.
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EXAMPLE COMPUTER SYSTEM PLATFORM
[0063] FIG. 6 depicts an example computer system platform 600, with which an
embodiment may be implemented. Computer system 600 includes a bus 602 or other
communication mechanism for communicating information, and a processor 604 (which may
represent one or more processors) coupled with bus 602 for processing information. Computer
system 600 also includes a main memory 606, such as a random access memory (RAM) or other
dynamic storage device, coupled to bus 602 for storing information and instructions to be
executed by processor 604. Main memory 606 also may be used for storing temporary variables
or other intermediate information during execution of instructions to be executed by processor
604. Computer system 600 further includes a read only memory (ROM) 608 or other static
storage device coupled to bus 602 for storing static information and instructions for processor
604. A storage device 610, such as a magnetic disk or optical disk, is provided and coupled to
bus 602 for storing information and instructions.
[0064] Computer system 600 may be coupled via bus 602 to a display 612, such as a liquid
crystal display (LCD), cathode ray tube (CRT) or the like, for displaying information to a
computer user. An input device 614, including alphanumeric and other keys, is coupled to bus
602 for communicating information and command selections to processor 604. Another type of
user input device is cursor control 616, such as a mouse, a trackball, or cursor direction keys for
communicating direction information and command selections to processor 604 and for
controlling cursor movement on display 612. This input device typically has two degrees of
freedom in two axes, a first axis (e.g., x) and a second axis (e.g., y), that allows the device to
specify positions in a plane.
[0065] The invention is related to the use of computer system 600 for temporal image
prediction. According to one embodiment of the invention, temporal image prediction is
provided by computer system 600 in response to processor 604 executing one or more sequences
of one or more instructions contained in main memory 606. Such instructions may be read into
main memory 606 from another computer-readable medium, such as storage device 610.
Execution of the sequences of instructions contained in main memory 606 causes processor 604
to perform the process steps described herein. One or more processors in a multi-processing
arrangement may also be employed to execute the sequences of instructions contained in main
memory 606. In alternative embodiments, hard-wired circuitry may be used in place of or in
combination with software instructions to implement the invention. Thus, embodiments of the

invention are not limited to any specific combination of hardware circuitry and software.

-13 -



WO 2009/073415 PCT/US2008/084395

[0066] The term “computer-readable medium”™ as used herein refers to any medium that
participates in providing instructions to processor 604 for execution. Such a medium may take
many forms, including but not limited to, non-volatile media, volatile media, and transmission
media. Non-volatile media includes, for example, optical or magnetic disks, such as storage
device 610. Volatile media includes dynamic memory, such as main memory 606.
Transmission media includes coaxial cables, copper wire and other conductors and fiber optics,
including the wires that comprise bus 602. Transmission media can also take the form of
acoustic or light waves, such as those generated during radio wave and infrared data
communications.

[0067] Common forms of computer-readable media include, for example, a floppy disk, a
flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any other
optical medium, punch cards, paper tape, any other legacy or other physical medium with
patterns of holes, a RAM, a PROM, and EFPROM, a FLASH-EPROM, any other memory chip or
cartridge, a carrier wave as described hereinafter, or any other medium from which a computer
can read.

[0068] Various forms of computer readable media may be involved in carrying one or more
sequences of one or more instructions to processor 604 for execution. For example, the
instructions may initially be carried on a magnetic disk of a remote computer. The remote
computer can load the instructions into its dynamic memory and send the instructions over a
telephone line using a modem. A modem local to computer system 600 can receive the data on
the telephone line and use an infrared transmitter to convert the data to an infrared signal. An
infrared detector coupled to bus 602 can receive the data carried in the infrared signal and place
the data on bus 602. Bus 602 carries the data to main memory 606, from which processor 604
retrieves and executes the instructions. The instructions received by main memory 606 may
optionally be stored on storage device 610 either before or after execution by processor 604.
[0069] Computer system 600 also includes a communication interface 618 coupled to bus
602. Communication interface 618 provides a two-way data communication coupling to a
network link 620 that is connected to a local network 622. For example, communication
interface 618 may be an integrated services digital network (ISDN) card or a digital subscriber
line (DSL), cable or other modem to provide a data communication connection to a
corresponding type of telephone line. As another example, communication interface 618 may be
a local area network (ILAN) card to provide a data communication connection to a compatible

LAN. Wireless links may also be implemented. In any such implementation, communication
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interface 618 sends and receives electrical, electromagnetic or optical signals that carry digital
data streams representing various types of information.

[0070] Network link 620 typically provides data communication through one or more
networks to other data devices. For example, network link 620 may provide a connection
through local network 622 to a host computer 624 or to data equipment operated by an Internet
Service Provider (ISP) 626. ISP 626 in turn provides data communication services through the
worldwide packet data communication network now commonly referred to as the “Internet” 628.
Local network 622 and Internet 628 both use electrical, electromagnetic or optical signals that
carry digital data streams. The signals through the various networks and the signals on network
link 620 and through communication interface 618, which carry the digital data to and from
computer system 600, are exemplary forms of carrier waves transporting the information.
[0071] Computer system 600 can send messages and receive data, including program code,
through the network(s), network link 620 and communication interface 618. In the Internet
example, a server 630 might transmit a requested code for an application program through
Internet 628, ISP 626, local network 622 and communication interface 618. In accordance with
the invention, one such downloaded application provides for temporal image prediction, as
described herein.

[0072] The received code may be executed by processor 604 as it is received, and/or stored
in storage device 610, or other non-volatile storage for later execution. In this manner, computer
system 600 may obtain application code in the form of a carrier wave.

[0073] Computer system 600 may be a platform for, or be disposed with or deployed as a
component of an electronic device or apparatus. Devices and apparatus that function with
computer system 600 for temporal image prediction may include, but are not limited to, a TV or
HDTV, a DVD, HD DVD, or BD player or a player application for another optically encoded
medium, a player application for an encoded magnetic, solid state (e.g., flash memory) or other
storage medium, an audio/visual (A/V) receiver, a media server (e.g., a centralized personal
media server), a medical, scientific or other imaging system, professional video editing and/or
processing systems, a workstation, desktop, laptop, hand-held or other computer, a network
element, a network capable communication and/or computing device such as a cellular
telephone, portable digital assistant (PDA), portable entertainment device, portable gaming
device, or the like. One or more of the features of computer system 600 may be implemented
with an integrated circuit (IC) device, configured for executing the features. The IC may be an
application specific IC (ASIC) and/or a programmable IC device such as a field programmable

gate array (FPGA) or a microcontroller.
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Examples
[0074] In an embodiment, a method comprises or a computer-readable medium carrying one
or more sequences of instructions, which instructions, when executed by one or more
processors, cause the one or more processors to carry out the steps of: for one or more frames,
which sequentially function as a reference frame in a set of frames of the video sequence,
accessing a set of motion estimates that includes: a first motion estimate for each region of the
reference frame that characterizes motion that is associated with pixels of each of the regions of
the reference frame in relation to regions of at least one frame of the frame set, wherein the at
least one frame is displaced in time with respect to other frames of the frame set; and at least one
additional motion estimate that characterizes motion that is associated with the pixels of each of
the regions of the reference frame in relation to regions of at least a second frame of the frame
set, wherein the at least a second frame is displaced in time from the at least one frame and from
other frames of the frame set; based on an alignment of the regions in the reference frame over
the frame set, which corresponds to the first and at least one additional motion estimate,
predicting a set of temporal image predictions over the frame set; blending the set of temporal
image predictions; and based on the blending step, generating a temporal predictor over the
frame set.
[0075] In an embodiment, a method or computer-readable medium further comprises
providing the temporal predictor to one or more video applications.
[0076] In an embodiment, a method or computer-readable medium further comprises
interpolating at least one value associated with the motion of the pixels of the reference frame
and the at least a second frame wherein the at least one value includes a fractional pixel phase
value; and based on the interpolating step, assigning an interpolation based weight to the motion
estimates associated with the pixels of the at least one of the one or more frames; wherein the
blending step comprises computing the temporal prediction based, at least in part, on the
assigned interpolation based weight.
[0077] In an embodiment, a method or computer-readable medium further comprises
estimating an accuracy associated with each of the motion estimates; and based on the accuracy
associated therewith, assigning an accuracy based weight to each of the motion estimates;
wherein the blending step comprises computing the temporal prediction based, at least in part,
on the assigned accuracy based weight.
[0078] In an embodiment, a method or computer-readable medium further comprises based
on an estimated noise component associated with compression of each frame in the video image

sequence, assigning a compression noise based weight to each of the motion estimates; wherein
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the blending step comprises computing the finalized temporal prediction based, at least in part,
on the compression noise based weight.

[0079] In an embodiment, a method or computer-readable medium further comprises
estimating the estimated compression noise component; or receiving the estimated compression
noise component.

[0080] In an embodiment, a method or computer-readable medium further comprises
receiving the video stream and the set of motion estimates.

[0081] In an embodiment, a method or computer-readable medium further comprises
computing a spatial prediction for each of the one or more frames, based on an interpolation of
data from the one or more frames; and blending the spatial prediction with the plurality of
temporal predictions to generate a spatio-temporal prediction corresponding to the video
sequence.

[0082] In an embodiment, a method or computer-readable medium further comprises
estimating an accuracy associated with the spatial prediction; and based on the accuracy
associated therewith, assigning a spatial prediction accuracy based weight to the spatial
prediction; wherein the step of blending the spatial and temporal predictions is based, at least in
part, on the spatial prediction accuracy based weight.

[0083] In an embodiment, a method or computer-readable medium further comprises
wherein each of the motion estimates comprises a plurality of values, wherein the plurality of
values comprises at least one of: a pair of orthogonally related vector components that describe a
translational motion associated with one or more of the regions between one or more of the
frames of the segment; an angular component that describes a rotational motion associated with
one or more regions between one or more of the frames of the segment; or at least six mapping
parameters that describe an affine motion associated with one or more regions between one or
more of the frames of the segment.

[0084] In an embodiment, a method or computer-readable medium further comprises
wherein the accessing step comprises selecting the motion estimates from one or more sources,
the sources comprising: a substantially direct motion estimation source; a source of compressed
motion estimates; a source of spatially refined motion estimates; or a source of motion estimates
that essentially align one or more image features which appear in each of multiple frames of the
moving image video sequence, to a reference frame.

[0085] In an embodiment, a system comprises a bus; at least one processor coupled to the
bus; and a computer readable storage medium coupled to the bus and having one or more

sequences of instructions, which when executed by the at least one processor, cause the at least
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one processor to perform steps that comprise: for one or more frames, which sequentially
function as a reference frame in a set of frames of the video sequence, accessing a set of motion
estimates that includes: a first motion estimate for each region of the reference frame that
characterizes motion that is associated with pixels of each of the regions of the reference frame
in relation to regions of at least one frame of the frame set, wherein the at least one frame is
displaced in time with respect to other frames of the frame set; and at least one additional motion
estimate that characterizes motion that is associated with the pixels of each of the regions of the
reference frame in relation to regions of at least a second frame of the frame set, wherein the at
least a second frame is displaced in time from the at least one frame and from other frames of
the frame set; based on an alignment of the regions in the reference frame over the frame set,
which corresponds to the first and at least one additional motion estimate, predicting a set of
temporal image predictions over the frame set; blending the set of temporal image predictions;
and based on the blending step, generating a temporal predictor over the frame set.

[0086] In an embodiment, a system further comprises a buffer associated with the at least
one processor; wherein the buffer sequentially stores the frames of the video sequence in a
temporally significant order; and wherein the at least one processor accesses the frames of the
video sequence from the buffer.

[0087] In an embodiment, a system further comprises wherein the instructions further cause
the at least one processor to functionally configure a temporal prediction unit, which comprises:
an interpolator wherein the interpolator is configured to execute the align and predict steps;
wherein the interpolator includes a value interpolator function for interpolating at least one value
associated with the motion of the pixels of the reference frame and the at least a second frame
wherein the at least one value includes a fractional pixel phase value; and a weight generator
wherein the weight generator is configured to assign one or more weights to each of the motion
estimates based on at least one of: an accuracy of the temporal predictions; an estimated noise
component associated with compression of the video image; or an interpolation associated with
the motion of the pixels of the reference frame and the at least a second frame, wherein the
interpolation includes a fractional pixel phase value.

[0088] In an embodiment, a system further comprises a spatial predictor for predicting a set
of spatial predictions associated with each of the image regions among each of the plurality of
frames.

[0089] In an embodiment, a system further comprises wherein the spatial predictor further

assigns a weight to each of the spatial predictions based on an accuracy thereof.
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[0090] In an embodiment, a system further comprises wherein the instructions further cause
the at least one processor to further configure one or more prediction blenders wherein at least
one of the one or more prediction blenders is configured to execute at least one the blend of and
generate processing functions, wherein the one or more prediction blenders comprises: a region
score calculator for calculating an accuracy quality corresponding to each prediction of the sets
of temporal and spatial image predictions; and one or more blending generators for: blending
one or more of the spatial prediction, the plurality of temporal predictions; wherein the blending
is performed based on the accuracy quality associated with the one or more spatial predictions
and each of the plurality of temporal predictions; and generating one or more of a finalized
temporal prediction or a spatio-temporal prediction corresponding to the video sequence based
on the blending.

[0091] In an embodiment, an apparatus comprises at least one processor configured for
processing the video sequence with steps that include: for one or more frames, which
sequentially function as a reference frame in a set of frames of the video sequence, accessing a
set of motion estimates that includes: a first motion estimate for each region of the reference
frame that characterizes motion that is associated with pixels of each of the regions of the
reference frame in relation to regions of at least one frame of the frame set, wherein the at least
one frame is displaced in time with respect to other frames of the frame set; and at least one
additional motion estimate that characterizes motion that is associated with the pixels of each of
the regions of the reference frame in relation to regions of at least a second frame of the frame
set, wherein the at least a second frame is displaced in time from the at least one frame and from
other frames of the frame set; based on an alignment of the regions in the reference frame over
the frame set, which corresponds to the first and at least one additional motion estimate,
predicting a set of temporal image predictions over the frame set; blending the set of temporal
image predictions; and based on the blending step, generating a temporal predictor over the
frame set.

[0092] In an embodiment, an apparatus further comprises wherein the steps further includes:
computing a spatial prediction for each of the one or more frames, based on an interpolation of
data from the one or more frames; and blending the spatial prediction with the plurality of
temporal predictions to generate a spatio-temporal prediction corresponding to the video
sequence.

[0093] In an embodiment, an apparatus further comprises wherein the apparatus comprises
at least one of: at least one of a video decoder or encoder; a video editing device; a television; a

player application for at least one optically encoded medium; a player application for an encoded
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storage medium; a player application for a streaming digital signal; a monitor for displaying
information from an imaging application; a network element; a portable communication device;
a portable entertainment device; an audio/video receiver; a media server; a medical imaging
device; a scientific imaging device; or a game playing device.

[0094] In an embodiment, a system comprises means for accessing a set of motion estimates
for one or more frames in a sequence of video images wherein the set of motion estimates
includes: a first motion estimate for each region of the reference frame that characterizes motion
that is associated with pixels of each of the regions of the reference frame in relation to regions
of at least one frame of the frame set, wherein the at least one frame is displaced in time with
respect to other frames of the frame set; and at least one additional motion estimate that
characterizes motion that is associated with the pixels of each of the regions of the reference
frame in relation to regions of at least a second frame of the frame set, wherein the at least a
second frame is displaced in time from the at least one frame and from other frames of the frame
set; means for predicting a set of temporal image predictions over the frame set based on an
alignment of the regions in the reference frame over the frame set, which corresponds to the first
and at least one additional motion estimate; means for blending the set of temporal image
predictions; and means for generating a temporal predictor over the frame set based on the
blending step.

[0095] In an embodiment, a system further comprises means for computing a spatial
prediction for each of the one or more frames, based on an interpolation of data from the one or
more frames; and means for blending the spatial prediction with the plurality of temporal
predictions to generate a spatio-temporal prediction corresponding to the video sequence.

[0096] In an embodiment, a system further comprises means for interpolating values
associated with the motion of the pixels of the reference frame and the at least a second frame
based on the filter function wherein the values include a fractional pixel phase value; and at least
one means for generating weighting values, wherein the weighting values include one or more
of: one or more weights associated with each of the motion estimates based on at least one of: an
accuracy of the temporal predictions; an estimated noise component associated with
compression of the video image; an interpolation associated with the motion of the pixels of the
reference frame and the at least a second frame, wherein the interpolation includes a fractional

pixel phase value; or an accuracy associated with the spatial prediction.
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EQUIVALENTS, EXTENSIONS, ALTERNATIVES AND MISCELLANEQUS
[0097] In the foregoing specification, embodiments of the invention have been described
with reference to numerous specific details that may vary from implementation to
implementation. Thus, the sole and exclusive indicator of what is the invention, and is intended
by the applicants to be the invention, is the set of claims that issue from this application, in the
specific form in which such claims issue, including any subsequent correction. Any definitions
expressly set forth herein for terms contained in such claims shall govern the meaning of such
terms as used in the claims. Hence, no limitation, element, property, feature, advantage or
attribute that is not expressly recited in a claim should limit the scope of such claim in any way.
The specification and drawings are, accordingly, to be regarded in an illustrative rather than a

restrictive sense.
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CLAIMS

‘What is claimed is:

1. A method for processing images of a video sequence, comprising the steps of:

for one or more frames, which sequentially function as a reference frame in a set of
frames of the video sequence,

accessing a set of motion estimates that includes:

a first motion estimate for each region of the reference frame that characterizes
motion that is associated with pixels of each of the regions of the reference frame in relation to
regions of at least one frame of the frame set, wherein the at least one frame is displaced in time
with respect to other frames of the frame set; and

at least one additional motion estimate that characterizes motion that is associated
with the pixels of each of the regions of the reference frame in relation to regions of at least a
second frame of the frame set, wherein the at least a second frame is displaced in time from the
at least one frame and from other frames of the frame set;

based on an alignment of the regions in the reference frame over the frame set, which
corresponds to the first and at least one additional motion estimate, predicting a set of temporal
image predictions over the frame set;

blending the set of temporal image predictions; and

based on the blending step, generating a temporal predictor over the frame set.

2. The method as recited in Claim 1 further comprising:

providing the temporal predictor to one or more video applications.

3. The method as recited in Claim 1, further comprising the steps of:

interpolating at least one value associated with the motion of the pixels of the reference
frame and the at least a second frame wherein the at least one value includes a fractional pixel
phase value; and

based on the interpolating step, assigning an interpolation based weight to the motion
estimates associated with the pixels of the at least one of the one or more frames;

wherein the blending step comprises computing the temporal prediction based, at least in

part, on the assigned interpolation based weight.

4. The method as recited in Claim 1, further comprising the steps of:
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estimating an accuracy associated with each of the motion estimates; and

based on the accuracy associated therewith, assigning an accuracy based weight to each
of the motion estimates;

wherein the blending step comprises computing the temporal prediction based, at least in

part, on the assigned accuracy based weight.

5. The method as recited in Claim 1, further comprising the step of:

based on an estimated noise component associated with compression of each frame in the
video image sequence, assigning a compression noise based weight to each of the motion
estimates;

wherein the blending step comprises computing the finalized temporal prediction based,

at least in part, on the compression noise based weight.

6. The method as recited in Claim 5, further comprising at least one of the steps of:
estimating the estimated compression noise component; or

receiving the estimated compression noise component.

7. The method as recited in Claim 1, further comprising the steps of:

receiving the video stream and the set of motion estimates.

8. The method as recited in Claim 1, further comprising the steps of:

computing a spatial prediction for each of the one or more frames, based on an
interpolation of data from the one or more frames; and

blending the spatial prediction with the plurality of temporal predictions to generate a

spatio-temporal prediction corresponding to the video sequence.

0. The method as recited in Claim 8, further comprising the steps of:

estimating an accuracy associated with the spatial prediction; and

based on the accuracy associated therewith, assigning a spatial prediction accuracy based
weight to the spatial prediction;

wherein the step of blending the spatial and temporal predictions is based, at least in part,

on the spatial prediction accuracy based weight.
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10. The method as recited in Claim 1 wherein each of the motion estimates comprises a
plurality of values, wherein the plurality of values comprises at least one of:

a pair of orthogonally related vector components that describe a translational motion
associated with one or more of the regions between one or more of the frames of the segment;

an angular component that describes a rotational motion associated with one or more
regions between one or more of the frames of the segment; or

at least six mapping parameters that describe an affine motion associated with one or

more regions between one or more of the frames of the segment.

11. The method as recited in Claim 1 wherein the accessing step comprises selecting the
motion estimates from one or more sources, the sources comprising:

a substantially direct motion estimation source;

a source of compressed motion estimates;

a source of spatially refined motion estimates; or

a source of motion estimates that essentially align one or more image features which

appear in each of multiple frames of the moving image video sequence, to a reference frame.

12. A computer based system for processing a video signal, comprising:

a bus;

at least one processor coupled to the bus; and

a computer readable storage medium coupled to the bus and having one or more
sequences of instructions, which when executed by the at least one processor, cause the at least
one processor to perform steps that comprise:

for one or more frames, which sequentially function as a reference frame in a set of
frames of the video sequence, accessing a set of motion estimates that includes:

a first motion estimate for each region of the reference frame that characterizes
motion that is associated with pixels of each of the regions of the reference frame in relation to
regions of at least one frame of the frame set, wherein the at least one frame is displaced in time
with respect to other frames of the frame set; and

at least one additional motion estimate that characterizes motion that is associated
with the pixels of each of the regions of the reference frame in relation to regions of at least a
second frame of the frame set, wherein the at least a second frame is displaced in time from the

at least one frame and from other frames of the frame set;
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based on an alignment of the regions in the reference frame over the frame set, which
corresponds to the first and at least one additional motion estimate, predicting a set of temporal
image predictions over the frame set;

blending the set of temporal image predictions; and

based on the blending step, generating a temporal predictor over the frame set.

13. The system as recited in Claim 12, the system further comprising:

a buffer associated with the at least one processor;

wherein the buffer sequentially stores the frames of the video sequence in a temporally
significant order; and

wherein the at least one processor accesses the frames of the video sequence from the

buffer.

14. The system as recited in Claim 12 wherein the instructions further cause the at least one
processor to functionally configure a temporal prediction unit, which comprises:

an interpolator wherein the interpolator is configured to execute the align and predict
steps;

wherein the interpolator includes a value interpolator function for interpolating at least
one value associated with the motion of the pixels of the reference frame and the at least a
second frame wherein the at least one value includes a fractional pixel phase value; and

a weight generator wherein the weight generator is configured to assign one or more
weights to each of the motion estimates based on at least one of:

an accuracy of the temporal predictions;

an estimated noise component associated with compression of the video image; or

an interpolation associated with the motion of the pixels of the reference frame and the at

least a second frame, wherein the interpolation includes a fractional pixel phase value.
15. The system as recited in Claim 12 further comprising:
a spatial predictor for predicting a set of spatial predictions associated with each of the

image regions among each of the plurality of frames.

16. The system as recited in Claim 15 wherein the spatial predictor further assigns a weight

to each of the spatial predictions based on an accuracy thereof.
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17. The system as recited in Claim 16 wherein the instructions further cause the at least one
processor to further configure one or more prediction blenders wherein at least one of the one or
more prediction blenders is configured to execute at least one the blend of and generate
processing functions, wherein the one or more prediction blenders comprises:

a region score calculator for calculating an accuracy quality corresponding to each
prediction of the sets of temporal and spatial image predictions; and

one or more blending generators for:

blending one or more of the spatial prediction, the plurality of temporal predictions;

wherein the blending is performed based on the accuracy quality associated with the one
or more spatial predictions and each of the plurality of temporal predictions; and

generating one or more of a finalized temporal prediction or a spatio-temporal prediction

corresponding to the video sequence based on the blending.

18. A video processing apparatus, comprising:

at least one processor configured for processing the video sequence with steps that
include:

for one or more frames, which sequentially function as a reference frame in a set of
frames of the video sequence,

accessing a set of motion estimates that includes:

a first motion estimate for each region of the reference frame that characterizes
motion that is associated with pixels of each of the regions of the reference frame in relation to
regions of at least one frame of the frame set, wherein the at least one frame is displaced in time
with respect to other frames of the frame set; and

at least one additional motion estimate that characterizes motion that is associated
with the pixels of each of the regions of the reference frame in relation to regions of at least a
second frame of the frame set, wherein the at least a second frame is displaced in time from the
at least one frame and from other frames of the frame set;

based on an alignment of the regions in the reference frame over the frame set, which
corresponds to the first and at least one additional motion estimate, predicting a set of temporal
image predictions over the frame set;

blending the set of temporal image predictions; and

based on the blending step, generating a temporal predictor over the frame set.

19. The apparatus as recited in Claim 18 wherein the steps further includes:
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computing a spatial prediction for each of the one or more frames, based on an
interpolation of data from the one or more frames; and
blending the spatial prediction with the plurality of temporal predictions to generate a

spatio-temporal prediction corresponding to the video sequence.

20. The apparatus as recited in Claim 19 wherein the apparatus comprises at least one of:
at least one of a video decoder or encoder;
a video editing device;
a television;
a player application for at least one optically encoded medium;
a player application for an encoded storage medium;
a player application for a streaming digital signal;
a monitor for displaying information from an imaging application;
a network element;
a portable communication device;
a portable entertainment device;
an audio/video receiver;
a media server;
a medical imaging device;
a scientific imaging device; or

a game playing device.

21. A computer readable storage medium having encoded instructions which, when executed
with one or more processors of a computer system, cause the processors to execute the steps of:
for one or more frames, which sequentially function as a reference frame in a set of
frames of the video sequence,
accessing a set of motion estimates that includes:

a first motion estimate for each region of the reference frame that characterizes
motion that is associated with pixels of each of the regions of the reference frame in relation to
regions of at least one frame of the frame set, wherein the at least one frame is displaced in time
with respect to other frames of the frame set; and

at least one additional motion estimate that characterizes motion that is associated

with the pixels of each of the regions of the reference frame in relation to regions of at least a
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second frame of the frame set, wherein the at least a second frame is displaced in time from the
at least one frame and from other frames of the frame set;

based on an alignment of the regions in the reference frame over the frame set, which
corresponds to the first and at least one additional motion estimate, predicting a set of temporal
image predictions over the frame set;

blending the set of temporal image predictions; and

based on the blending step, generating a temporal predictor over the frame set.

22. The computer readable storage medium as recited in Claim 21 wherein the encoded
instructions, when executed by the at least one processor, further cause the at least one processor
to perform the steps of:

computing a spatial prediction for each of the one or more frames, based on an
interpolation of data from the one or more frames; and

blending the spatial prediction with the plurality of temporal predictions to generate a

spatio-temporal prediction corresponding to the video sequence.

23. A system, comprising:
means for accessing a set of motion estimates for one or more frames in a sequence of
video images wherein the set of motion estimates includes:

a first motion estimate for each region of the reference frame that characterizes
motion that is associated with pixels of each of the regions of the reference frame in
relation to regions of at least one frame of the frame set, wherein the at least one frame is
displaced in time with respect to other frames of the frame set; and

at least one additional motion estimate that characterizes motion that is associated
with the pixels of each of the regions of the reference frame in relation to regions of at
least a second frame of the frame set, wherein the at least a second frame is displaced in
time from the at least one frame and from other frames of the frame set;
means for predicting a set of temporal image predictions over the frame set based on an

alignment of the regions in the reference frame over the frame set, which corresponds to the first
and at least one additional motion estimate;
means for blending the set of temporal image predictions; and

means for generating a temporal predictor over the frame set based on the blending step.

24. The system as recited in Claim 23, further comprising:
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means for computing a spatial prediction for each of the one or more frames, based on an
interpolation of data from the one or more frames; and
means for blending the spatial prediction with the plurality of temporal predictions to

generate a spatio-temporal prediction corresponding to the video sequence.

25. The system as recited in Claim 24, further comprising:
means for interpolating values associated with the motion of the pixels of the reference
frame and the at least a second frame based on the filter function wherein the values include a
fractional pixel phase value; and
at least one means for generating weighting values, wherein the weighting values include
one or more of:
one or more weights associated with each of the motion estimates based on at least one
of:
an accuracy of the temporal predictions;
an estimated noise component associated with compression of the video image;
an interpolation associated with the motion of the pixels of the reference frame
and the at least a second frame, wherein the interpolation includes a fractional pixel phase value;
or

an accuracy associated with the spatial prediction.
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Example Procedure 100
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101
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