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Intelligent Content Identification and Transformation

@ A method and system for intelligently identifying and transforming content for use in a document may include
search query generated within a content creation application, the content creation application used for creating
content for the document and the search query containing one or more terms for conducting a search for content
to be used in the document, providing the one or more terms to a search engine for searching one or more
sources, receiving one or more search results from the search engine, inputting data contained in at least one of
the one or more search results into a first machine-learning (ML) model to parse the inputted data and rank
relevance of the inputted data to content associated with the document, obtaining the parsed and ranked data as a
first output from the first ML model, retrieving one or more data segments from the first output, inputting the
retrieved one or more segments into a second ML model to organize the retrieved one or more data segments into
one or more units of content that can be used in the document, obtaining the one or more units of content as a
second output from the second ML model, and providing the second output for display within the content creation
application.

Dit octrooi is verleend ongeacht het bijgevoegde resultaat van het onderzoek naar de stand van de techniek en
schriftelijke opinie. Het octrooischrift komt overeen met de oorspronkelijk ingediende stukken.
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Title: Intelligent Content Identification and Transformation

TECHNICAL FIELD
[0001] This disclosure relates generally to intelligent transformation of content, and, more
particularly, to automatically discovering and transforming content obtained from one or more

sources to a format that is compatible with and can be inserted into a document.

BACKGROUND

[0002] Computer users often use various content creation applications to create content in
the form of a document. For example, users may utilize an application to create a
presentation, ancther to prepare a spreadsheet and yet another to generate a word
document. Often during the content creation process, the users may need to search various
sources for information related to the document they are creating. This may require the user
to identify various sources, conduct multiple searches, study the search results, and
determine which portions of the search results relate to and can be used in their document.
[0003] Once relevant information is identified, the users may need to determine how to
transfer the identified information to their document. This may involve copying various
portions separately, determining where to place the copied portion, identifying how to format
the new information and the like. This is often a time consuming and tedious process.
Furthermore, depending on the user’s proficiency level with respect to the application, the
user may or may not be able to properly transform and format the information.

[0004] Hence, there is a need for improved systems and methods of intelligently transforming

content.

SUMMARY

[0005] In one general aspect, the instant application describes a data processing system
having a processor and a memory in communication with the processor wherein the memory
stores executable instructions that, when executed by the processor, cause the data
processing system to perform multiple functions. The functions may include receiving a
search query generated within a content creation application, the content creation application
used for creating content for a document and the search query containing one or more terms
for conducting a search for content to be used in the document, providing the one or more
terms to a search engine for searching one or more sources, and receiving one or more

search results from the search engine. The functions may also include inputting data
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contained in at least one of the one or more search results into a first machine-learning (ML)
model to parse the inputted data and rank relevance of the inputted data to content
associated with the document; obtaining the parsed and ranked data as a first output from the
first ML model, retrieving one or more data segments from the first output, inputting the
retrieved one or more segments into a second ML model to organize the retrieved one or
more data segments into one or more units of content that can be used in the document,
obtaining the one or more units of content as a second output from the second ML model,
and providing the second output for display within the content creation application.

[00086] In yet another general aspect, the instant application describes a method for
identifying and transforming content for use in a document. The method may include
receiving a search query generated within a content creation application, the content creation
application used for creating content for the document and the search query containing one or
more terms for conducting a search for content to be used in the document, providing the one
or more terms to a search engine for searching one or more sources, and receiving one or
more search results from the search engine. The method may also include inputting data
contained in at least one of the one or more search results into a first machine-learning (ML)
model to parse the inputted data and rank relevance of the inputted data to content
associated with the document, obtaining the parsed and ranked data as a first output from the
first ML model, retrieving one or more data segments from the first output, inputting the
retrieved one or more segments into a second ML model to organize the retrieved one or
more data segments into one or more units of content that can be used in the document,
obtaining the one or more units of content as a second output from the second ML model,
and providing the second output for display within the content creation application.

[0007] In a further general aspect, the instant application describes a non-transitory computer
readable medium on which are stored instructions that when executed cause a
programmable device to receive a search query generated within a content creation
application, the content creation application used for creating content for the document and
the search query containing one or more terms for conducting a search for content to be used
in the document, provide the one or more terms to a search engine for searching one or more
sources, and receive one or more search results from the search engine. The computer
readable medium may further include instructions that when executed cause a
programmable device to input data contained in at least one of the one or more search results
into a first machine-learning (ML) model to parse the inputted data and rank relevance of the
inputted data to content associated with the document, obtain the parsed and ranked data as
a first output from the first ML model, retrieve one or more data segments from the first
output, input the retrieved one or more segments into a second ML model to organize the

retrieved one or more data segments into one or more units of content that can be used in the
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document, obtaining the one or more units of content as a second output from the second ML
model, and provide the second output for display within the content creation application
[0008] In yet a further general aspect, the instant application describes a computer program
that, when executed, causes a programmable device to carry out the method of receiving a
search query generated within a content creation application, the content creation application
used for creating content for the document and the search query containing one or more
terms for conducting a search for content to be used in the document, providing the one or
more terms to a search engine for searching one or more sources, and receiving one or more
search results from the search engine. The method may also include inputting data contained
in at least one of the one or more search results into a first machine-learning (ML) model to
parse the inputted data and rank relevance of the inputted data to content associated with the
document, obtaining the parsed and ranked data as a first output from the first ML model,
retrieving one or more data segments from the first output, inputting the retrieved one or more
segments into a second ML model to organize the retrieved one or more data segments into
one or more units of content that can be used in the document, obtaining the one or more
units of content as a second output from the second ML model, and providing the second
output for display within the content creation application.

[0009] This Summary is provided to introduce a selection of concepts in a simplified form that
are further described below in the Detailed Description. This Summary is not intended to
identify key features aor essential features of the claimed subject matter, nor is it intended to
be used to limit the scope of the claimed subject matter. Furthermore, the claimed subject
matter is not limited to implementations that solve any or all disadvantages noted in any part

of this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] The drawing figures depict one or more implementations in accord with the present
teachings, by way of example only, not by way of limitation. In the figures, like reference
numerals refer to the same or similar elements. Furthermore, it should be understood that the
drawings are not necessarily to scale.

[0011] FIGs. 1A-1C depict an example system upon which aspects of this disclosure may be
implemented.

[0012] FIGs. 2A-2D are example graphical user interface (GUI) screens for enabling a user to
search for content for use in a document and for presenting content developed for the
document to the user.

[0013] FIG. 3 depicts the content of an example search result used in intelligently

transforming content.
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[0014] FIG. 4 depicts a simplified example data structure utilized for collecting data from one
or more search results to use in creating a unit of content for a content creation application.
[0015] FIG. 5 is a flow diagram depicting an example method for providing intelligent content
identification and transformation.

[0016] FIG. 6 is a block diagram illustrating an example software architecture, various
portions of which may be used in conjunction with various hardware architectures herein
described.

[0017] FIG. 7 is a block diagram illustrating components of an example machine configured
to read instructions from a machine-readable medium and perform any of the features

described herein.

DETAILED DESCRIPTION

[0018] In the following detailed description, numerous specific details are set forth by way of
examples in order to provide a thorough understanding of the relevant teachings. It will be
apparent to persons of ordinary skill, upon reading this description, that various aspects can
be practiced without such details. In other instances, well known methods, procedures,
components, and/or circuitry have been described at a relatively high-level, without detail, in
order to avoid unnecessarily obscuring aspects of the present teachings.

[0019] Users often spend a significant amount of time searching for information to include in
documents they are creating and/or converting information they have already discovered in
one type of document to a format usable in their own document. This is particularly the case
when a user is not proficient in searching and/or in digital content creation. For example, the
user may not be aware of the formatting features available in the content creation application
used for creating their document. In ancther example, the user may not be proficient in
parsing and/or aggregation the discovered information or in determining a proper place in the
document for inserting the discovered information. This is made further complicated because
information collected in a search may originate from many different types of sources. For
example, some may originate from webpages, while others may be located in a database
(e.g., tabular data structures in a data store). Some of these sources of information may not
be easily conducive to a copy/paste operation. Others may require multiple copy/paste
operations to transfer the desired content. This may require a lot of time and effort on the part
of the user. Furthermore, depending on the number of searches conducted and the amount of
data copied, the repeated operations may require substantial bandwidth and system
resources. Thus, currently available applications suffer from the technical problem of failing to
provide a mechanism by which a user can easily and efficiently locate and transfer

information relating to the document they are creating into their document. As a result, users
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often spend a significant amount of time and computer resources searching for and
determining how to transfer information into their documents.

[0020] To address these technical problems and mare, in an example, this description
provides a technical solution used for intelligently discovering and transferring content to a
document. To do so, techniques may be used to receive a request to search for information,
receive search results related to the document, review the search results regardless of the
type of source from which they originate to automatically discover information relevant to the
user's requested search and/or the document, retrieve the identified information, transform
the information from their data structure to a data structure usable in the document,
aggregate the information to prepare a unit of content that is usable in the document, and
present the prepared unit of content to the user for insertion into the document. As a result,
the technical solution provides an improved method of locating and inserting information into
a document by enabling the user to easily search for desired information from within the
document creation application and automatically receive the information in a format that is
insertable into the document.

[0021] As will be understood by persons of skill in the art upon reading this disclosure,
benefits and advantages provided by such implementations can include, but are not limited
to, optimizing both the process of identifying information for insertion into a document and the
process of transforming the identified information into a format compatible with the document.
This may be achieved by utilizing one or more rule-based classification and transformation
algorithms and/or machine learning (ML) models that quickly and efficiently identify
appropriate sources to search, locate relevant information in the identified search results, and
transform the relevant information into a format usable in the document. The results may be
presented to the user in a format that can be easily inserted into the document. This may
eliminate the need for the user to perform multiple searches, parse the search results to
identify relevant information, and determine how to convert the relevant information into a
format that can be used in their document. Thus, the technical solution can significantly
increase efficiency and improve the quality of content created by users. This not only
increases the user’s efficiency, it can also increase system efficiency by for example,
reducing the number of times searches need to be performed or the number of documents
that need to be downloaded to retrieve relevant information. The benefits provided by these
technology-based solutions yield more user-friendly applications, enhanced content and
increased system and user efficiency.

[0022] As a general matter, the methods and systems described herein may include, or
otherwise make use of, a machine-trained model to identify sources to search for, identify
relevant data in the identified search results, and determine how to aggregate and format the

relevant data. Machine learning (ML) generally includes various algorithms that a computer
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automatically builds and improves over time. The foundation of these algorithms is generally
built on mathematics and statistics that can be employed to predict events, classify entities,
diagnose problems, and model function approximations. As an example, a system can be
trained using data generated by an ML model in order to identify patterns in user activity,
determine associations between content, determine how to aggregate and/or format content
for a given document. Such training may be made following the accumulation, review, and/or
analysis of user data from a large number of users over time, and which is configured to
provide the ML algorithm (MLA) with an initial or ongoing training set. In addition, in some
implementations, a user device can be configured to transmit data captured locally during use
of relevant application(s) to a local or remote ML program and provide supplemental training
data that can serve to fine-tune or increase the effectiveness of the MLA. The supplemental
data can also be used to improve the training set for future application versions or updates to
the current application.

[0023] In different implementations, a training system may be used that includes an initial ML
model (which may be referred to as an "ML model trainer”) configured to generate a
subsequent trained ML model from training data obtained from a training data repository or
from device-generated data. The generation of both the initial and subsequent trained ML
model may be referred to as “training” or “learning.” The training system may include and/or
have access to substantial computation resources for training, such as a cloud, including
many computer server systems adapted for machine learning training. In some
implementations, the ML model trainer is configured to automatically generate multiple
different ML models from the same or similar training data for comparison. For example,
different underlying ML algorithms, such as, but not limited to, decision trees, random
decision forests, neural networks, deep learning (for example, convaolutional neural networks},
support vector machines, regression (for example, support vector regression, Bayesian linear
regression, or Gaussian process regression) may be trained. As another example, size or
complexity of a model may be varied between different ML models, such as a maximum
depth for decision trees, or a number and/or size of hidden layers in a canvolutional neural
network. As another example, different training approaches may be used for training different
ML models, such as, but not limited to, selection of training, validation, and test sets of
training data, ordering and/or weighting of training data items, or numbers of training
iterations. One or more of the resulting multiple trained ML models may be selected based on
factors such as, but not limited to, accuracy, computational efficiency, and/or power
efficiency. In some implementations, a single trained ML model may be produced.

[0024] The training data may be continually updated, and one or more of the ML models used
by the system can be revised or regenerated to reflect the updates to the training data. Over

time, the training system (whether stored remotely, locally, or both) can be configured to
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receive and accumulate more training data items, thereby increasing the amount and variety
of training data available for ML model training, resulting in increased accuracy, effectiveness,
and robustness of trained ML models.

[0025] FIG. 1A illustrates an example system 100, upon which aspects of this disclosure may
be implemented. The system 100 may include a sever 110 which may contain and/or execute
a content identification and transformation service 140 and a search service 114. The server
110 may operate as a shared resource server located at an enterprise accessible by various
computer client devices such as client device 120. The server 110 may also operate as a
cloud-based server for offering global content identification and transformation services.
Although shown as one server, the server 110 may represent multiple servers for performing
various different operations. For example, the server 110 may include one or more
processing servers for performing the operations of the content identification and
transformation service 140 and the search service 114.

[0026] The search service 114 may provide intelligent searching for information requested by
a user and/or related to a document. This may be achieved by receiving a search request
from a user (e.g., from an application utilized by the user) where the search request includes
one or more search terms. The search service 114 may then examine the one or more search
terms to identify one or more appropriate sources to search for information relevant to the
document. In identifying the relevant sources, in addition to the search term(s), the search
service 114 may take into account contextual information relating to the document, the user
and/or other relevant parameters. After relevant sources have been identified, the search
service 114 may conduct one or more searches to provide relevant search results. In one
implementation, in providing the relevant search results, the search service 114 may perform
relevance ranking to identify the more relevant search results. It should be noted that
although the search service 114 is shown as a separate service, in one implementation, the
operations of the search service 114 may be performed by the content identification and
transformation service 140, as part of any other service, or as part of a user’s local client
device. It should also be noted that a search may include searching by one or more
keywords, natural language, and/or other terms identified as being associated with the search
terms.

[0027] The content identification and transformation service 140 may provide intelligent
content identification and transformation. This may be achieved by receiving relevant search
results from the search service 140, examining the relevant search results to understand their
content, identifying content in the search results that may be relevant to the document,
retrieving and transforming the relevant content into an easily usable format, summarizing the

content or synthesizing new content or new summaries from existing content, transforming
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the content or summaries to a format presentable to a user, and transmitting the presentable
content for display to the user.

[0028] The server 110 may be connected to or include a storage server 150 containing a data
store 152. The data store 152 may function as a repository in which documents and/or data
sets (e.g., training data sets) may be stored. One or more ML models used by the content
identification and transformation service 140 and/or the search service 114 may be trained by
a training mechanism 144. The training mechanism 144 may use training data sets stored in
the data store 152 to provide initial and ongoing training for each of the models. Alternatively
or additionally, the training mechanism 144 may use training data sets unrelated to the data
store. This may include training data such as knowledge from public repositories {e.qg.,
Internet), knowledge from other enterprise sources, or knowledge from other pre-trained
mechanisms. In one implementation, the training mechanism 144 may use labeled training
data from the data store 152 to train each of the models via deep neural network(s) or other
types of ML algorithms. Alternatively or additionally, the training mechanism 144 may use
unlabeled training data. The initial training may be performed in an offline stage or may be
performed online. Additionally and/or alternatively, the one or more ML models may be
trained using batch learning.

[0029] It should be noted that the ML model(s) identifying relevant sources to search,
relevant search results to present, understanding content, identifying relevant content,
retrieving content and/or transforming the content may be hosted locally on the client device
120 or remotely, e.g., in the cloud. In one implementation, some ML models are hosted
locally, while others are stored remotely. This may enable the client device 120 to provide
some content identification and transformation even when the client is not connected to a
network.

[0030] The server 110 may alsc be connected to or include one or more online applications
112. Applications 112 may be representative of applications that enable creation or editing of
one or more documents. Examples of suitable applications include, but are not limited to a
word processing application, a presentation application, a note taking application, a text
editing application, an email application, a spreadsheet application, a desktop publishing
application, and a digital drawing application.

[0031] The client device 120 may be connected to the server 110 via a network 105. The
network 105 may be a wired or wireless network(s) or a combination of wired and wireless
networks that connect one or more elements of the system 100. The client device 120 may be
a personal or handheld computing device having or being connected to input/output elements
that enable a user to interact with a document 130 on the client device 120 and to submit a
search request via, for example, a user interface (Ul displayed on the client device 120.

Examples of suitable client devices 120 include but are not limited to personal computers,
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desktop computers, laptop computers, mobile telephones, smart phones, tablets, phablets,
digital assistant devices, smart watches, wearable computers, gaming devices/computers,
televisions, and the like. The internal hardware structure of a client device is discussed in
greater detail in regard to FIGS. 6 and 7.

[0032] The client device 120 may include one or more applications 126. An application 126
may be a computer program executed on the client device that configures the device to be
responsive to user input to allow a user to interactively view, generate and/or edit the
document 130 and/or to enable the user to conduct a search. The document 130 and the
term document used herein can be representative of any file that can be created via an
application executing on a computer device. Examples of documents include but are not
limited to word-processing documents, presentations, spreadsheets, notebooks, websites
(e.g., SharePaint sites), digital drawings, emails, media files and the like. The document 130
may be stored locally on the client device 120, stored in the data store 152 or stored in a
different data store and/or server.

[0033] The application 126 may process the document 130, in response to user input through
an input device, to create, view and/or modify the content of the document 130, by displaying
or otherwise presenting display data, such as a GUI which includes the content of the
document 130, to the user. In another example, the application 126 may enable the user to
provide input via an input/output element to request a search for content to use in the
document. Examples of suitable applications include, but are not limited to a word processing
application, a presentation application, a note taking application, a text editing application, an
email application, a spreadsheet application, a desktop publishing application, a digital
drawing application and a communications application.

[0034] The client device 120 may also access applications 112 that are run on the server 110
and provided via an online service as described above. In one implementation, applications
112 may communicate via the network 105 with a user agent 122, such as a browser,
executing on the client device 120. The user agent 122 may provide a Ul that allows the user
to interact with application content and documents stored in the data store 152 via the client
device 120. The user agent 122 may also provide a Ul that enables the user to conduct a
search for content to include in the document. In some examples, the user agent 122 may be
a dedicated client application that provides a Ul to access documents stored in the data store
152 and/or in various other data stores.

[0035] In one implementation, the client device 120 may also include a content identification
and transformation engine 124 for providing some intelligent content identification and
transformation for documents, such as the document 130. In an example, the local content
identification and transformation engine 124 may operate with the applications 126 to provide

local content identification and transformation services. For example, when the client device
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120 is offline, the local content identification and transformation engine may make use of one
or more local repositories to identify and transform relevant content for using in a document.
In one implementation, enterprise-based repositories that are cached locally may also be
used to provide local content identification and transformation.

[0036] To provide local content identification and transformation, in one implementation, the
client device 120 may include a local search service 132 for conducting a search for
information stored in a local storage medium (e.g., local memory of the client device 120).
The local search service 132 may include a local ranking engine and a local search engine.
[0037] It should also be noted that each of the search service 114, content identification and
transformation service 140, content identification and transformation engine 124, and local
search service 132 may be implemented as software, hardware, or combinations thereof.
[0038] FIG. 1B depicts various elements included in each of the search service 114 and the
content identification and transformation service 140. As discussed above, the search service
114 may receive a search request (e.g., search query) from applications 112 (or application
126). This may occur, for example, when the user utilizes an input/output device (e.g. a
mouse) coupled to the client device 120 to insert one or more search terms (e.g., keywords,
natural language, or other terms) in a Ul element to request that prepared content related to
the search term(s) be provided for the document. In addition to the search terms, the search
request may also include other information that can be used to efficiently search for and
identify relevant content. This may include contextual information about the document, the
user and/or other relevant information. For example, information about the type of document
(e.g., word document, email, presentation document, etc.), the topic of the document, the
position of the user within an organization (e.g., the user’s job title or department to which the
user belongs, if known), other non-linguistic features such as the persan to whom the
document is directed, and the like may be transmitted with the search request.

[0039] The search service 114 may include a source identifying engine 154 and a search
engine 156. The source identifying engine 154 may receive the search request and identify
one or more sources to search based on various parameters. To achieve this, the source
identifying engine 154 may make use of a classifier that examines the one or more search
terms, classifies the search terms based on predetermined parameters (e.g., based on
subject matter by using one or more models relating to text classification and topic modeling)
and determines based on the classification which source(s) should be used for conducting the
search. This may involve use of one or more ML models. As such, the source identifying
engine 154 may include one or more ML models. The sources may be publicly available
sources (e.g., public webpages), sources associated with the application, enterprise sources
{e.q., business intelligence and analytics data structures), and/or sources associated with the

user (e.g., local or cloud storage). Thus, the source identifying engine 154 may receive the
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search request along with other relevant information as inputs and provide revenant sources
for searching as an output.

[0040] The identified relevant sources may be provided as an input to the search engine 156
which may also receive the search request (along with additional contextual information
relating to the search request) from the applications 112. The search engine 156 may use the
received input to conduct one or more searches of the relevant sources to identify search
results. In one implementation, in addition to identifying search results, the search engine 156
may also perform relevance ranking to identify the more relevant search results. Thus, the
search engine 156 may output relevant search results. The relevant search results may be
transmitted to the content identification and transformation service 140 for further processing.
[0041] In one implementation, the content identification and transformation service 140 may
include a parsing engine 160, relevant content identifier engine 162, retrieving and
aggregating engine 164, and content transformation engine 168, all of which may be utilized
to provide a prepared content 170 as an output. The parsing engine 160 may receive the
relevant search results as an input from the search service 114 along with additional inputs
from the applications 112. The additional input may include relevant information {e.g.,
contextual information about the document, the user, and/or other information). The parsing
engine 160 may use the inputs to parse one or more of the top search results. This may
involve classifying the data in the one or more top search results (e.g., topic classification). In
one implementation, this is achieved by utilizing features provided by each type of search
result. For example, when the search result is a webpage, a word document or a PDF
document, headings may be used to classify the data. In an example, this may involve
identifying data that is categorized under a particular heading as being related to that
heading. For example, data that is positioned under the heading geography, may be identified
as being related to geography. Thus, the parsing engine 160 may receive the relevant search
results as an input and provide parsed and/or classified content within one or more the
relevant search results as an output.

[0042] The parsed and/or classified content may then be provided to the relevant content
identifier engine 162. The relevant content identifier engine 162 may utilize the classified
content and compare the classifications to the search request and contextual information
about the document and/or the user to identify segments of the classified content that may be
relevant to the document and/or the user. In this manner, the relevant search results are
examined to understand their content and determine the relevance of the content to the
document and/or the user. The relevant content identifier engine 162 may receive the search
request and/or contextual information about the document and/or the user directly from the
applications 112 or from the parsing engine 160. Thus, the relevant content identifier engine

162 may receive the parsed content, search request and/or contextual information about the
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document and/or the user as inputs and provide relevant content within one or more the
parsed search results as an output.

[0043] The relevant content may then be provided to the retrieving and aggregation engine
164 as an input. The retrieving and aggregation engine 164 may extract the relevant content
from the parsed search result(s) by transferring the data to a data structure such as the data
structure 400 of FIG. 4, discussed below. This may involve extracting and/or organizing the
relevant content based on their identified classification (e.g., all data related to geography
may be copied from the search result into the same row, column or cell of a tubular data
structure). In one implementation, some of the formatting present in the relevant content may
be removed prior to pasting the data to the data structure. For example, if the copied data
includes a numbered list, the numbers may be removed. This may be done to provide a
uniform format for the data within the data structure. When organizing the content based on
their classification, data from multiple search results or from different portions of one search
result may be aggregated into the same row, column or cell of a tubular data structure. Thus,
the retrieving and aggregation engine 164 may receive the relevant content as an input and
provide a data structure containing retrieved and/or aggregated content as an output.

[0044] The retrieved and/or aggregated content may be provided to the content
transformation engine 168 as an input. Additionally, the content transformation engine 168
may receive information about the document and/or the user (and other users similar to the
user or a global database of users) as additional inputs. This information may include the type
of document for which content is being created (e.g., the type of application the document is
being generated in and contextual information about the document being a research paper or
a user manual, and the like), preferences of the user (e.g., the user prefers to use bullet
points for certain type of information), and information about other users {e.g., users similar to
the user or global users prefer to format this type of data in a tabular manner). The inputs
may then be used to convert the information contained in the retrieved and/or aggregated
content to formats that can be directly used in the document. This may include identifying the
type of unit of content that can be utilized in the document (e.g., a paragraph, a slide, a table,
and the like), organizing the retrieved and/or aggregated content into one or more units and
then formatting the units appropriately. This may involve, for example, converting information
contained within a long paragraph to a well-structured bullet point list. Thus, the content
transformation engine 168 may receive the retrieved and/or aggregated content as an input
and provide the prepared content 170 as an output.

[0045] The prepared content 170 may be a ready-to-insert content unit that a user can insert
directly from their traditional content creation application without having to use dedicated
guery/analysis applications. In one implementation, the prepared content may include multiple

ready-to-insert content units (e.g., multiple paragraphs, multiple slides, and the like). In an
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example, when there are multiple ready-to-insert content units, some may be organized into
one or more files based on various parameters such as their subject matter. For example, a
search for the term “Seattle” may result in creating 15 slides for a presentation document. A
few of those slides may relate to geography. The geography slides may be organized into one
file and presented as such to the user such that the user does not have to separately view
them if they are not interested in geography related information. Once the prepared content
is ready, it may be supplied (e.g., transmitted) to the application 112 to be displayed to the
user to enable direct insertion of the content.

[0048] It should be noted a that the local search service 132 of the client device 120 (in FIG.
1A) may include similar elements and may function similarly as the search service 114 (as
depicted in FIG. 1B). Furthermore, the content identification and transformation engine 124 of
the client device 120 (in FIG. 1A) may include similar elements and may function similarly as
the content identification and transformation 140 (as depicted in FIG. 1B).

[0047] FIG. 1C depicts how one or more ML models used by the content identification and
transformation service 140 and the search service 114 may be trained by using the training
mechanism 144. The training mechanism 144 may use training data sets stored in the data
store 152 to provide initial and ongoing training for each of the models included in the content
identification and transformation service 140 and/or the search service 114. For example,
each of source identifying engine, search engine, parsing engine, relevant content identifier
engine 162, retrieving and aggregating engine 164 and content transformation engine 168
may be trained by the training mechanism 144 using corresponding data sets from the data
store 152. To train these ML models, the training mechanism may receive data sets relevant
to the inputs each of the ML models receive during the operation, as discussed above with
respect to FIG. 1B to train the models. To provide ongoing training, the training mechanism
144 may also use training data sets received from each of the ML models {(models included in
the content identification and transformation service 140 and/or the search service 114).
Furthermore, unrelated to the data store. Furthermore, data may be provided from the training
mechanism 144 to the data store 152 to update one or more of the training data sets in order
to provide updated and ongoing training. Additionally, the training mechanism 144 may
receive training data such as knowledge from public repositories (e.g., Internet), knowledge
from other enterprise sources, or knowledge from other pre-trained mechanisms.

[0048] FIG. 2A-2D are example GUI screens for enabling a user to search for content for
insertion into a document and for presenting content prepared for the document in the
application. FIG. 2A is an example GUI screen 200A of a presentation application (e.g.,
Microsoft PowerPoint®) displaying an example document. GUI screen 200A may include a
toolbar menu 210 containing various menu options, each of which may provide multiple Ul

elements for performing various tasks in the application. For example, the toclbar menu 210
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may provide options for the user to perform one or more tasks to create or edit the document.
Screen 200A may also contain a thumbnail pane 220 for displaying a thumbnail for each of
the slides in the document and a content pane 230 for displaying the content of the document
(e.g. displaying the slides one slide at a time). In one implementation, each of the thumbnail
pane 220 and the content pane 230 may include a scroll bar for moving between the various
slides in the document. The content may be displayed to the user for viewing and/or editing
purposes and may be created by the user. For example, the user may utilize an input device
(e.g., a keyboard) to insert input such as text, one or more images, icon(s), emoticons, and
the like into the content pane 230.

[0049] As the user creates or edits the content of the content pane 230, a Ul element may be
provided for transmitting a request to review slides that have already been prepared for use in
the document. The Ul element may be any menu option that can be used to indicate a
request by the user. In one implementation, the Ul element is provided via a menu option
such as the menu button 215 in the toolbar menu 210. When the user utilizes an input/output
device such as a mouse to click on the menu button 215, this may result in the display of the
prepared content pane 240. It should be noted that this merely presents an example manner
in which the display of the prepared content pane 240 may be initiated. Many other methods
of initiating the display of the prepared content pane 240 are possible.

[0050] The prepared content 240 may include an input box 250 for entering one or more
search terms and a list of recommended files for use in the document. The list of
recommended files may include documents recently opened and/or used in the presentation
application (e.g., by the user or others associated with the user) and/or documents
determined to be associated with the content or context of the current document. In one
implementation, the list of recommended files is displayed in ocne or more thumbnails such as
the thumbnail 260. The thumbnail 260 may display the first slide (or for other types of
documents, the first page, the first spreadsheet, etc.) of the recommended file. The prepared
content pane 240 may be displayed alongside the content pane 230 to provide a side-by-side
view of the current content and the recommended content. Displaying the prepared content
pane 240 alongside the content pane 230 may assist the user to compare the recommended
content with the original version of the document on one screen.

[0051] Once one or more search terms are entered by the user in the input box 250 and a
request for searching is submitted, a search request may be transmitted to one or more
services (e.g., the search service 114 or local search service 132) for conducting a search for
information related to the search terms. In one implementation, before conducting the search,
the presentation application, the search service and/or the content identification and
transformation service, may first identify one or more sources that should be searched. This

may be performed by a source identifying engine such as the source identifying engine 154 of



10

15

20

25

30

35

-15 -

FIG. 1B and may involve using a classifier that examines the one or more search terms,
classifies the search terms based on predetermined parameters (e.g., based on subject
matter by using one or more models relating to text classification and topic modeling) and
determines based on the classification which source(s) should be used for conducting the
search. This may involve use of one or more ML models. For example, if the search term is
“Seattle,” the classifier may classify the search term as related to geography. This
classification may lead to the use of web sources that contain information about geographical
locations (e.g., Wikipedia). However, if the search term relates to a medical term, a
corresponding source associated with the medical field may be selected for searching. The
sources may be publicly available sources (e.g., public webpages), sources associated with
the application, enterprise sources (e.g., business intelligence and analytics data structures),
and/or sources associated with the user (e.g., local or cloud storage).

[0052] It should be noted that the sources available for searching may contain a variety of
different types of data. These may include webpages, different types of files (e.g., word
documents, PDFs, spreadsheets, emails, images, multimedia and the like), tabular data
structures, and others. Thus, the search service may have the ability to search for content in
each of these different types of data. Furthermore, the content identification and
transformation service may be able to parse the data, understand the content, and extract
relevant content from the search results regardless of the type of file the data is contained in.
[0053] Once the search and preparation of content is complete, the search service and/or
content identification and transformation service may provide the identified and/or prepared
content in the prepared content 240 as depicted in FIG. 2B. In one implementation, the
prepared content pane 240 of GUI screen 200B may display a list of various types of files
identified during the search. For example, the recommended files may include local files
located on the user’s client device, files located in a cloud storage medium, and files prepared
based on the search. As depicted in the prepared content pane of GUI screen 200B, the list
of recommended files may provide the number of files falling into each category. In one
implementation, the prepared content pane 240 also displays a thumbnail such as thumbnails
270 and 275 for one or more of the recommended files. One of more of the thumbnails may
display the name of the identified file (e.g., demographics, rental costs, and the like) above
the thumbnail. In one implementation, the location at which the file is stored may also be
displayed.

[0054] Each of the categories of the recommended files may act as a link which when
selected (e.g., when clicked) causes the prepared content pane 240 to display thumbnails (or
any other Ul elements for previewing a document) for the files associated with the selected
category. For example, when the user selects “Files prepared based on the search,” the

application may display the prepared content pane 240 depicted in FIG. 2C, where a
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thumbnail 280 for a file created based on content identified via the search is displayed. The
file created based on the content identified in the search may be a new file {e.g., one that was
not available before the search). The file may be created from content extracted from the
search results and may include one or more slides, each of which may have been generated
for a particular category of information relating to the search term(s) and/or the document. As
discussed before, the slides may be created by parsing the content of the search results (e.q.,
using the parsing engine 180), identifying information that is relevant to the search terms(s)
and/or the content and/or context of the document and categorizing the relevant information
into one or more categories (e.g., using the relevant content identifier engine 162), retrieving
the content and converting the information into a type of data that can be utilized by the
application (e.g., by utilizing the retrieving and aggregating engine 164) and transforming the
data into units that are usable in the application (e.g., slides, pages, tables, etc.) (by using the
content transformation engine 168). To enable the user to examine the prepared file, the GUI
screen 200C may display a menu option 285 for reviewing the slides that make up the file.
[0055] Once the menu option 285 is selected, the prepared content 240 may display each of
the slides in the file, as depicted in FIG. 2D. For example, if the file created for the search
term “Seattle” includes two slides (e.g. slide 1 and slide 2), as illustrated in GUI screen 200D,
the content pane 240 may display those slides in reduced sizes to enable the user to review
them alongside the content pane 230. As a result, reduced size slides such as slides 290 and
275 may be displayed in the content pane 240.

[0056] As illustrated, each of the slides may relate to a different category of information
related to the searched topic (e.g., introduction, statistics, and the like). The content included
in each of the slides may originate from one or more search results. Furthermore, the content
may be collected from different sections of each search result. For example, information
relating to statistics may be collected by parsing one or more search results and looking for
numerical data that falls in the category of statistics. This may include numbers relating to
subcategories of area size, population size, city sales tax, and the like. Each of these
subcategories may be retrieved from a different search result or from a different portion of
one search result. The retrieved information may then be aggregated, converted to a usable
format and then transformed into one or more slides that can be easily inserted it into the
document. The slides may be created and organized in a manner that is consistent with the
content, context and/or format of the document. Furthermore, the slides may be organized to
provide appropriate sequential order. For example, the slides may begin with an introduction
slide that provides a summary of the remaining slides.

[0057] In one implementation, the format in which the information in each slide is presented
may be determined by using one or more ML models and/or one or more classification

algorithms (e.g., by utilizing the content transformation engine 168). For example, a rule-
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based classification algorithm may dictate that information provided in an introduction slide is
formatted into bullet points or a numbered list, whereas an image is positioned directly in the
middle of a slide. Tabular data, which is organized in rows and columns, on the ather hand,
may be formatted by being inserted in a table. Additionally and/or alternatively, one or more
ML models may be used to determine the proper formatting for data in each slide. The ML
models may take into account the category and/or subcategory of information the data
belongs to, as well as the content, context and/or formatting styles used in the document.
Furthermore, the ML models may consider user history, history of users within an enterprise,
and/or global history of users. For example, the ML models may take into account the type of
formatting often utilized by the user (e.g., when the user creates documents using the
application) for data containing numbers. By taking into account the user’s history, the content
identification and transformation service may be able to present content that is in line with the
user’'s style and as such more likely to be usable without a need for revisions.

[0058] To retrieve relevant information and transform it into proper formats, user data relating
to the user’s use of an application maybe collected and stored. For example, information
relating to the user’s interaction with recommended files (e.g., which files and/or slides are
selected for use and which ones are not) may be collected and used to better train the ML
models used in providing the content. To ensure that context is taken into account when
using the information, layout, formatting style, and/or subject of the document (e.g. each slide
in the document) may also be collected. Additionally, other information about the document
and/or the user may be collected. For example, information about the type of document (e.g.,
word document, email, presentation document, etc.), the topic of the document, the position
of the user within an organization (e.g., the user’s job title or department to which the user
belongs, if known), and other non-linguistic features such as the time of the day, the date the
device was used, the person to whom the document is directed (e.g., the to line in an email),
and the like may be collected and used to provide better content identification and
transformation in the future. The user specific information may be used, in one
implementation, to provide customized recommendations for the user. It should be noted that
in collecting and storing this information, care must be taken to ensure privacy is persevered.
[0059] In one implementation, to ensure compliance with ethical and privacy guidelines and
regulations, an optional Ul element may be provided to inform the user of the types of data
collected, the purposes for which the data may be used and/or to allow the user to prevent
the collection and storage of user related data. The Ul may be accessible as part of the
features provided for customizing an application via a GUI displayed by the application.
Alternatively, the information may be presented in a user agreement presented to the user

when he/she first installs the application.
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[0060] Once the user previews the reduced size slides in the prepared content pane 240, a
menu option 295 may be selected to insert each slide directly into the document. In one
implementation, selecting the menu option 295 causes the corresponding slide to be inserted
after the slide displayed in the content pane 230. In this manner, an efficient and simple
search from within an application can lead to direct insertion of prepared content into a
document. This eliminates the need for multiple steps that are normally performed manually
by a user. These may include searching multiple different sources which may require opening
different applications and/or utilizing multiple windows, examining the results to locate
relevant information, collecting the information, organizing the information into units usable for
the document, and/or determining a proper format for the information. The process of
reformatting the results into a manner consistent with the form and function of the content of
the document itself often requires the need to for the user to have multiple Ul screens open
on the same device. These processes are not only time consuming for the user but may also
be resource intensive. Furthermore, the processes may require multiple Ul screens which
may be inefficient and difficult to navigate. Thus, by providing one Ul screen in the document
to receive a search string for processing on a separate search engine, the technical solution
avoids the need to utilize multiple applications and/or multiple Ul screens on the user device
and such saves screen space. Moreover, by automatically providing ready-to-insert content,
the technical solution may greatly increase efficiency and usability of content creation
applications.

[0061] FIG. 3 depicts a partial view of content of an example search result 300 used in
intelligently transforming content. The example search result 300 displays a portion of a
webpage (e.g., a Wikipedia page) associated with the term “Seattle.” Once a search result,
such as the search result 300 is identified as a relevant search result, one or more algorithms
may be used to examine the content, identify relevant information within the content, and
retrieve the relevant information in a manner that is conducive to efficient conversion and use.
This may involve using text analytics algorithms such as natural language processing
algorithms that allow topic or keyword extractions, for example, in the areas of text
classification and topic modeling. Examples of such algorithms include, but are not limited to,
term frequency-inverse document frequency (TF-IDF) algorithms and latent Dirichlet
allocation (LDA) algorithms. Topic modeling algorithms may examine the content of the
search result to identify and extract salient words and items within the content that may be
recognized as keywords. Keywords may then help determine the type of information available
in the content and/or how the information is organized. For example, by examining the
content of the search result 300, one or more of the topics included in the contents table 310
{e.q., history, geography, demographics, economy, and the like) may be identified as

keywords.
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[0062] Once the keywords are identified, a determination may be made, (e.g., by using one
or more ML models) as to which of the identified keywords are relevant to the document
being created. This may involve taking into account the content and context of the document,
the type of document being created (e.g., a presentation document), as well as user history
and the like. For example, for the document displayed in FIGs. 2A-2D, since the title of the
document relates to locations to consider for a new office, a determination may be made that
geography, demography and economy of the city are relevant keywords, while its history is
not relevant.

[0063] Once the relevant keywords are identified, data within the search result (e.g., the
webpage) may be searched to identify content relating to each keyword. This may involve
parsing and/or classifying the data. In one implementation, this is achieved by utilizing
features provided by each type of search result. For example, when the search resultis a
webpage, a word document or a PDF document, headings may be used to classify the data.
In an example, this may involve identifying data that is categorized under a particular heading
as being related to that heading. For example, data that is positioned under the heading
geography, may be identified as being related to geography. In this manner, not only are
relevant search results identified, but they are parsed to understand their content and
determine how and if the content relates to the document being created. The data can then
be extracted in an organized manner to provide for easy conversion into a format usable by
the content creation application.

[0064] It should be noted that although a webpage is depicted as an example search result,
the type of search result identified is not limited to such data. For example, search results
may include data in structured databases such as business and analytics data structures,
which often store the data in a structural format involving tabular rows and columns. In such
data structures, keyword identification and data relevance may be performed by analyzing the
relationship between the different rows and columns.

[0065] Once data that is related to one or more relevant keyword is identified, it may be
retrieved for conversion. This may involve transferring the data to a tabular data structure
such as the data structure 400 of FIG. 4. FIG. 4 depicts a simplified example data structure
utilized for collecting data from one or more search results to use in creating a unit of content
for a content creation application. The table 400 may include a row identifying relevant
keywords and one or more rows containing data for each relevant keyword. The relevant
keywords may be identified within the provided search results and/or may be based on the
content and context of the document. For example, for the document depicted in FIGs. 2A-
2D, if the content created by the user included a set of slides for a different city (a city
different than the one searched for), the title of each of those slides may provide a good

indication for the type of data desired by the user. In an example, if the prepared slides
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include a slide titled real estate rental costs, that topic may be included in the list of keywords
for which relevant data is searched and retrieved within the identified search results.
Additionally and/or alternatively, such information may be taken into account when conducting
the search and/or ranking the search results. For example, the topic may be added as a
search term to the search request. In this manner, information that is more likely to be of use
in creating the document may be presented to the user.

[0066] Once the keywords are identified and the data structure 400 is generated, data related
to each keyword may be located and copied from one or more of the search results. For
example, information related to geography may be collected from both a webpage and a
tabular database. In one implementation, data from different sources may be copied into
different cells of the data structure 400 (e.g. a separate row in the same column). The data
that is collected may be raw data {e.g., having a uniform format). The data under each
keyword category and/or multiple categories may then be examined to determine if and how it
can be aggregated. This may involve using natural language processing and/or other text
classification algorithms to understand the data and determine their relationship.

[0067] One or more other ML models may then be utilized to decide how the data should be
organized. This may involve, for example, determining the type of content creation application
used and identifying a usable unit of content within the application. For example, for a word
document creation application, a usable unit of content may be a paragraph or a page, while
for a spreadsheet application, the unit may be one sheet of data. Thus, depending on the type
of application, the data may be aggregated into one or more usable units. For example, for a
presentation application, data under each of the keywords in the table 400 may be
transformed into a separate slide.

[0068] Once the data is categorized into separate units, a determination may be made as to
how to format the data. This may involve using rule-based classification algorithms and/or
other ML models. For example, data related to geography may be formatted into a plain text
format and may include one or more images, while data relating to the economy may be
presented in a bullet list.

[0069] FIG. 5 is a flow diagram depicting an exemplary method 500 for providing intelligent
content identification and transformation. In an example, one or more steps of method 500
may be performed by a search service (e.g., search service 114 or local search service 132
of FIG. 1) and/or a content identification and transformation service (e.g., content
identification and transformation service 140 or content identification and transformation
engine 124 of FIG. 1). Other steps of method 500 may be performed by the application
providing content editing (e.g., applications 112 or applications 126 of FIG. 1).

[0070] At 505, method 500 may begin by receiving a request to provide prepared content for

a document. This may occur, for example, when the user utilizes an input/output device (e.qg.
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a mouse) coupled to a computer client device to insert one or more search terms (e.g.,
keywords, natural language, or other terms) in a Ul element to request that prepared content
related to the search term(s) be provided for the document. In oche implementation, a request
may be received when a predetermined action takes place within the content pane (e.g., a
special character is entered, or a predetermined keyboard shortcut is pressed). In such
cases, the application and/or service may automatically identify search term(s) related to the
document. This may involve use of text classification algorithms and/or natural language
processing algorithms to identify relevant keywords within the document for which a search
may be useful.

[0071] Once arequest to provide prepared content has been received, method 500 may
proceed to identify appropriate sources to search, at 510. This may involve using a source
identifying engine (e.g., source identifying engine 154 of FIG. 1B) which may include a
classification algorithm that classifies the search term(s) and determines which source(s)
correspond to the identified classification. In one implementation, the search request itself
may identify one or more sources to search. For example, the user may specify the sources
that should be searched for content.

[0072] After the appropriate sources have been identified, method 500 may proceed to
conduct the search, at 515. Conducting the search may be performed by a search engine
(e.g., search engine 156 of FIG. 1B) and may include performing a relevancy ranking which
may be achieved by taking into account contextual data relating to the document, the user,
the application, and the like. Once the search is conducted, one or more top relevant search
results may be received, at 520. This may include providing a data structure (e.g., a list or
table) containing data relating to the search results. For example, the data may include a
location (e.g., @ URL link or a storage medium} at which the search result may be accessed.
[0073] Once this information is available, method 500 may proceed to examine the content of
the search results to identify data that is relevant to the document, at 525. This may be
performed by a relevant content identifier engine (e.g., relevant content identifier engine 162
of FIG. 1B) and may involve identifying keywords that may be relevant to the document and
then determining which portion of the content in the search result is associated with the
relevant keyword. In one implementation, the process of identifying the relevant keywords
includes taking into account information from the document. This may include examining the
current content of the document to identify keywords that are likely to be relevant to the
document but have not yet been covered in the document. For example, when the document
relates to the city of Seattle, but it already includes a slide about its climate, a determination
may be made that climate is not a relevant keyword. In another example, if the document
relates to the city of Seattle and it mentions demographics but does not include any slides

about demographics, it may be determined that demography is a relevant keyword.
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[0074] Identifying relevant keywords may also be based on user history data (e.g., the types
of slides the user generally creates). In one implementation, in addition to user history data,
history data extracted from other users determined to be in a same category as the current
user (e.g., in the same department, having the same job title, or being part of the same
organization) may also be examined at this stage. Furthermore, the content identification and
transformation service may consult a global database of user history and document contents
to identify global patterns (e.g., which topics other users that created documents about
Seattle used as their headings). In one implementation, in consulting the global database, the
method identifies and uses data for users that are in a similar category as the current user.
For example, the method may use history data from users with similar activities, similar work
functions and/or similar work products. The database consulted may be global but also local
to the current device.

[0075] After the relevant keywords have been identified, data associated with the keywords in
the search result may be recognized and retrieved, at 530. This may be performed by a
retrieving and aggregating engine (e.g., retrieving and aggregating engine 164 of FIG. 1B)
and may involve the use of natural language processing algorithms that determine whether a
sentence relates to the identified keyword. Additionally and/or alternatively, rule-based
algorithms may be used. For example, once a relevant keyword is identified, sentences that
fall under a heading that contains the keyword may be recognized as being related to the
keyword (e.g., if the heading is demographics, the paragraph(s) that follow the heading are
related to demographics). Thus, once search results are identified, data contained in those
search results may be examined and understood to allow for extraction of relevant data.
[0076] The relevant data may be retrieved from the search result (e.g., copied) and converted
into a format that can be easily used, at 535. This may be achieved by remaving unnecessary
formatting that may be present in the data, by adding additional contextual information pulled
or derived from other data sources or by adding additional formatting to enhance the original
formatting. For example, if the data is in the form of bullet points, the bullets may be removed.
The determination regarding which formats should be removed and which ones should
remain may be based on the type of formatting, the type of data, the type of document the
data is being used for, and the like. In one implementation, one or more ML models may be
used to make this determination.

[0077] Once retrieved, the data may be stored temporarily in a data structure, such as the
data structure 400 of FIG. 4. In one implementation, the retrieved data may include metadata
relating to the search result from which the data was obtained. This information may then be
used to provide citation to the search result when the data is used to create content for the

document. For example, in addition to creating slides containing content from the search
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results, a “references” slide may also be created that includes a list of search results from
which the data was collected.

[0078] The collected data may then be used by a content transformation engine (e.g., content
transformation engine 168 of FIG. 1B) to create easy to use content for the document, at 540.
In one implementation, content is created in units that can be easily inserted into the
document. For example, for a presentation document, content may be created in the form of
one or more slides that can be inserted directly into the document. In another example, data
may be created in units that are one page long and/or one paragraph long for a word
document. For a spreadsheet document, data may be created in the form of one sheet of
data. Other examples are also possible. To create such content, data from various search
results may be combined to create each unit of data. For example, to create a slide relating to
statistics about Seattle, data that has been retrieved from a Wikipedia page, a spreadsheet,
and a word document may be aggregated to generate various categories of statistics in the
slide. Thus, the step of creating content also includes examining and understanding data to
generate highly useful content.

[0079] Once it is determined what data should be included in a given unit (e.g., a slide, a
paragraph, or a data sheet), a decision may be made with regards to the type of formatting
that should be applied to the data. This may involve examining the data to identify a type of
formatting that is conducive to readability and easy use. For example, the content
identification and transformation service may determine that data relating to statistics is easier
to read and understand when presented in a table format, while a list may be presented better
via bullet points. Selecting an appropriate type of formatting may involve use of rule-based
algorithms and/or ML models. In one implementation, user history data along with history data
of other users may be used to make this determination. This may involve examining the type
of formatting often used by the user and/or used by other users for certain types of data.
[0080] Thus, ML algorithms may be used during various stages of method 500 to examine
activity history of the user within the document or within the user’s use of the application to
identify patterns in the user's usage. In addition to history data relating to how the user
creates content in the application, the types of recommended content accepted by the user in
a previous session of the document (or earlier in the current session) may also be examined
to identify patterns. In another example, data relating to any changes made to a
recommended content may also be examined and taken into account. For example, if a user
inserts a recommended slide into a document and then changes the format of the content
from bullet points to a numbered list, that information may be collected and used in the future
to format the content in accordance with the user’'s preferences. The user history which is
collected and used may be limited to the user’s recent history (i.e., during a specific recent

time period or during the current session) or may be for the entirety of the user's use of the
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application. This information may be stored locally and/or in the cloud. In one implementation,
the history data may be stored locally temporarily and then transmitted in batches to a data
store in the cloud which may store each user’s data separately for an extended period of time,
as long as the user continues using the application or as long as the user has granted
permission for such storage and use.

[0081] In one implementation, one or more steps involved in identifying and transforming
content may be performed by utilizing two or more different types of trained ML models. One
type could be a personal model which is trained based on each user’s personal information
and another could be a global model that is trained based on examination of a global set of
other users’ information. A hybrid model may be used to examine users similar to the current
user and to generate results based on activities of other users having similar characteristics
(same organization, having same or similar job titles, creating similar types of documents, and
the like) as the current user. For example, it may examine users that create similar artifacts
as the current user or create documents having similar topics. Another type of model that
could be developed may be a domain and/or organization specific model. The ML models for
such a model may be trained specifically based on documents the organization creates or
documents focused on a specific domain. Any of the models may collect and store what is
created and/or recommended and record how the user interacts with the recommendations
{e.q., which slides they choose to insert). This ensures that every time a user interacts with
the system, the models learn from the interaction to make the content creation better. The
different models may be made aware of each other, so that they each benefit from what the
other models are identifying, while focusing on a specific aspect of the task.

[0082] It should be noted that the models identifying and transforming content may be hosted
locally on the client (e.g., local enhancement engine) or remotely in the cloud (e.g., content
identification and creation service). In one implementation, some models are hosted locally,
while others are stored in the cloud. This enables the client to provide some content
identification and creation even when the client is not connected to a network. For example,
the client may be able to provide some content identification and creation based on the
current document and local sources available for searching. Hosting the models locally may
also address privacy concerns. Once the client connects to the network, the application may
be able to create better content.

[0083] Once content is created, it may be provided for display, at 545. This may be achieved,
by transmitting the created content from the content identification and creation service to the
user’s client device for display within the application (for instances where a cloud-based
service is used). This may result in the user merely receiving the prepared content, instead of
receiving the search results and/or data retrieved from the search results. This can

substantially reduce system and bandwidth requirements for the client device.



10

15

20

25

30

35

-25.-

[0084] FIG. 6 is a block diagram 800 illustrating an example software architecture 602,
various portions of which may be used in conjunction with various hardware architectures
herein described, which may implement any of the above-described features. FIG. 6 is a non-
limiting example of a software architecture and it will be appreciated that many other
architectures may be implemented to facilitate the functionality described herein. The
software architecture 602 may execute on hardware such as client devices, native application
provider, web servers, server clusters, external services, and other servers. A representative
hardware layer 604 includes a processing unit 606 and associated executable instructions
608. The executable instructions 608 represent executable instructions of the software
architecture 602, including implementation of the methods, modules and so forth described
herein.

[0085] The hardware layer 604 also includes a memory/storage 610, which also includes the
executable instructions 608 and accompanying data. The hardware layer 604 may also
include other hardware modules 612. Instructions 608 held by processing unit 608 may be
portions of instructions 608 held by the memory/storage 610.

[0086] The example software architecture 602 may be conceptualized as layers, each
providing various functionality. For example, the software architecture 602 may include layers
and components such as an operating system (OS) 614, libraries 616, frameworks 618,
applications 620, and a presentation layer 624. Operationally, the applications 620 and/or
other components within the layers may invoke API calls 624 to other layers and receive
corresponding results 626. The layers illustrated are representative in nature and other
software architectures may include additional or different layers. For example, some mobile or
special purpose operating systems may not provide the frameworks/middleware 618.

[0087] The OS 614 may manage hardware resources and provide common services. The OS
614 may include, for example, a kernel 628, services 630, and drivers 632. The kernel 628
may act as an abstraction layer between the hardware layer 604 and other software layers.
For example, the kernel 628 may be responsible for memory management, processor
management (for example, scheduling), companent management, networking, security
settings, and so on. The services 630 may provide other common services for the other
software layers. The drivers 632 may be responsible for controlling or interfacing with the
underlying hardware layer 604. For instance, the drivers 632 may include display drivers,
camera drivers, memory/storage drivers, peripheral device drivers (for example, via Universal
Serial Bus (USB)), network and/or wireless communication drivers, audio drivers, and so forth
depending on the hardware and/or software configuration.

[0088] The libraries 616 may provide a common infrastructure that may be used by the
applications 620 and/or other components and/or layers. The libraries 616 typically provide

functionality for use by other software modules to perform tasks, rather than rather than
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interacting directly with the OS 614. The libraries 616 may include system libraries 634 (for
example, C standard library) that may provide functions such as memory allocation, string
manipulation, file operations. In addition, the libraries 616 may include API libraries 636 such
as media libraries (for example, supporting presentation and manipulation of image, sound,
and/or video data formats), graphics libraries (for example, an OpenGL library for rendering
2D and 3D graphics on a display), database libraries (for example, SQLite or other relational
database functions), and web libraries (for example, WebKit that may provide web browsing
functionality). The libraries 616 may also include a wide variety of other libraries 638 to
provide many functions for applications 620 and other software modules.

[0089] The frameworks 618 (also sometimes referred to as middleware) provide a higher-
level common infrastructure that may be used by the applications 620 and/or other software
modules. For example, the frameworks 618 may provide various graphic user interface (GUI)
functions, high-level resource management, or high-level location services. The frameworks
618 may provide a broad spectrum of other APIs for applications 620 and/or other software
modules.

[0090] The applications 620 include built-in applications 620 and/or third-party applications
622. Examples of built-in applications 620 may include, but are not limited to, a contacts
application, a browser application, a location application, a media application, a messaging
application, and/or a game application. Third-party applications 622 may include any
applications developed by an entity other than the vendor of the particular system. The
applications 620 may use functions available via OS 614, libraries 616, frameworks 618, and
presentation layer 624 to create user interfaces to interact with users.

[0091] Some software architectures use virtual machines, as illustrated by a virtual machine
628. The virtual machine 628 provides an execution environment where applications/modules
can execute as if they were executing on a hardware machine (such as the machine 600 of
FIG. 8, for example). The virtual machine 628 may be hosted by a host OS (for example, OS
614) or hypervisor, and may have a virtual machine monitor 626 which manages operation of
the virtual machine 628 and interoperation with the host operating system. A software
architecture, which may be different from software architecture 602 outside of the virtual
machine, executes within the virtual machine 628 such as an OS 650, libraries 652,
frameworks 654, applications 656, and/or a presentation layer 658.

[0092] FIG. 7 is a block diagram illustrating components of an example machine 700
configured to read instructions from a machine-readable medium (for example, a machine-
readable storage medium) and perform any of the features described herein. The example
machine 700 is in a form of a computer system, within which instructions 716 (for example, in
the form of software components) for causing the machine 700 to perform any of the features

described herein may be executed. As such, the instructions 716 may be used to implement
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methods or components described herein. The instructions 716 cause unprogrammed and/or
unconfigured machine 700 to operate as a particular machine configured to carry out the
described features. The machine 700 may be configured to operate as a standalone device or
may be coupled (for example, networked) to other machines. In a networked deployment, the
machine 700 may operate in the capacity of a server machine or a client machine in a server-
client network environment, or as a node in a peer-to-peer or distributed network
environment. Machine 700 may be embodied as, for example, a server computer, a client
computer, a personal computer (PC), a tablet computer, a laptop computer, a netbook, a set-
top box (STB), a gaming and/or entertainment system, a smart phone, a mobile device, a
wearable device (for example, a smart watch), and an Internet of Things (loT) device. Further,
although only a single machine 700 is illustrated, the term “machine” includes a collection of
machines that individually or jointly execute the instructions 716.

[0093] The machine 700 may include processors 710, memory 730, and I/O components
750, which may be communicatively coupled via, for example, a bus 702. The bus 702 may
include multiple buses coupling various elements of machine 700 via various bus
technologies and protocols. In an example, the processors 710 (including, for example, a
central processing unit (CPU), a graphics processing unit (GPU), a digital signal processor
(DSP), an ASIC, or a suitable combination thereof) may include one or more processors 712a
to 712n that may execute the instructions 716 and process data. In some examples, one or
more processors 710 may execute instructions provided or identified by one or more other
processors 710. The term “processor’ includes a multi-core processor including cores that
may execute instructions contemporaneously. Although FIG. 7 shows multiple processors,
the machine 700 may include a single processor with a single core, a single processor with
multiple cores (for example, a multi-core processor), multiple processors each with a single
core, multiple processors each with multiple cores, or any combination thereof. In some
examples, the machine 700 may include multiple processors distributed among multiple
machines.

[0094] The memory/storage 730 may include a main memory 732, a static memory 734, or
other memory, and a storage unit 736, both accessible to the processors 710 such as via the
bus 702. The storage unit 736 and memory 732, 734 store instructions 716 embodying any
one or more of the functions described herein. The memory/storage 730 may also store
temporary, intermediate, and/or long-term data for processors 710. The instructions 716 may
also reside, completely or partially, within the memory 732, 734, within the storage unit 736,
within at least one of the processors 710 (for example, within a command buffer or cache
memory), within memory at least one of 1/0 components 750, or any suitable combination

thereof, during execution thereof. Accordingly, the memory 732, 734, the storage unit 736,
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memory in processors 710, and memory in /O components 750 are examples of machine-
readable media.

[0095] As used herein, "machine-readable medium” refers to a device able to temporarily or
permanently store instructions and data that cause machine 700 to operate in a specific
fashion. The term “machine-readable medium,” as used herein, does not encompass
transitory electrical or electromagnetic signals per se (such as on a carrier wave propagating
through a medium); the term “machine-readable medium” may therefore be considered
tangible and non-transitory. Non-limiting examples of a non-transitory, tangible machine-
readable medium may include, but are not limited to, nonvolatile memory {(such as flash
memory or read-only memory (ROM)), volatile memory (such as a static random-access
memory (RAM) or a dynamic RAM), buffer memory, cache memory, optical storage media,
magnetic storage media and devices, network-accessible or cloud storage, other types of
storage, and/or any suitable combination thereof. The term “machine-readable medium”
applies to a single medium, or combination of multiple media, used to store instructions (for
example, instructions 716) for execution by a machine 700 such that the instructions, when
executed by one or more processors 710 of the machine 700, cause the machine 700 to
perform and one or more of the features described herein. Accordingly, a “machine-readable
medium” may refer to a single storage device, as well as “cloud-based” storage systems or
storage networks that include multiple storage apparatus or devices.

[0096] The I/O components 750 may include a wide variety of hardware components adapted
to receive input, provide output, produce output, transmit information, exchange information,
capture measurements, and so on. The specific I/O components 750 included in a particular
machine will depend on the type and/or function of the machine. For example, mobile devices
such as mobile phones may include a touch input device, whereas a headless server or loT
device may not include such a touch input device. The particular examples of /O
components illustrated in FIG. 7 are in no way limiting, and other types of components may
be included in machine 700. The grouping of I/O components 750 are merely for simplifying
this discussion, and the grouping is in no way limiting. In various examples, the 110
components 750 may include user output components 752 and user input components 754.
User output components 752 may include, for example, display components for displaying
information (for example, a liquid crystal display (LCD) or a projector), acoustic components
(for example, speakers), haptic components (for example, a vibratory motor or force-feedback
device), and/or other signal generators. User input components 754 may include, for
example, alphanumeric input components (for example, a keyboard or a touch screen),
pointing components (for example, a mouse device, a touchpad, or another pointing

instrument), and/or tactile input components (for example, a physical button or a touch screen
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that provides location and/or force of touches or touch gestures) configured for receiving
various user inputs, such as user commands and/or selections.

[0097] In some examples, the I/O components 750 may include biometric components 756
and/or position components 762, among a wide array of other environmental sensor
components. The biometric components 756 may include, for example, components to detect
body expressions (for example, facial expressions, vocal expressions, hand or body gestures,
or eye tracking), measure biosignals (for example, heart rate or brain waves), and identify a
person (for example, via voice-, retina-, and/or facial-based identification). The position
components 762 may include, for example, location sensors (for example, a Global Position
System (GPS) receiver), altitude sensors (for example, an air pressure sensor from which
altitude may be derived), and/or orientation sensors (for example, magnetometers).

[0098] The I/O components 750 may include communication components 764, implementing
a wide variety of technologies operable to couple the machine 700 to network(s) 770 and/or
device(s) 780 via respective communicative couplings 772 and 782. The communication
components 764 may include one or more network interface components or other suitable
devices to interface with the network(s) 770. The communication components 764 may
include, for example, components adapted to provide wired communication, wireless
communication, cellular communication, Near Field Communication (NFC), Bluetooth
communication, Wi-Fi, and/or communication via other modalities. The device(s) 780 may
include other machines or various peripheral devices (for example, coupled via USB).

[0099] In some examples, the communication components 764 may detect identifiers or
include components adapted to detect identifiers. For example, the communication
components 664 may include Radio Frequency Identification (RFID) tag readers, NFC
detectors, optical sensors (for example, one- or multi-dimensional bar codes, or other optical
codes), and/or acoustic detectors (for example, microphones to identify tagged audio signals).
In some examples, location information may be determined based on information from the
communication components 762, such as, but not limited to, geo-location via Internet Protocol
(IP) address, location via Wi-Fi, cellular, NFC, Bluetooth, or other wireless station
identification and/or signal triangulation.

[00100] While various embodiments have been described, the description is intended
to be exemplary, rather than limiting, and it is understood that many more embodiments and
implementations are possible that are within the scope of the embodiments. Although many
possible combinations of features are shown in the accompanying figures and discussed in
this detailed description, many other combinations of the disclosed features are possible.

Any feature of any embodiment may be used in combination with or substituted for any other
feature or element in any other embodiment unless specifically restricted. Therefore, it will be

understood that any of the features shown and/or discussed in the present disclosure may be
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implemented together in any suitable combination. Accordingly, the embodiments are not to
be restricted except in light of the attached claims and their equivalents. Also, various
modifications and changes may be made within the scope of the attached claims.
[00101] Generally, functions described herein (for example, the features illustrated in
FIGS.1-5) can be implemented using software, firmware, hardware (for example, fixed logic,
finite state machines, and/or other circuits), or a combination of these implementations. In the
case of a software implementation, program code performs specified tasks when executed on
a processor (for example, a CPU or CPUs). The program code can be stored in one or more
machine-readable memory devices. The features of the techniques described herein are
system-independent, meaning that the techniques may be implemented on a variety of
computing systems having a variety of processors. For example, implementations may
include an entity (for example, software) that causes hardware to perform operations, €.g.,
processors functional blocks, and so on. For example, a hardware device may include a
machine-readable medium that may be configured to maintain instructions that cause the
hardware device, including an operating system executed thereon and associated hardware,
to perform operations. Thus, the instructions may function to configure an operating system
and associated hardware to perform the operations and thereby configure or otherwise adapt
a hardware device to perform functions described above. The instructions may be provided
by the machine-readable medium through a variety of different configurations to hardware
elements that execute the instructions.
[00102] In the following, further features, characteristics and advantages of the
invention will be described by means of items:

Item 1. A data processing system comprising:
a processor; and

a memory in communication with the processor, the memory storing executable
instructions that, when executed by the processor, cause the data processing system to
perform functions of:
receiving a search query generated within a content creation application, the content creation
application used for creating content for a document and the search query containing one or
more terms for conducting a search for content to be used in the document;
providing the one or more terms to a search engine for searching one or more sources;
receiving one or more search results from the search engine;
inputting data contained in at least one of the one or more search results into a first machine-
learning (ML) model to parse the inputted data and rank relevance of the inputted data to
content associated with the document;
obtaining the parsed and ranked data as a first output from the first ML model,

retrieving one or more data segments from the first output;
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inputting the retrieved one or more segments into a second ML model to organize the
retrieved one or more data segments into one or more units of content that can be used in the
document;

obtaining the one or more units of content as a second output from the second ML model;
and

providing the second output for display within the content creation application.

Iltem 2. The data processing system of item 1, wherein parsing the inputted data and ranking
relevance of the inputted data includes identifying one or more relevant terms in the at least

one of the one or more search result.

Iltem 3. The data processing system of item 2, wherein parsing the inputted data and ranking
relevance of the inputted data further includes identifying the one or more segments as

segments associated with at least one of the one or more relevant terms.

Iltem 4. The data processing system of item 4, wherein retrieving the one or more data

segments includes retrieving the metadata associated with the one or more data segments.

Iltem 5. The data processing system of any of the preceding items, wherein the instructions
further cause the processor to cause the data processing system to perform functions of:
removing a formatting of data contained in at least one of the one or more data segments;
and

upon removing the formatting, storing the one or more data segments in a data structure for

use in creating the one or more units of content.

Iltem 8. The data processing system of any of the preceding items, wherein the instructions
further cause the processor to cause the data processing system to perform functions of:

identifying the one or more sources for conducting the search.

ltem 7. The data processing system of any of the preceding items, wherein retrieving the
one or more data segments from the first output includes:

inputting the parsed and ranked data into a third ML model to retrieve and aggregate at least
a portion of the parsed and ranked data; and

obtaining the one or more segments as a third output from the third ML model

ltem 8. A method for identifying and transforming content for use in a document, comprising:
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receiving a search query generated within a content creation application, the content creation
application used for creating content for the document and the search query containing one or
more terms for conducting a search for content to be used in the document;

providing the one or more terms to a search engine for searching one or more sources;
receiving one or more search results from the search engine;

inputting data contained in at least one of the one or more search results into a first machine-
learning (ML) madel to parse the inputted data and rank relevance of the inputted data to
content associated with the document;

obtaining the parsed and ranked data as a first output from the first ML model,

retrieving one or more data segments from the first output;

inputting the retrieved one or more segments intc a second ML madel to organize the
retrieved one or more data segments into one or more units of content that can be used in the
document;

obtaining the one or more units of content as a second output from the second ML model;
and

providing the second output for display within the content creation application.

Iltem ©. The method of item 8, wherein parsing the inputted data and ranking relevance of
the inputted data includes identifying one or more relevant terms in the at least one of the one

or more search result.

Iltem 10. The method of item 9, wherein parsing the inputted data and ranking relevance of
the inputted data further includes identifying the one or more segments as segments

associated with at least one of the one or more relevant terms.

Iltem 12. The method of items 8 to 11, wherein retrieving the one or more data segments

includes retrieving the metadata associated with the one or more data segments.

ltem 13. The method of items 8 to 12, further comprising:
removing a formatting of data contained in at least one of the one or more data segments;
and

upon removing the formatting, storing the retrieved data in a data structure for use in

creating the one or more units of content.

I[tem 14. The method of items 8 to 13, wherein the at least one of the one or more units of

content includes one of a slide when the document is a presentation document, a paragraph
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when the document is a word document, a page when the document is a word document, or

a data sheet when the document is a spreadsheet document.

ltem 15. A computer program that, when executed, causes a programmable device to carry

out the method of any one of items 8 to 14.

[00103] While the foregoing has described what are considered to be the best mode
and/or other examples, it is understood that various modifications may be made therein and
that the subject matter disclosed herein may be implemented in various forms and examples,
and that the teachings may be applied in numerous applications, only some of which have
been described herein. It is intended by the following claims to claim any and all applications,
modifications and variations that fall within the true scope of the present teachings.

[00104] Unless otherwise stated, all measurements, values, ratings, positions,
magnitudes, sizes, and other specifications that are set forth in this specification, including in
the claims that follow, are approximate, not exact. They are intended to have a reasonable
range that is consistent with the functions to which they relate and with what is customary in
the art to which they pertain.

[00105] The scope of protection is limited solely by the claims that now follow. That
scope is intended and should be interpreted to be as broad as is consistent with the ordinary
meaning of the language that is used in the claims when interpreted in light of this
specification and the prosecution history that follows, and to encompass all structural and
functional equivalents. Notwithstanding, none of the claims are intended to embrace subject
matter that fails to satisfy the requirement of Sections 101, 102, or 103 of the Patent Act, nor
should they be interpreted in such a way. Any unintended embracement of such subject
matter is hereby disclaimed.

[00106] Except as stated immediately above, nothing that has been stated or illustrated
is intended or should be interpreted to cause a dedication of any component, step, feature,
object, benefit, advantage, or equivalent to the public, regardless of whether it is or is not
recited in the claims.

[00107] It will be understood that the terms and expressions used herein have the
ordinary meaning as is accorded to such terms and expressions with respect to their
corresponding respective areas of inquiry and study except where specific meanings have
otherwise been set forth herein.

[00108] Relational terms such as first and second and the like may be used solely to
distinguish one entity or action from another without necessarily requiring or implying any
actual such relationship or order between such entities or actions. The terms “comprises,”

“‘comprising,” and any other variation thereof, are intended to cover a non-exclusive inclusion,
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such that a process, method, article, or apparatus that comprises a list of elements does not
include only those elements but may include other elements not expressly listed or inherent to
such process, method, article, or apparatus. An element preceded by “a” or “an” does not,
without further constraints, preclude the existence of additional identical elements in the
process, method, article, or apparatus that comprises the element.

[00109] The Abstract of the Disclosure is provided to allow the reader to quickly identify
the nature of the technical disclosure. It is submitted with the understanding that it will not be
used to interpret or limit the scope or meaning of the claims. In addition, in the foregoing
Detailed Description, it can be seen that various features are grouped together in various
examples for the purpose of streamlining the disclosure. This method of disclosure is not to
be interpreted as reflecting an intention that any claim requires more features than the claim
expressly recites. Rather, as the following claims reflect, inventive subject matter lies in less
than all features of a single disclosed example. Thus, the following claims are hereby
incorporated into the Detailed Description, with each claim standing on its own as a

separately claimed subject matter.
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CONCLUSIES

1. Een gegevensverwerkingssysteem omvattende:

een verwerkingseenheid; en

een geheugen in communicatie met de verwerkingseenheid, waarbij het geheugen
uitvoerbare instructies omvat die, wanneer uitgevoerd door de verwerkingseenheid,
veroorzaken dat het gege-vensverwerkingssysteem de functies uitvoert van:

het ontvangen van een zoekopdracht gegenereerd binnen een inhoudscreatietoepassing,
waarbij de inhoudscreatietoepassing ge-bruikt wordt voor het creéren van inhoud voor een
document en waarbij de zoekopdracht één of meer termen bevat voor het uitvoe-ren van een
zoekopdracht naar inhoud die in het document gebruikt moet worden;

het verschaffen van de één of meer termen aan een zoekma-chine voor het doorzoeken van
één of meer bronnen;

het ontvangen van één of meer zoekresultaten vanuit de zoekmachine;

het invoeren van gegevens in ten minste één van de één of meer zoekresultaten in een
eerste machinaal-leren (ML)-model om de ingevoerde gegevens te parsen en relevantie van
de ingevoerde gegevens te rangschikken op inhoud behorende bij het document;

het verkrijgen van de geparste en gerangschikte gegevens als een eerste uitvoer vanuit het
eerste ML-model;

het ophalen van één of meer gegevenssegmenten vanuit de eerste uitvoer;

het invoeren van de opgehaalde één of meer segmenten in een tweede ML-model om de
opgehaalde één of meer gegevens-segmenten in één of meer inhoudseenheden te
organiseren die in het document gebruikt kunnen worden;

het verkrijgen van de één of meer inhoudseenheden als een tweede uitvoer vanuit het
tweede ML-model; en

het verschaffen van de tweede uitvoer voor weergave binnen de inhoudscreatietoepassing.

2. Het gegevensverwerkingssysteem volgens conclusie 1, waarbij het parsen van de
ingevoerde gegevens en het rangschikken van rele-vantie van de ingevoerde gegevens het
identificeren van één of meer relevante termen in de ten minste één van de één of meer

zoekresultaten omvat.

3. Het gegevensverwerkingssysteem volgens conclusie 2, waarbij het parsen van de
ingevoerde gegevens en het rangschikken van rele-vantie van de ingevoerde gegevens
verder het identificeren van de één of meer segmenten behorende bij ten minste één of meer

rele-vante termen omvat.
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4. Het gegevensverwerkingssysteem volgens conclusie 3, waarbij het ophalen van de
één of meer gegevenssegmenten het ophalen van de metagegevens behorende bij de één of

meer gegevenssegmen-ten omvat.

5. Het gegevensverwerkingssysteem volgens één van de voorgaande conclusies,
waarbij de instructies verder veroorzaken dat de verwer-kingseenheid veroorzaakt dat het
gegevensverwerkingssysteem de functies uitvoert van:

het verwijderen van een opmaak van gegevens omvat in ten minste één van de één of meer
gegevenssegmenten; en

na het verwijderen van de opmaak, het opslaan van de één of meer gegevenssegmenten in

een gegevensstructuur voor gebruik bij het creéren van €én of meer inhoudseenheden.

6. Het gegevensverwerkingssysteem volgens één van de voorgaande conclusies,
waarbij de instructies verder veroorzaken dat de verwer-kingseenheid veroorzaakt dat het
gegevensverwerkingssysteem de functies uitvoert van:

het identificeren van de é€én of meer bronnen voor het uitvoe-ren van de zoekopdracht.

7. Het gegevensverwerkingssysteem volgens één van de voorgaande conclusies,
waarbij het ophalen van de één of meer gegevensseg-menten vanuit de eerste uitvoer omvat:
het invoeren van de geparste en gerangschikte gegevens in een derde ML-model om ten
minste een gedeelte van de geparste en gerangschikte gegevens op te halen en te
aggregeren; en

het verkrijgen van de één of meer segmenten als een derde uitvoer vanuit het derde ML-

model.

8. Een werkwijze voor het identificeren en transformeren van inhoud voor gebruik in een
document, omvattende:

het ontvangen van een zoekopdracht gegenereerd binnen een inhoudscreatietoepassing,
waarbij de inhoudscreatietoepassing ge-bruikt wordt voor het creéren van inhoud voor het
document en waarbij de zoekopdracht één of meer termen bevat voor het uitvoe-ren van een
zoekopdracht naar inhoud die in het document gebruikt moet worden;

het verschaffen van de één of meer termen aan een zoekma-chine voor het doorzoeken van
één of meer bronnen;

het ontvangen van één of meer zoekresultaten vanuit de zoekmachine;

het invoeren van gegevens in ten minste één van de één of meer zoekresultaten in een
eerste machinaal-leren (ML)-model om de ingevoerde gegevens te parsen en relevantie van

de ingevoerde gegevens te rangschikken op inhoud behorende bij het document;
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het verkrijgen van de geparste en gerangschikte gegevens als een eerste uitvoer vanuit het
eerste ML-model;

het ophalen van één of meer gegevenssegmenten vanuit de eerste uitvoer;

het invoeren van de opgehaalde één of meer segmenten in een tweede ML-model om de
opgehaalde één of meer gegevens-segmenten in één of meer inhoudseenheden te
organiseren die in het document gebruikt kunnen worden;

het verkrijgen van de één of meer inhoudseenheden als een tweede uitvoer vanuit het
tweede ML-model; en

het verschaffen van de tweede uitvoer voor weergave binnen de inhoudscreatietoepassing.

9. De werkwijze volgens conclusie 8, waarbij het parsen van de inge-voerde gegevens
en het rangschikken van relevantie van de inge-voerde gegevens het identificeren van één of

meer relevante termen in de ten minste één van de één of meer zoekresultaten omvat.

10. De werkwijze volgens conclusie 9, waarbij het parsen van de inge-voerde gegevens
en het rangschikken van relevantie van de inge-voerde gegevens verder het identificeren van

de één of meer seg-menten behorende bij ten minste één of meer relevante termen om-vat.

1. De werkwijze volgens conclusie 10, waarbij het ophalen van de één of meer
gegevenssegmenten het ophalen van de metagegevens behorende bij de één of meer

gegevenssegmenten omvat.

12. De werkwijze volgens €én van conclusies 8 tot 11, verder omvatten-de:

het verwijderen van een opmaak van gegevens omvat in ten minste één van de één of meer
gegevenssegmenten; en

na het verwijderen van de opmaak, het opslaan van de opge-haalde gegevens in een

gegevensstructuur voor gebruik bij het cre-eren van één of meer inhoudseenheden.

13. De werkwijze volgens één van conclusies 8 tot 12, verder omvat-tende:
het combineren van segmenten vanuit twee verschillende zoekresultaten om de ten minste

één van de één of meer in-houdseenheden te creéren.

14. De werkwijze volgens €én van conclusies 8 tot 13, waarbij de ten minste één van de
één of meer inhoudseenheden één van een dia wanneer het document een
presentatiedocument is, een paragraaf wanneer het document een woorddocument is, een
pagina wan-neer het document een woorddocument is, of een gegevensblad wanneer het

document een spreadsheetdocument is omvat.
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15. Een computerprogramma dat, wanneer uitgevoerd, veroorzaakt dat een

programmeerbare inrichting de werkwijze volgens één van con-clusies 8 tot 14 uitvoert.
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Box No.| Basis of this opinion

. This opinion has been established on the basis of the latest set of claims filed before the start of the search.

. With regard to any nucleotide and/or amino acid sequence disclosed in the application and necessary to the
claimed invention, this opinion has been established on the basis of:

a. type of material:
O asequence listing
[1 table(s) related to the sequence listing
b. format of material:
O on paper
O in electronic form
c. time of filingfurnishing:
L1 contained in the application as filed.
O filed together with the application in electronic form.

1 furnished subsequently for the purposes of search.

. O In addition, in the case that more than one version or copy of a sequence listing and/or table relating thereto
has been filed or furnished, the required statements that the information in the subsequent or additional
copies is identical to that in the application as filed or does not go beyond the application as filed, as
appropriate, were furnished.

. Additional comments:

Box No.V  Reasoned statement with regard to novelty, inventive step or industrial applicability;
citations and explanations supporting such statement

. Statement
Novelty Yes: Claims 2-7,9-14
No: Claims 1,8,15
Inventive step Yes: Claims
No: Claims 1-15
Industrial applicability Yes: Claims 1-15

No: Claims

. Citations and explanations

see separate sheet
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Re ltem V

Reasoned statement with regard to novelty, inventive step or industrial
applicability; citations and explanations supporting such statement

1

2.1

Reference is made to the following documents:

D1

D2

D3

US 2018/004754 A1 (LIN YING [US] ET AL) 4 januari 2018
(2018-01-04)

US 2019/303375 A1 (BAI JING [US] ET AL) 3 oktober 2019
(2019-10-03)

US 2019/179940 A1 (ROSS STEVEN [US] ET AL) 13 juni 2019
(2019-06-13)

The present application does not meet the criteria of patentability, because the
subject-matter of claims 1, 8, 15 is not new.

D1 discloses (the references in parentheses applying to this document) the
following features of independent method claim 8:

a.

Een werkwijze voor het identificeren en transformeren van inhoud
voor gebruik in een document (§15, §17 - content creation application,
identifying content; §19 - transformation of content), omvattende:

het ontvangen van een zoekopdracht gegenereerd binnen een
inhoudscreatietoepassing, waarbij de inhoudscreatietoepassing ge-
bruikt wordt voor het creéren van inhoud voor het document en
waarbij de zoekopdracht één of meer termen bevat voor het
uitvoeren van een zoekopdracht naar inhoud die in het document
gebruikt moet worden (§17; §41, §42 - keywords);

het verschaffen van de één of meer termen aan een zoekmachine
voor het doorzoeken van één of meer bronnen (§17; §41, §42);

het ontvangen van één of meer zoekresultaten vanuit de
zoekmachine (§22 - the extracted content was received; §41);

Form NL237-3 (separate sheet) (July 2006) (sheet 1)
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2.2

3.1

3.2

e. het invoeren van gegevens in ten minste één van de één of meer
zoekresultaten in een eerste machinaal-leren (ML)-model om de
ingevoerde gegevens te parsen en relevantie van de ingevoerde
gegevens te rangschikken op inhoud behorende bij het document
(§22; §44);

f. het verkrijgen van de geparste en gerangschikte gegevens als een
eerste uitvoer vanuit het eerste ML-model (§22, §24 - ranked result;
§44, §45);

g- het ophalen van één of meer gegevenssegmenten vanuit de eerste
uitvoer (§22 - an image; §46);

h. het invoeren van de opgehaalde één of meer segmenten in een
tweede ML-model om de opgehaalde één of meer gegevens-
segmenten in één of meer inhoudseenheden te organiseren die in
het document gebruikt kunnen worden (§24 - filtering e.g. unappealing
content; §28; §30 - tailor the content; §47);

i. het verkrijgen van de één of meer inhoudseenheden als een tweede
uitvoer vanuit het tweede ML-model (§26; §47 - selection); en

j. het verschaffen van de tweede uitvoer voor weergave binnen de
inhoudscreatietoepassing (§27, §29).

These are all the features of independent method claim 8, hence, its subject-
matter is not novel.

Independent claims 1 and 15 are corresponding, hence the same applies.

The present application does not meet the criteria of patentability, because the
subject-matter of independent claims 1, 8, 15 does not involve an inventive
step.

Assessment of inventive step of mixed-type inventions

Claims 1, 8, 15 being corresponding independent claims all containing the
method features of independent method claim 8, comprise technical and non-
technical features.

In the case of claims comprising technical and non-technical features, only
those features which contribute to the technical character of the invention are
taken into account for the assessment of inventive step.

Claim 8 - Identification of features contributing to the technical character of the
invention

Form NL237-3 (separate sheet) (July 2006) (sheet 2)
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The features of independent method claim 8 are analysed as to whether they
are technical or non-technical when taken in isolation. The technical features
are underlined; the non-technical features are not underlined; an analysis is
given in parenthesis:

a. Een werkwijze voor het identificeren en transformeren van inhoud
voor gebruik in een document (there is no reference to any technical
features; identification and transformation of content also refers to the
identification of subjective content and the transformation of content for
desired non-technical layout) , omvattende:

b. het ontvangen van een zoekopdracht gegenereerd binnen een
inhoudscreatietoepassing, waarbij de inhoudscreatietoepassing
gebruikt wordt voor het creéren van inhoud voor het document en
waarbij de zoekopdracht één of meer termen bevat voor het
uitvoeren van een zoekopdracht naar inhoud die in het document
gebruikt moet worden (the search request comes from the user who is
within a content creation application and wants to perform a search
directly from the content creation application; merely the technical
implementation on a physical device is considered technical);

c. het verschaffen van de één of meer termen aan een zoekmachine
voor het doorzoeken van één of meer bronnen (the search terms come
from the user);

d. het ontvangen van één of meer zoekresultaten vanuit de
zoekmachine (the physical reception of the search terms by the search
engine is considered technical);

e. het invoeren van gegevens in ten minste één van de één of meer
zoekresultaten in een eerste machinaal-leren (ML)-model om de
ingevoerde gegevens te parsen en relevantie van de ingevoerde
gegevens te rangschikken op inhoud behorende bij het document
(ranking is non-technical as it can only be based on the subjective criteria
of the user; the machine learning-model is an abstract mathematical
model devoid of any technical character);

f. het verkrijgen van de geparste en gerangschikte gegevens als een
eerste uitvoer vanuit het eerste ML-model (this is the non-technical
output of the ML-model);

g. het ophalen van één of meer gegevenssegmenten vanuit de eerste
uitvoer (the fetching of the result is implicit in the non-technical output);
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3.3

3.4

h. het invoeren van de opgehaalde één of meer segmenten in een
tweede ML-model om de opgehaalde één of meer gegevens-
segmenten in één of meer inhoudseenheden te organiseren die in
het document gebruikt kunnen worden (the machine learning-model is
an abstract mathematical model devoid of any technical character;
organising the content into a desired form is non-technical);

i. het verkrijgen van de één of meer inhoudseenheden als een tweede
uitvoer vanuit het tweede ML-model (this is the non-technical output of
the ML-model; en

j. het verschaffen van de tweede uitvoer voor weergave binnen de
inhoudscreatietoepassing (displaying on non-technical cognitive
information is non-technical).

Features which are non-technical when taken in isolation may nevertheless
contribute to the technical character of an invention if, in the context of the
invention, they contribute to producing a technical effect serving a technical
purpose.

In the present case the features identified above as non-technical in isolation
do not contribute to the technical character of the invention for the following
reasons:

» The purpose of the invention is to provide the user with the desired non-
technical information, based on the user's criteria. This purpose is non-
technical the aim for desired information is non-technical. The effect is that
the non-technical information is provided to the user in a desired manner,
i.e. based on a subjection ranking and provided in a desired organisation.

Therefore, the features identified above as non-technical in isolation do not, in
the context of the invention, contribute to the technical character of the
invention.

Consequently, the only technical features in claim 8 are the features implied by
the technical implementation, as specified in the other independent claims.
However, it is noted that no specific technically enabling features are contained
in the claim. The technical features of claim 1 are thus merely the technical
means to perform the constraints of the user in providing a desired result based
on a desired search query, i.e. the user providing the search terms, the search
result being limited to the user's relevance criteria and formatted to the user's
wishes.
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3.5 Having regard to the rather few technical aspects and structural elements
claimed for the invention, the closest prior art appears to be a notoriously known
general purpose computer, suitable for performing the desired search functions
within a content creation application. Such a system forms part of the common
general knowledge.

3.6 Therefore, the only technical contribution which can be identified lies in the
claimed implementation of the non-technical features in the notoriously known
general purpose computer, such as represented in D1, see above passages).

3.7 Providing a computer implemented technical implementation of the non-
technical layout requirements is a technical problem, appropriate for use with
the problem and solution approach for assessing inventive step. It is legitimate
to include the non-technical aspects and features of the invention, i.e. in the
present case the non-technical search and selection convention based on the
user's constraints, into the formulation of the technical problem.

3.8 The solution to the technical problem solved by the independent claims is not
inventive due to the following reasons:

» The technical features of the independent claims follow directly from the
non-technical constraints as the features of the claims are formulated as
functional features of these non-technical layout requirements.

» Furthermore, it is noted that the independent claims merely provide
desired search results based on the user's search constraints with the sole
purpose that the search results "can be used". Clearly, the search results
are still only subjective search results and only the user can decide
whether the search results are what was desired.

» Using a mathematical model for ranking and desired formatting provides
no technical effect and, thus, cannot lead to an inventive step.

3.9 Independent claims 1 and 15 merely refer to the features of the mentioned
notoriously known general purpose computer.

3.10  As aresult, the subject matter of the independent claims 1, 8, 15 is not
inventive.

4 The dependent claims do not appear to contain any additional features which,
in combination with the features of any claim to which they refer, meet the
requirements with respect to novelty and inventive step, the reasons being as
follows:
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4.1

Claims 2, 3, 9, 10: The relevant terms and/or segments are identified according
to subjective user criteria.

4.2 Claims 4, 11: Retrieving the metadata with the data is commonly done where
such data is required.

4.3 Claims 5, 12: Was should be deleted and/or saved would depend on the
requirements of the user.

4.4 Claim 6: Het is implicit that a data source needs to be identified.

4.5 Claim 7: The claim refers to a mathematical model to re-organized non-
technical data, without any technically enabling features.

4.6 Claim 13: The claim merely refers to non-technical editing and layouting.

4.7 Claim 14: The definition of an information segment would depend on the
constraints of the user and is non-technical.

Be ltem Vil

Certain defects in the international application

5 The independent claims are not in the two-part form.

6 The features of the claims are not provided with reference signs placed in
parentheses.

7 The relevant background art disclosed in the document D1 is not mentioned in
the description, nor is this document identified therein.

Re Item VI

Certain observations on the application

8
8.1

Claim 1 is not clear, the reasons for this are explained in the following:
Claim 1 refers to the following feature:

 het invoeren van gegevens in ten minste één van de één of meer
zoekresultaten in een eerste machinaal-leren (ML)-model om de
ingevoerde gegevens te parsen en relevantie van de ingevoerde
gegevens te rangschikken op inhoud behorende bij het document
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8.2

8.3
8.4

8.5

The feature is formulated as a result to be achieved without specifying how to
achieve the effect of ranking the input data in view of the relevance of the
document. To achieve this, the machine learned model would have to be trained
in a particular manner, as not any machine learned model would be able to
distinguish information relevant to a document.

Furthermore, the "relevance" of the input data to the documents is a relative
term depending on the user and has not been defined in technical terms. There
are no technical features allowing the machine learned model to evaluate the
input data based on the subjective relevance criteria of the user.

Consequently, this feature has no clear technical scope.
Claim 1 refers to the following further feature:

« het invoeren van de opgehaalde één of meer segmenten in een
tweede ML-model om de opgehaalde één of meer gegevens-
segmenten in één of meer inhoudseenheden te organiseren die in
het document gebruikt kunnen worden

The feature is formulated as a result to be achieved without specifying how to
achieve the effect of organising the information into data segments that can be
used in the document. To achieve this, the machine learned model would have
to be trained in a particular manner, as not any machine learned model would
be able to organise the data in order that it can be used by a specific document.

Furthermore, the feature is not limited to any specific technical task. It merely
refers to organise data which would refer to the subjective, desired organisation
of the user.

The same applies to corresponding independent claim 8.

Claim 6 is formulated as a result to be achieved in that a data source is
identified without and technically enabling features to do so.

Claim 7 is formulated as a result to be achieved without specifying how to
achieve the desired result using the machine learned model.

Pages 30-33 of description refer to claim-like clauses. They cast doubt on the
claims, rendering their scope unclear.
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